Special Functions and the Complex Euclidean Group in 3-Space. I

WILLARD MILLER, JR.
University of Minnesota, Minneapolis, Minnesota
(Received 29 September 1967)

It is shown that the general addition theorems of Gegenbauer, relating Bessel functions and Gegenbauer polynomials, are special cases of identities for special functions obtained from a study of certain local irreducible representations of the complex Euclidean group in 3-space. Among the physically interesting results generalized by this analysis are the expansion for a plane wave as a sum of spherical waves and the addition theorem for spherical waves. This paper is one of a series attempting to derive the special functions of mathematical physics and their basic properties from the representation theory of Lie symmetry groups.

INTRODUCTION

The cylindrical (Bessel) functions obey two distinct types of addition theorems: those of Graf and Gegenbauer.\(^1\) Graf’s addition theorems are closely related to the representation theory of the Euclidean group in the plane and are obtained from a study of the solutions of the wave equation in 2-space.\(^2\) On the other hand, the addition theorems of Gegenbauer are usually considered as by-products of the representation theory of the Euclidean group in \(n\)-space and are ordinarily derived from a study of the wave equation in \(n\)-space. It will be shown, however, that the Gegenbauer theorems can be derived (and even extended) from a study of certain representations of the Euclidean group in 3-space alone.

The results presented here are part of a continuing program by the author to uncover the relationship between Lie symmetry groups and the special functions of mathematical physics.\(^3\)\(^,\)\(^4\) In this program, symmetry groups are considered as fundamental objects, while special functions and their properties are derived in a systematic fashion from the representation theory of the symmetry groups. The special functions associated with a given group arise in two ways: as matrix elements corresponding to a representation of the group, and as basis vectors in a model of such a representation. To the extent that matrix elements and models can be derived systematically for a given group, a large part of special function theory can be derived systematically from the theory of Lie groups.

In this paper, we examine a restricted class of irreducible representations of the complex Euclidean group in 3-space and obtain identities relating Bessel functions and Gegenbauer polynomials. In future papers, we shall examine other representations of this group and derive identities relating Whittaker functions and Jacobi polynomials.

1. REPRESENTATIONS OF THE EUCLIDEAN GROUP

We denote by \(\mathfrak{g}_6\) the 6-dimensional complex Lie algebra with generators \(p^+, p^-, p^3, j^+, j^-\), and \(j^3\) commutation relations as follows:

\[
\begin{align*}
[j^3, j^3] &= \pm j^3, \\
[j^+, j^-] &= 2j^3, \\
[j^3, p^3] &= [p^3, j^3] = \pm p^3, \\
[j^+, p^+] &= [j^-, p^-] = [j^3, p^3] = 0, \\
[j^+, p^-] &= [p^+, j^-] = 2p^3, \\
[p^3, p^3] &= [p^+, p^-] = 0.
\end{align*}
\]

The elements \(j^+, j^-, j^3\) generate a subalgebra of \(\mathfrak{g}_6\) isomorphic to \(sl(2)\), the Lie algebra of \(2 \times 2\) traceless matrices.\(^5\) The elements \(p^+, p^-, p^3\) generate a 3-dimensional Abelian ideal in \(\mathfrak{g}_6\).

Denote by \(T_6\) the complex 6-parameter Lie group consisting of all elements \((w, g)\),

\[
w = (\alpha, \beta, \gamma) \in \mathfrak{g}_6, \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2),
\]

\[ad - bc = 1,\]  

(1.2)
with group multiplication

\[
\{w, g\} \{w', g'\} = \{w + gw', gg'\},
\]

(1.3)
where “\(+\)” denotes vector addition in \(\mathfrak{g}_6\) and

\[
gw = (a^2\alpha - b^2\beta + ab\gamma, -c^2\alpha + d^2\beta - cd\gamma, 2ac\alpha - 2bd\beta + (bc + ad)\gamma).\]  

(1.4)
Here \(w\) is a complex 3-vector and \(g\) is a complex \(2 \times 2\) unimodular matrix. The identity element of
$T_6$ is \{0, e\}, where 0 = (0, 0, 0) and e is the identity element of $SL(2)$, and the inverse of an element \{w, g\} is given by

$$\{w, g\}^{-1} = \{-g^{-1}w, g^{-1}\}.$$  

The set of all elements \{0, g\}, $g \in SL(2)$, forms a subgroup of $T_6$ which can be identified with $SL(2)$. Similarly, the set of all elements \{w, e\}, $w \in \mathbb{C}^3$, forms a subgroup of $T_6$ which can be identified with $\mathbb{C}^3$.

It is straightforward to show that $\mathbb{C}_8$ is the Lie algebra of $T_6$. Indeed, the generators of $\mathbb{C}_8$ can be chosen so that

$$\{w, g\} = \exp(x p^+ + \beta p^- + \gamma p^z) \exp\left(-b(dj^z)\right) \times \exp\left(-c d j^-\right) \exp\left(-2 \ln d j^z\right), \quad (1.5)$$

where \{w, g\} is defined by Eq. (1.2) and $g$ is in a sufficiently small neighborhood of $e$ [in the topology of $SL(2)$]. Here “exp” is the exponential map of a neighborhood of 0 in $\mathbb{C}_8$ onto a neighborhood of \{0, e\} in $T_6$.

The complex group $T_6$ is closely related to the real Euclidean group in 3-space \(e\): the set of all pairs $(r, R)$, $r$ a real 3-vector, $R$ a proper $3 \times 3$ orthogonal matrix, with group multiplication

$$(r, R)(r', R') = (r + Rr', RR').$$

To see this we note that $E_8$, the real, simply connected covering group of the Euclidean group, can be defined as the set of all pairs $(r, A)$, where $r = (r_1, r_2, r_3)$ is a real column vector and $A$ is an element of $SU(2)$ (the group of $2 \times 2$ unitary unimodular matrices).

The group multiplication law is

$$(r, A)(r', A') = [r + R(A)r', AA'],$$

where $R(A)$ is a real $3 \times 3$ orthogonal matrix given explicitly by

$$R(A) = \begin{pmatrix} a & -b & 0 \\ b & a & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

where

$$A = \begin{pmatrix} a & b \\ -b & a \end{pmatrix} \in SU(2), \quad a^2 + b^2 = 1.$$  

Now, $E_8$ can be considered as a real subgroup of $T_6$. Indeed, it is easy to show that the collection of all elements $(w, A)$, where $w = \{\frac{1}{2}(-r_2 - ir_3), \frac{i}{2}(r_2 - ir_3), \quad -ir_3\}$ and $A \in SU(2)$ forms a subgroup of $T_6$ isomorphic to $E_8$. The isomorphism is given by $(r, A) \leftrightarrow \{w, A\}$.

The real 6-dimensional Lie algebra $\mathbb{C}_6$ corresponding to $E_8$ is generated by elements $j_k$, $p_k$, $k = 1, 2, 3$, with commutation relations

$$[j_k, j_l] = \epsilon_{kl} j_l, \quad [j_k, p_l] = \epsilon_{kl} p_l, \quad [p_j, p_k] = 0, \quad j, k, l = 1, 2, 3, \quad (1.6)$$

where $\epsilon_{kl}$ is the completely antisymmetric tensor such that $\epsilon_{123} = +1$. We choose these generators so that they are related to the finite group elements by

$$(r, A) = \exp(r_1 p_1 + r_2 p_2 + r_3 p_3) \exp q_1 j_3 \times \exp \theta j_1 \exp \varphi_2 j_4,$$

where $r = (r_1, r_2, r_3)$ and $q_1, \theta, \varphi_2$ are the Euler coordinates for $A$. The formal elements $p^\pm, p^z, j^\pm, j^3$, defined in terms of the generators (1.6) by

$$p^\pm = \mp p_3 + ip_1, \quad p^z = p_3,$$

$$j^\pm = \pm j_3 + i j_1, \quad j^3 = j_3,$$

can easily be shown to satisfy the commutation relations (1.1) for the complex Lie algebra $\mathbb{C}_8$.

Consider a complex vector space $V$ (possibly infinite-dimensional) and a representation $\rho$ of $\mathbb{C}_8$ by linear operators on $V$. Set

$$\rho(p^\pm) = P^\pm, \quad \rho(p^z) = P^z,$$

$$\rho(j^\pm) = J^\pm, \quad \rho(j^3) = J^3.$$  

Then the linear operators $P^\pm, P^z, J^\pm, J^3$ satisfy commutation relations on $V$ analogous to Eq. (1.1), where now $[A, B] = AB - BA$ for operators $A$ and $B$ on $V$. We define two operators on $V$ which are of special importance for the representation theory of $\mathbb{C}_8$. They are

$$P \cdot P = -P^+ P^- - P^z P^z,$$

$$P \cdot J = \frac{1}{2}(P^+ J^- + P^- J^+) - P^z J^3. \quad (1.7)$$

It is easy to show that

$$[P \cdot P, \rho(\alpha)] = [P \cdot J, \rho(\alpha)] = 0$$

for all $\alpha \in \mathbb{C}_8$. Thus, if $\rho$ is an irreducible representation of $\mathbb{C}_8$, we would expect $P \cdot P$ and $P \cdot J$ to be multiples of the identity operator on $V$.

The irreducible representations of $\mathbb{C}_8$ which are of interest in special function theory have been classified. Among these representations we single out the following two classes related to Gegenbauer polynomials and Bessel functions:

$$\rho_\mu(\omega).$$

There is a countable basis $(f_m^{(m)})$ for $V$ such that $m = u, u - 1, \cdots, -u + 1, -u, u = 0, 1, 2, \cdots$. This is a countable basis $(f_m^{(m)})$ for $V$ such that $m = u, u - 1, \cdots, u = \mu + n$, where $n = 0, 1, 2, \cdots$. These representations are defined for any nonzero complex number $\omega$. Furthermore, corresponding to each representation, the action of the infinitesimal
operators on the basis vectors \( f_m^{(u)} \) is given by
\[
J^m f_m^{(u)} = m f_m^{(u)}, \quad J^m f_m^{(u)} = (m - u)f_m^{(m+1)},
\]
\[
J^m f_m^{(u)} = -(m + u)f_m^{(m-1)},
\]
(1.8)
\[
p^m f_m^{(u)} = \frac{\omega}{2u + 1} f_m^{(u+1)} + \frac{\omega(u + m)(u - m)}{2u + 1} f_m^{(u-1)},
\]
(1.9)
\[
p^m f_m^{(u)} = \frac{\omega}{2u + 1} f_m^{(u+1)} - \frac{\omega(u - m)(u + m - 1)}{2u + 1} f_m^{(u-1)},
\]
(1.10)
\[
p^m f_m^{(u)} = \frac{\omega}{2u + 1} f_m^{(u+1)} + \frac{\omega(u + m)(u - m - 1)}{2u + 1} f_m^{(u-1)},
\]
(1.11)
\[
P \cdot P f_m^{(u)} = -\omega P f_m^{(u)}, \quad P \cdot J f_m^{(u)} = 0.
\]
(1.12)

[If a vector \( f_m^{(u)} \) on the right-hand side of one of the expressions (1.8)–(1.12) does not belong to the representation space, we set this vector equal to zero.]

It is easy to verify directly that the infinitesimal operators given by these expressions (1.8)–(1.12) do satisfy the commutation relations (1.1) and define an irreducible representation of \( \mathfrak{c}_8 \). Furthermore, the vectors \( f_m^{(u)} \), corresponding to some fixed value of \( u \), form a basis for an irreducible representation of the subalgebra \( \mathfrak{sl}(2) \) of \( \mathfrak{c}_8 \). Each such induced representation of \( \mathfrak{sl}(2) \) associated with \( \rho_x(\omega) \) has dimension \( 2u + 1 \) and is denoted by \( \Delta(2u) \). Each such induced representation of \( \mathfrak{sl}(2) \) associated with \( \rho_x(\omega) \) is infinite-dimensional and is denoted by \( \mu \). The representations \( \Delta(2u) \) and \( \mu \) have been studied in detail elsewhere.

Our aim in this paper is to examine the relationship between the representations \( \rho_x(\omega), \rho_x(\omega) \) and special function theory. In particular, we shall be interested in the following two aspects of this relationship:

(1) We can look for models of the abstract representations \( \rho_x(\omega), \rho_x(\omega) \) such that the infinitesimal operators \( \rho_x, x \in \mathfrak{c}_8 \), are linear differential operators acting on a space \( V \) of analytic functions in \( n \) complex variables. In this case the basis vectors \( f_m^{(u)} \) will be analytic functions and expressions (1.8)–(1.11) will yield differential recursion relations obeyed by these "special" functions. For \( n = 1, 2 \), all of the possible models have been constructed. In particular, for \( n = 1 \) it is known that no models exist. For \( n = 2 \), there is Model A:
\[
J^3 = t \frac{\partial}{\partial t}, \quad J^+ = -t \frac{\partial}{\partial z},
\]
\[
J^- = r^3 \left[ (1 - z^2) \frac{\partial}{\partial z} - 2zt \frac{\partial}{\partial r} \right],
\]
(1.13)
\[
p^+ = \omega t, \quad p^- = \omega (1 - z^2) t^{-1}, \quad p^3 = \omega z.
\]

Corresponding to this model, the basis vectors \( f_m^{(u)} \) are uniquely defined by relations (1.8)–(1.12) up to an arbitrary multiplicative constant and may be given by
\[
f_m^{(u)}(z, t) = \Gamma(u - m + 1) \Gamma(m + \frac{1}{2}) C_{n-\frac{u+1}{2}}(2t)^m.
\]
(1.14)

Here \( \Gamma(x) \) is the gamma function and \( C_n^k(z) \) is a Gegenbauer polynomial defined by the generating function
\[
(1 - 2zx + z^2)^{-1} = \sum_{n=0} C_n^k(z) z^n.
\]
If the representation under consideration is \( \rho_x(\omega) \), then \( n \) takes the integer values \( u, u - 1, \ldots, -u \) and \( u \) runs over the nonnegative integers in Eq. (1.10).

However, if the representation is \( \rho_x(\omega) \), then \( m = u, u - 1, u - 2, \ldots, u \) takes all values such that \( u - m \) is an integer. Substitution of Eq. (1.13) and (1.14) into expressions (1.8)–(1.11) leads to some well-known recursion relations for the Gegenbauer polynomials:
\[
\frac{d}{dz} C_n^k(z) = 2\lambda C_{n-1}^{k-1}(z),
\]
\[
\left[ (1 - z^2) \frac{d}{dz} - 2z \lambda + \frac{\lambda}{2} \right] C_n^k(z) = \frac{(n + 1)(n + 2\lambda - 1)}{2(1 - \lambda)} C_{n-1}^{k-1}(z),
\]
(1.18′)
\[
z C_n^k(z) = \frac{n + 1}{2(\lambda + n)} C_{n-1}^{k-1}(z) + \frac{2\lambda + n - 1}{2(\lambda + n)} C_{n-1}^{k-1}(z),
\]
(1.19′)
\[
C_n^k(z) = \frac{\lambda}{\lambda + n} \left( C_n^{k+1}(z) - C_n^{k-1}(z) \right),
\]
(1.10′)
\[
2(\lambda - 1)(1 - z^2) C_n^k(z) = \frac{-(n + 2)(n + 1)}{2(\lambda + n)} C_{n+1}^{k-1}(z)
\]
\[
+ \frac{(n + 2\lambda - 1)(n + 2\lambda - 2)}{2(\lambda + n)} C_{n-1}^{k-1}(z),
\]
(1.11′)
valid for nonintegral \( \lambda \in \mathfrak{c}, n = 0, 1, 2, \ldots, 1\).

There is another useful model of the representations \( \rho_x(\omega), \rho_x(\omega) \) which can be constructed in terms of differential operators in three complex variables. This model (Model B) is closely related to the separation of variables method for solution of the wave equation in spherical coordinates and is determined by the operators
\[
J^3 = t \frac{\partial}{\partial t}, \quad J^+ = -t \frac{\partial}{\partial z},
\]
\[
J^- = -r^3 \left[ (1 - z^2) \frac{\partial}{\partial z} - 2zt \frac{\partial}{\partial r} \right],
\]
(1.13)
\[
p^+ = \omega t, \quad p^- = \omega (1 - z^2) t^{-1}, \quad p^3 = \omega z.
\]

Corresponding to this model, the basis vectors \( f_m^{(u)} \) are uniquely defined by relations (1.8)–(1.12) up to an arbitrary multiplicative constant and may be given by
\[
f_m^{(u)}(z, t) = \Gamma(u - m + 1) \Gamma(m + \frac{1}{2}) C_{n-\frac{u+1}{2}}(2t)^m.
\]
(1.14)
Notice that the $J$ operators in expressions (1.13) and (1.15) coincide. Thus, to finish the construction of Model B based on operators (1.15), we look for basis vectors $f_m^{u}(r, z, t)$ of the form

$$f_m^{u}(r, z, t) = Z^{u}(r)f_m^{u}(z, t),$$

(1.16)

where the functions $f_m^{u}(z, t)$ are given by Eq. (1.14).

A straightforward computation shows that the basis vectors (1.16) and infinitesimal operators (1.15) satisfy relations (1.8)-(1.12) if and only if the functions $Z^{u}(r)$ satisfy the recursion relations

$$\left(\frac{d}{dr} - \frac{u}{r}\right)Z^{u}(r) = Z^{u+1}(r),$$

$$\left(\frac{d}{dr} + \frac{u+1}{r}\right)Z^{u}(r) = Z^{u-1}(r),$$

(1.17)

for all values of $u$ such that both sides of these expressions are defined. The solutions of these recursion relations are well known to be cylindrical functions. For simplicity we shall primarily restrict ourselves to the solutions

$$Z^{u}(r) = r^{-\frac{u}{2}}I_{u+\frac{1}{2}}(r),$$

where $I_{u+\frac{1}{2}}(r)$ is a modified Bessel function

$$I_{u}(r) = \sum_{n=0}^{\infty} \frac{(z/2)^{2n+u}}{n! \Gamma(n+u+1)}. $$

Thus the basis vectors for Model B become

$$f_m^{u}(r, z, t) = (u-m)! \Gamma(m+\frac{1}{2})r^{-\frac{u}{2}}I_{u+\frac{1}{2}}(r)C_{u-m}^{m}(z)(2r)^{m}. $$

(1.18)

As before, in the case of the representation $\rho(u\omega)$, $m$ takes the values $u, u-1, \cdots, -u$ and $u$ runs over the nonnegative integers, while, in the case of the representation $\rho(u/\omega)$, $m$ takes the values $u, u-1, u-2, \cdots, -u+\mu$ is an integer, $0 \leq \text{Re} \mu < 1$ and $2\mu$ is not an integer. (Note that as far as special function theory is concerned, the above results are independent of $\omega$. Hence, in the remainder of this paper, we shall always set $\omega = 1$.)

2. COMPUTATIONAL IDENTITIES

In this section we collect together several computational results which will be needed later to extend the Lie algebra representations $\rho_\omega(1)$ and $\rho_\mu(1)$ to local group representations of $T_\delta$. Assume that the operators $J^\pm, J^3, P^\pm, P^3$ and the basis vectors $f_m^{u}(z)$ satisfy relations (1.8)-(1.12) and that they define either of the irreducible representations $\rho_\omega(1)$ or $\rho_\mu(1)$. (Formally, the results for both representations look the same: The difference lies only in the allowable values of $u$ and $m$.)

**Lemma 1:**

$$C_{i+\frac{1}{2}}^{m+\frac{1}{2}}(P^{3})f_m^{u}(z) = \sum_{k=0}^{\min{(l, u-m)}} A(m + \frac{1}{2}; l, u - m; k) f_m^{u+l-2k}(z), $$

where

$$A(\lambda; l, s; k) = \frac{s! \Gamma(2\lambda + s + l - k) \Gamma(\lambda + l - k) \Gamma(\lambda + k)}{(s-k)! \Gamma(2\lambda + s + l - 2k) \times \Gamma(\lambda + s + l + k + 1)} \times \frac{\Gamma(\lambda + s - k)}{\Gamma(\lambda + s + l - 2k)} \times \frac{\Gamma(\lambda + s + l - k)}{\Gamma(\lambda + s + l + k + 1)} \times \frac{(s+l-2k)!}{s!} C_{i+\frac{1}{2}}^{m+\frac{1}{2}}(z).$$

if $0 \leq k \leq \min{(l, s)}$

$$= 0, \text{ otherwise.}$$

Here, $\lambda \in C$ and $l, s, k$ are nonnegative integers.

**Proof:** Straightforward induction on $l$, using the recursion relations (1.9) and (1.9').

Lemma 1 is a consequence merely of the abstract definition of the representations $\rho_\omega(1)$ and $\rho_\mu(1)$. Hence, the lemma must be valid for Models A and B. In Model A, $P^3 = z$ and $f_m^{u}(z)$ is given by Eq. (1.14).

We immediately obtain the known result:

**Corollary 1:**

$$C_i^{\lambda}(z)C_{j}^{\lambda}(z) = \sum_{k=0}^{\min{(i, s)}} A(\lambda; i, s; k) \frac{(s+l-2k)!}{s!} C_{i+s-2k}^{\lambda}(z).$$

For Model B, we obtain

**Corollary 2:**

$$C_i^{\lambda}(z)C_{j}^{\lambda}(z) = \sum_{k=0}^{\min{(i, s)}} A(\lambda; i, s; k) \frac{(s+l-2k)!}{s!} C_{i+s-2k}^{\lambda}(z).$$

$$= \sum_{k=0}^{\min{(i, s)}} A(\lambda; i, s; k) \frac{(s+l-2k)!}{s!} C_{i+s-2k}^{\lambda}(z).$$
When \( s = 0 \), this expression simplifies to the identity
\[
C_1^2 \left( \frac{\partial}{\partial r} + \frac{(1 - z^2)}{r} \frac{\partial}{\partial z} - \frac{z}{r} (\lambda - \frac{1}{j}) \right) I_\lambda(r) \sqrt{r} \times I_{l+k}(r) \sqrt{r} \times f_{l+k}(z) = C_1^2(z).
\]

**Lemma 2:** Let \( \nu \in \mathcal{C} \) and \( l \) be a nonnegative integer. Then
\[
C_1^2(P^\nu)^f_{l+k} = \sum_{k=0}^{[l/2]} B(\nu, u + \frac{1}{2}; l, k) f_{l+k}(z),
\]
where
\[
B(\nu, \lambda; l, k) = \frac{(\lambda + l - 2k)\Gamma(\nu + l - k)\Gamma(\lambda - \nu - k)\Gamma(\lambda)}{(l - 2k)! k! \Gamma(\nu)\Gamma(\lambda - \nu)\Gamma(\lambda + l - k + 1)}.
\]

**Proof:** Induction of \( l \) using (1.9) and (1.9').

In the remainder of this section, \( \lambda \) is any complex number not an integer, such that \( 2\lambda \) is not a negative integer.

**Corollary 3:** Let \( \nu \in \mathcal{C} \). Then
\[
C_1^2(z) = \sum_{k=0}^{[l/2]} B(\nu, \lambda; l, k)(l - 2k)! C_{l-k}^2(z).
\]

**Corollary 4:** Let \( \nu, \lambda \in \mathcal{C} \). Then
\[
C_1^2 \left[ \frac{\partial}{\partial r} + \frac{(1 - z^2)}{r} \frac{\partial}{\partial z} - \frac{z}{r} (\lambda - \frac{1}{j}) \right] I_\lambda(r) \sqrt{r} \times \sum_{k=0}^{[l/2]} B(\nu, \lambda; l, k)(l - 2k)! I_{l+k}(r) \sqrt{r} C_{l-k}^2(z).
\]

**Lemma 3:**
\[
(P^\nu)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{(u + l - 2k + \frac{1}{2})}{2^k} \times \frac{\Gamma(\nu + \frac{1}{2})!}{\Gamma(\nu + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**Proof:** Relation (1.9) and induction on \( l \).

**Corollary 5:**
\[
\frac{(2z)^l}{l!} = \sum_{k=0}^{[l/2]} \frac{(\lambda + l - 2k)\Gamma(\lambda)}{\Gamma(\lambda + l - k + 1)k!} C_{l-k}^2(z).
\]

**Corollary 6:**
\[
\left[ \frac{\partial}{\partial r} + \frac{(1 - z^2)}{r} \frac{\partial}{\partial z} - \frac{z}{r} (\lambda - \frac{1}{j}) \right] I_\lambda(r) \sqrt{r} \times \sum_{k=0}^{[l/2]} \frac{(\lambda + l - 2k)\Gamma(\lambda)!!}{2^k\Gamma(\lambda + l - k + 1)k!} I_{l+k}(r) \sqrt{r} C_{l-k}^2(z).
\]

**Lemma 4:**
\[
(P^\nu)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{\Gamma(u + \frac{1}{2})!}{\Gamma(u + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**Proof:** Relation (1.10) and induction on \( l \).

**Lemma 5:**
\[
(P^\nu)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{\Gamma(u + \frac{1}{2})!}{\Gamma(u + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**Proof:** Relation (1.11) and induction on \( l \).

We can use the above lemmas to compute the action of the operators \( \exp(\alpha P^\nu) \), \( \exp(\alpha P^\nu) \), and \( \exp(\alpha P^\nu) \) on \( V \). If \( P \) is a linear operator on \( V \) and \( x_k \in \mathcal{C} \), we define \( \exp(\alpha P) \) to be the formal sum \( \sum_{k=0}^{\infty} (\alpha k)! P^k \). Although these results will be of only formal significance for the abstract representations \( \rho_0(1) \) and \( \rho_\alpha(1) \), we will soon see that when applied to Models A and B they can be rigorously justified.

**Lemma 6:**
\[
e^\alpha\exp(\alpha P)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{\Gamma(u + \frac{1}{2})!}{\Gamma(u + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**Proof:** This result follows directly from Lemma 3.

Assuming that Lemma 6 is valid when applied to Model A, we find:

**Corollary 7:** If \( \alpha, \lambda \in \mathcal{C} \), then
\[
e^\alpha \exp(\alpha P)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{\Gamma(u + \frac{1}{2})!}{\Gamma(u + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**Corollary 8:**
\[
e^\alpha \exp(\alpha P)^f_{l+k} = \sum_{k=0}^{[l/2]} \frac{\Gamma(u + \frac{1}{2})!}{\Gamma(u + l - k + \frac{1}{2})!} f_{l+k}(z).
\]

**3. Determination of the Operators**

The differential operators (1.13), which define Model A, satisfy the commutation relations of the Lie algebra \( \mathfrak{g}_4 \). Hence, according to standard results in Lie theory, these operators uniquely determine a

---

local representation of $T_8$ by operators $T(h), h \in T_8$, acting on the space of analytic functions in two complex variables. The computation of $T(h)$ is straightforward, and we merely give the results. Due to the group multiplication law (1.3), we can write

$$T(h) = T(w, g) = T(w; e)T(0; g),$$

where

$$h = (w, g), \quad w = (\alpha, \beta, \gamma) \in \mathbb{C}^3,$$

$$g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2).$$

If $f$ is defined and analytic in a neighborhood of some point $(z, t) \in \mathbb{C}^3 (t \neq 0)$, then we have

$$[T(w, e)f](z, t) = \{exp\{xP^+ + \beta P^- + \gamma P^3f\}(z, t) = \exp\{ax + \beta(1 - z^2)l^{-1} + \gamma z\} f(z, t).$$

Furthermore,

$$\exp\{xP^+\}(z, t) = f(z, te^x), \quad [\exp\{xP^+\}][z, t) = f(z - \alpha t, t),$$

$$\exp\{xP^-\}(z, t) = f(z + \alpha(1 - z^2),$$

$$\quad t - 2\alpha z - \alpha^2(1 - z^2).$$

Combining these results, we obtain

$$[T(0; g)f](z, t) = \{exp\{b/J^+\} \exp\{-cdJ^-\} \exp\{-2\ln dJ^0\} f\}(z, t) = f\left(\frac{z(1 + 2bc) + abt + \frac{cd(z^2 - 1)}{t}}{a^2 + 2ac + c^2\left(\frac{z^2 - 1}{t}\right)}\right).$$

where

$$g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad ad - bc = 1.$$

By construction, the $T$ operators satisfy the group multiplication property

$$T(hh')f = T(h)[T(h')f],$$

whenever both sides of this expression are well defined.

In the same way, the differential operators (1.13), which define Model B, can be used to construct a local representation of $T_8$ by operators $T(h)$ acting on the space of analytic functions in three complex variables. As before, we write $T(h) = T(w; g) = T(w; e)T(0; g)$. Standard techniques in Lie theory give

$$\exp\{xP^+\}(r, z, t) = f\left(r\left(1 + \frac{2\alpha}{r}\right)^{\frac{1}{t}}, \left(1 + \frac{2\alpha}{r}\right)^{-\frac{1}{t}}, \left(1 + \frac{2\alpha}{r}\right)^{-\frac{1}{t}}\right).$$

Thus,

$$\exp\{\gamma P^3\}(r, z, t) = f\left(r\left(1 + \frac{2\alpha}{r}\right)^{\frac{1}{t}}, \left(1 + \frac{2\alpha}{r}\right)^{-\frac{1}{t}}, \left(1 + \frac{2\alpha}{r}\right)^{-\frac{1}{t}}\right).$$

4. MATRIX ELEMENTS OF $\rho_8(1)$

We will now compute the matrix elements of the group representation of $T_8$ induced by the Lie algebra representation $\rho_8(1)$ of $\mathfrak{g}_8$. The restriction of this group representation to the real subgroup $E_8$ of $T_8$ is well known (it is a member of the so-called principal series of representations of $E_8$) and the restricted matrix elements have been computed. We carry out the computation for $T_8$ here to motivate the more complicated work to follow in the next section and also to point out the increased information about special functions obtained by studying the complex group.

In the remainder of this section, $u$ and $v$ will be nonnegative integers, while $m$ and $n$ will be integers ranging over values from $-u$ to $u$ and $-v$ to $v$.

---

to \( v \), respectively. We define the matrix elements \( \{v, n|w, g|u, m\} \) of the representation \( \rho_0(1) \) by

\[
T(w, g)f_m^{(u)} = \sum_{v=0}^{\infty} \sum_{n=-\infty}^{\infty} \{v, n|w, g|u, m\} f_n^{(u)},
\]

(4.1)

where the operator \( T(w, g) \) and the functions \( f_m^{(u)} \) refer either to Model A or to Model B. It is known\(^{12}\) that the functions \( f_m^{(u)} \) for both Models A and B form an analytic basis for the representation space in the sense of Ref. 6, Chap. 2. In particular, the functions \( T(w, g)f_m^{(u)} \) can be expressed uniquely as linear combination of basis functions uniformly convergent in suitable domains. The coefficients in this expansion are bounded linear functionals of the argument \( T(w, g)f_m^{(u)} \) (in the topology of uniform convergence on compact sets). Since these conditions are satisfied, it can be shown that the matrix elements \( \{v, n|w, g|u, m\} \) are model-independent: They are determined uniquely by the infinitesimal operators (1.8)-(1.11) and are the same for every model of \( \rho_0(1) \) for which the functions \( f_m^{(u)} \) form an analytic basis.\(^6\) Thus the matrix elements can be computed directly from expressions (1.8)-(1.11) and they will be valid for both Models A and B.

Furthermore, the group property

\[
T(w, g)\Gamma(w', g') = T(w + gw', gg')
\]

leads immediately to the addition theorem

\[
\sum_{v=0}^{\infty} \sum_{n=-\infty}^{\infty} \{v, n|w, g|v', n'|w', g'|u, m\} = \{v, n|w + gw', gg'|u, m\}
\]

(4.2)

for the matrix elements.\(^6\)

Matrix elements of the form \( \{v, n|0, g|u, m\} \) are determined completely by the \( J \) operators (1.8) and depend only on the representation theory of \( SL(2) \). In fact, for fixed \( u \), the functions \( f_m^{(u)} \) form a basis for the \( (2u + 1) \)-dimensional irreducible representation of \( sl(2) \). The matrix elements of these irreducible representations are well-known.\(^6\) We quote the results:

\[
\{v, n|0, g|u, m\} = \frac{d^{u-n}a^{-m}b^{-m}(u - m)!}{(u - n)!} \times \frac{F(n - u, -m - u; n - m + 1; bc/ad)}{\Gamma(n - m + 1)} \delta_{v, u}
\]

\[
= \frac{d^{2u}a^{-m}b^{-m}(u + m)!}{(u + n)!} \times \frac{F(m - u, -n - u; m - n + 1; bc/ad)}{\Gamma(m - n + 1)} \delta_{v, u},
\]

(4.3)

where

\[
g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2), \quad ad - bc = 1.
\]

These expressions make sense even when the gamma function in the denominator has a singularity, since

\[
\lim_{c \to -n} \frac{F(a, b; c; x)}{\Gamma(c)} = \frac{a(a + 1) \cdots (a + n)b(b + 1) \cdots (b + n)}{(n + 1)!} x^{n+1}F(a + n + 1, b + n + 1; n + 2; x),
\]

\[
n = 0, 1, 2, \cdots.
\]

(4.4)

The hypergeometric functions in Eq. (4.3) are Jacobi polynomials.

It follows immediately that the identity

\[
T(0; g)f_m^{(u)} = \sum_{n=-u}^{u} \{u, n|0, g|u, m\} f_n^{(u)}
\]

(4.5)

must be valid for both Models A and B. Substituting expressions (1.14) and (3.3) for Model A into (4.5) and simplifying, we easily obtain the identity

\[
k! \Gamma(u - k + \frac{1}{2}) \frac{x^{2u-2}}{2} C_{\frac{1}{2}u-k+\frac{1}{2}}
\]

\[
\times [z^2 - z - 1 + (2z - 1)/x + 1/x^2] \times (1 + 2xz + x^2(z^2 - 1))^{n-k}
\]

\[
= \sum_{l=0}^{2u} \frac{l!}{(2u - l)!} \Gamma(l + \frac{1}{2}) \frac{(x^2)^l}{(2)^l} \times F(-k, -2u + l; l - k + 1; 1 - x) C_{\frac{1}{2}l-k+\frac{1}{2}}(z).
\]

(4.6)

When \( k = 0 \), this identity reduces to a simple generating function

\[
[1 + 2xz + x^2(z^2 - 1)]^u
\]

\[
= \sum_{l=0}^{2u} \binom{2u}{l} \binom{u - \frac{1}{2}}{l} \frac{(x^2)^l}{(2)^l} C_{\frac{1}{2}l-k+\frac{1}{2}}(z)
\]

for the basis vectors (1.14). Model B gives no new results.

Combining Lemma 1 and Corollary 8 we find

\[
T(0, 0, \gamma; e)f_m^{(u)} = \exp(\gamma p^3)f_m^{(u)}
\]

\[
= \frac{1}{(\gamma)^{\frac{1}{2}}} \Gamma(m + \frac{1}{2}) \sum_{l=0}^{\infty} (m + l + \frac{1}{2}) \times I_{m+l}(\gamma) \Gamma(m + \frac{1}{2}) \sum_{l=0}^{\infty} f_{m+l}(p^3)
\]

\[
= \frac{1}{(\gamma)^{\frac{1}{2}}} \Gamma(m + \frac{1}{2}) \sum_{l=0}^{\infty} \delta^{m+l}(v) \times \sum_{k=0}^{\infty} A(m + \frac{1}{2}; j + 2k, u - m; k)
\]

\[
\times (m + j + 2k + \frac{1}{2}) I_{m+j+2k+\frac{1}{2}}(\gamma).
\]

Therefore,
\[
\begin{align*}
\{v, n | o, o, o; e | u, m\} &= \delta_{n,m} 2^{m+\frac{1}{2}} \Gamma(m+\frac{1}{2}) \\
&\times \sum_{k=0}^{\infty} A(m+\frac{1}{2}; v-u+2k, u-m; k) \\
&\times (m+v-u+2k+\frac{1}{2})I_{m+v-u+2k+\frac{1}{2}}(\gamma).
\end{align*}
\]
(4.7)

[Due to the properties of the symbol \(A(\cdot)\), defined by Lemma 1, this sum is actually finite.] When \(m = u\), we have the special case
\[
\begin{align*}
\{v, n | 0, 0, o; e | u, u\} &= \delta_{n,u} 2^{m+\frac{1}{2}} \Gamma(u+\frac{1}{2})(v+\frac{1}{2})I_{v+u+\frac{1}{2}}(\gamma), \quad \text{if } v \geq u; \\
&= 0, \quad \text{if } v < u,
\end{align*}
\]
(4.8)

which also follows directly from Lemma 6.

The matrix element
\[
\{u, m | \alpha, \beta, \gamma; e | 0, 0\}
\]
can be computed by making use of the identity
\[
\{u, m | ab\xi, -cd\xi; (1 + 2bc)\xi | e | 0, 0\} = \{u, m | 0; g | u, 0\}\{u, 0 | 0, 0; \xi | e | 0, 0\},
\]
(4.9)

where \(g \in SL(2)\). This identity is a special case of the addition theorem (4.2). In terms of new variables \(\alpha = ab\xi\), \(\beta = -cd\xi\), \(\gamma = (1 + 2bc)\xi\), and \(\rho^2 = \gamma^2 + 4\alpha\beta\), the matrix elements on the right-hand side of Eq. (4.9) are given by
\[
\begin{align*}
\{u, m | 0; g | u, 0\} &= \frac{1}{\sqrt{\pi}} \frac{\Gamma(|m|+\frac{1}{2})u!}{(\rho)^{|m|+\frac{1}{2}}(\rho)^{-|m|-\frac{1}{2}} (\rho)^{|m+1|}} \\
&\times C_{|m|+\frac{1}{2}}(\gamma) \\
&= (2/\rho)^{|m|} \Upsilon_{|m|+\frac{1}{2}}(u+\gamma)I_{u+\gamma}(\xi).
\end{align*}
\]
(4.10)

Therefore,
\[
\begin{align*}
\{u, m | \alpha, \beta, \gamma; e | 0, 0\} &= (2/\rho)^{\frac{1}{2}} \frac{\Gamma\left(\frac{|m|}{2}\right)}{u!} (\rho)^{|m|+\frac{1}{2}} \Upsilon_{|m|+\frac{1}{2}}(u+\gamma)I_{u+\gamma}(\xi).
\end{align*}
\]
(4.11)

There is an ambiguity in the signs of expressions (4.10) since \(\rho = \pm \sqrt{\gamma^2 + 4\alpha\beta}\). However, a close inspection of (4.11) reveals that the final matrix element is a function of \(\rho^2\) so the ambiguity in sign causes no harm. Furthermore, the matrix element is an entire function of \(\alpha, \beta, \gamma, \rho\).

Applying the identity
\[
T(\alpha, \beta, \gamma; e)f^{(u)}_m = \sum_{u=0}^{\infty} \sum_{m=-u}^{u} \{u, m | \alpha, \beta, \gamma; e | 0, 0\} f^{(u)}_m
\]
to Model A, we obtain
\[
\exp\left[\alpha \beta (1 - z^2)/t + \gamma z\right]
\]
\[
= \frac{2}{\pi \rho} \sum_{n=0}^{\infty} \left(\frac{8\alpha\beta}{\rho}\right)^n (u + \frac{1}{2}) (u - m)! \Gamma(u + \frac{1}{2}) (u + m)! \\
\times I_{u+\gamma}(\rho)C_{u-m}^{m+\frac{1}{2}}(\gamma) + \sum_{n=0}^{\infty} \left(\frac{2\beta}{\rho}\right)^n (u + \frac{1}{2}) \\
\times I_{u+\gamma}(\rho)C_{u-m}^{m+\frac{1}{2}}(\gamma) C_{u+m}^{m+\frac{1}{2}}(z).
\]
(4.12)

This formula is the complex generalization of the well-known formula
\[
e^{\phi \tau} = \left(\frac{8\pi}{\sqrt{\pi}}\right)^{\frac{1}{2}} \sum_{i=0}^{\infty} \frac{1}{\rho^{i+1}} \frac{\Upsilon_i(\rho)}{\Upsilon_i(\rho)} Y_i(\theta, \varphi) Y_i(\theta, \varphi)
\]
for the expansion of plane waves into spherical waves. Since the left-hand side of Eq. (4.12) is an entire function of the variables \(\alpha \beta / t, \gamma, \rho, \) and \(z\), it follows from standard expansion theorems for Gegenbauer polynomials\(^{13}\) that the right-hand side must converge for all values of these variables. Furthermore, the expansion coefficients \(\{u, m | \alpha, \beta, \gamma; e | 0, 0\}\) on the right-hand side must be entire functions of \(\alpha, \beta, \gamma, \rho\).

At this point, we can fill a gap in our derivation of Eq. (4.11). This derivation was valid only for \(\rho \neq 0\). However, using Model A, we have seen that the required matrix element is an entire function of \(\alpha, \beta, \gamma, \rho\). Thus to compute \(\{u, m | \alpha, \beta, \gamma, \rho; e | 0, 0\}\) for \(\gamma^2 + 4\alpha\beta = 0\) we need only find the value of Eq. (4.11) as \(\rho \to 0\). The result is
\[
\begin{align*}
\{u, m | \alpha, \beta, \gamma; e | 0, 0\} &= \frac{(2\alpha\beta)^m}{(u+m)! (u-m)!} \\
&\quad \text{if } m \geq 0, \quad \rho = 0, \\
&= \frac{-2\beta^m}{(u+m)! (u-m)!} \quad \text{if } m \leq 0, \quad \rho = 0.
\end{align*}
\]
(4.13)

We are now in a position to calculate the general matrix element \(\{v, n | \alpha, \beta, \gamma; e | u, m\}\). Using Model A, we find
\[
T(\alpha, \beta, \gamma; e)f^{(u)}_m = (u-m)! \Gamma(m+\frac{1}{2}) (2t)^m \\
\times \exp\left[\alpha \beta (1 - z^2)/t + \gamma z\right] C_{u-m}^{m+\frac{1}{2}}(z) \\
= (u-m)! \Gamma(m+\frac{1}{2}) \sum_{n=0}^{\infty} \sum_{r=k}^{\infty} \{r, k | \alpha, \beta, \gamma; e | 0, 0\} \\
\times C_{u-m}^{m+\frac{1}{2}}(z) C_{u-k}^{m+\frac{1}{2}}(z) C_{u-k}^{m+\frac{1}{2}}(z).
\]

From the connection between Gegenbauer polynomials and the representation theory of \(SL(2)\), it
follows that
\[(u - m)! \Gamma (m + \frac{1}{2}) \Gamma (k + \frac{1}{2}) C_{u-m}^{m+k}(z) C_k^{m+k}(z)\]
\[= \left[ \pi (u - m)! (r - k)! (u + m)! (r + k)! \right]^{\frac{1}{2}} \times C(u, 0; r, 0 | u + r - s, 0) \times C(u, m; r, k | u + r - s, m + k) C_{u+r-s-m-k}^{m+k}(z), \]
\[(4.14)\]
where the \(C(\cdot ; \cdot | \cdot)\) are ordinary Clebsch–Gordan coefficients.\(^{8,13}\)

Thus,
\[T(\alpha, \beta, \gamma; \epsilon) f_n^{(u)}(m) = \sum_{v=0}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ v, n | x, \beta, \gamma; \epsilon | u, m \right\} f_n^{(u)},\]
where
\[\{ v, n | x, \beta, \gamma, \epsilon | u, m \} = \left[ \frac{\pi (u - m)! (u + m)! (v - u + s + m - n)!}{(v - n)! (v + n)!} \times (v - u + s + m - n)! \right]^{\frac{1}{2}} \times C(u, 0; v - u + s, 0 | v, 0) \times C(u, m; v - u + s, n - m | v, n) \times \{ v - u + s, n - m | x, \beta, \gamma; \epsilon | 0, 0 \}, \quad (4.15)\]
and \(s\) ranges over the finite set of nonnegative integer values for which the summand is defined.

Now that all of the matrix elements of the representation \(\rho_0(1)\) have been computed, it is a simple task to substitute these expressions into the addition theorem (4.2) and obtain identities for special functions. This will be left to the reader.

5. MATRIX ELEMENTS OF \(\rho_a(1)\)

The task of computing the matrix elements of the representation \(\rho_a(1)\) is analogous to that for \(\rho_0(1)\) but somewhat more complicated. In this section, \(u\) and \(v\) will be arbitrary complex numbers and \(u + v\) not integers and such that \(u - v\) is an integer. The variables \(m, n\) will take values \(m = u, u - 1, u - 2, \cdots; n = v, v - 1, v - 2, \cdots\).

As in Sec. 4, we define the matrix elements \(\{ v, n | w; g | u, m \} \) of \(\rho_a(1)\) by
\[T(w; g) f_n^{(u)}(m) = \sum_v \sum_n \{ v, n | w; g | u, m \} f_n^{(u)}, \quad (5.1)\]
where the operator \(T(w; g)\) and the basis functions \(f_n^{(u)}\) refer either to Model A or Model B. Again, it follows that the functions \(\{ f_n^{(u)} \}\) for both Models A and B form an analytic basis for the representation space.\(^{13}\)

Thus the matrix elements are well defined and are uniquely determined by the infinitesimal operators (1.8)-(1.11).

Under the action of \(J^+, J^-, J^3\), the vectors \(\{ f_n^{(u)} \}\) for fixed \(u, m = u, u - 1, u - 2, \cdots\), form a basis for an irreducible representation of \(sl(2)\). This representation, denoted by \(\uparrow u\), was studied in Ref. 6, Chap. 5, and the matrix elements were computed to be
\[\{ v, n | 0, g | u, m \} = d_{u-n}^{a+b} d_{n-m}^{b-a} (u - m)! (u - n)! \times \frac{F(n - u, -m - u; n - m + 1; bc/ad)}{\Gamma(n - m + 1)} \delta_{v,u} \times \frac{d_{u-n}^{a+b} d_{n-m}^{b-a} \Gamma(u + m + 1)}{\Gamma(u + n + 1)} \times \frac{F(m - u, -n - u; m - n + 1; bc/ad)}{\Gamma(n - m + 1)} \delta_{v,u}, \quad (5.2)\]
where
\[g = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL(2), \quad ad - bc = 1.\]

These matrix elements define a local representation of \(SL(2)\): they are well defined and satisfy the group representation property only in a sufficiently small neighborhood of \(e\). Note, for example, in Eq. (5.2) that \(e^{\pi ir/n} \neq e^{\pi ir/m}\). A precise definition of this representation is worked out in Ref. 6 and will not be repeated here.

The identity
\[T(0, g) f_n^{(u)}(m) = \sum_{n=0}^{\infty} \{ u, n | 0, g | u, m \} f_n^{(u)} \]
is valid for both Models A and B when \(g\) is in a sufficiently small neighborhood of \(e\). Substituting expressions (1.14) and (3.3) for Model A into this identity and simplifying, we obtain
\[k! \Gamma(u - k + \frac{1}{2}) \frac{1}{\Gamma(2u - k + 1)} \left( \begin{array}{c} 2 \\ 1 \end{array} \right) \times C_{u-k+1}^{u-k} \left[ z^2 - z - 1 + (2z - 1)/x + 1/|x|^2 \right] \times (1 + 2xz + x^2(z^2 - 1))^{u-k} \]
\[= \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \frac{\Gamma(u - l + \frac{1}{2}) (x^2)^l}{\Gamma(2u - l + 1) \left( \begin{array}{c} 2 \\ 1 \end{array} \right)} \times F(-l, -2u + l; l + k + 1; 1 - x) C_{l-k+1}^{l-k} (z), \quad \Gamma(l - k + 1) \]
\[|xzx + x^2(z^2 - 1)| < 1. \quad (5.3)\]

The computation of the matrix element
\[\{ v, n | 0, g; \epsilon | u, m \}\]
is carried out exactly as for the corresponding element \(\{ v, n | 0, g | u, m \}\).

(4.7) of $\rho_0(1)$:

$$\{v, n|0, 0, \gamma; e|u, m\} = \delta_{n,m}I_{m,0}^{n,u}(\gamma) = \delta_{n,m}(2/\gamma)^{m+z} \frac{(u-m)!(v+\frac{1}{2})}{\Gamma(m+\frac{1}{2})\Gamma(v+m+1)} \times \sum_{k=0}^{\infty} \frac{(m+v-u+2k+\frac{1}{2})\Gamma(v+m+k+1)\Gamma(v-u+m+k+\frac{1}{2})}{(u-m-k)!\Gamma(v-u+k)!k!\Gamma(v+k+\frac{1}{2})} \times \Gamma(m+k+\frac{1}{2})\Gamma(u-k+\frac{1}{2})I_{m+u-u+v+k+1}(\gamma).$$

(5.4)

The difference is solely the domain of definition of $u, v, m$, and $n$. Note that the sum in Eq. (5.4) contains only a finite number of nonzero terms and that the matrix element is an entire function of $\gamma$.

The functions $I_{m,0}^{n,u}(\gamma)$ form a natural generalization of the ordinary modified Bessel function. In fact, if $m = u$, we have

$$I_{m,0}^{n,u}(\gamma) = (2/\gamma)^{m+z} \frac{\Gamma(u+\frac{1}{2})\Gamma(v+\frac{1}{2})}{(v-u)!} I_{v+1}(\gamma),$$

if $v-u \geq 0$,

$$= 0, \quad \text{if} \quad v-u < 0. \quad (5.5)$$

The addition theorem

$$\{v, n|0, 0, \gamma + \gamma'; e|u, m\} = \sum_{k=0}^{\infty} I_{m,0}^{n+k,u}(\gamma) I_{m,k+1,u}(\gamma'),$$

implies the identity

$$I_{m,0}^{n,u}(\gamma + \gamma') = \sum_{k=0}^{\infty} I_{m,0}^{n+k,u}(\gamma) I_{m+k+1,u}(\gamma'). \quad (5.6)$$

Moreover, the identity

$$T(0,0,\gamma; e)f_{m}^{(u)} = \sum_{k=0}^{\infty} \{u+k,m|0,0,\gamma; e|u,m\}f_{m+k}^{(u+k)},$$

applied to Model A yields

$$l! e^{\pi z} C_{m+k+\frac{1}{2}}(z) = \sum_{k=0}^{\infty} k! I_{m+k,0}^{n+k+1}(\gamma) C_{m+k+\frac{1}{2}}(z). \quad (5.7)$$

The right-hand side of this expression converges for all $\gamma, z \in \mathbb{C}$.

Using standard techniques from special function theory, we can apply relations (1.8'–1.10') to the generating function (5.7) and derive recursion relations for the generalized Bessel functions. Among the results which can be obtained in this way are

$$k + 1 \quad \gamma I_{m+k+1,0}^{n+k+1}(\gamma)$$

$$= \frac{1}{2m+2k+1} I_{m+k,0}^{n+k+1}(\gamma) - \frac{(k+1)(k+2)}{2m+2k+5} I_{m+k+2,0}^{n+k+2}(\gamma) + \frac{1}{m+k+2,0} I_{m+k+1,0}^{n+k+1}(\gamma),$$

where the basis functions $f_{m}^{(u)}(z, t)$ are given by Eq. (1.14). Applying the operator

$$T(\alpha, \beta, \gamma; e) = \exp \{a\alpha + \beta(1 - z^2)\} e^\gamma z$$

to both sides of this equation and using Eq. (5.1) to expand each side in terms of its corresponding basis functions, we obtain the identity

$$\sum_{n, n'} \{v, n|\alpha, \beta, \gamma; e|u, m\}f_{n}^{(u)}(z, t) = (2t)^{m-m'}$$

$$\times \sum_{k=0}^{\infty} \{v', n'|\alpha, \beta, \gamma; e|m' + u - m - 2k, m'\}$$

$$\times \frac{(t-u-m)!(u+m'-m-2k+\frac{1}{2})}{k!(u-m-2k)!} I_{m'}(m-m'+u-m-2k, z, t), \quad (5.8)$$

Finally, using Corollary 3, again, to express the
functions $f_{n'}^{(0)}(z, t)$ as linear combinations of functions $f_n^{(0)}(z, t)$, $(n = m - m' + n')$, and equating coefficients of $f_n^{(0)}(z, t)$ on both sides of the identity, we derive the equality

$$
\{v, n|\alpha, \beta, \gamma; e |u, m\} = \frac{(u - m)! (v + \frac{1}{2})}{\Gamma(m - m') \Gamma(m' - m)(v - n)!} \\
\times \sum_{k=0}^{\lfloor u-m+n\rfloor} \sum_{s=0}^{\lfloor n-u\rfloor} \frac{(m' + u - m - 2k + \frac{1}{2})(v - n + 2s)! \Gamma(u - k + \frac{1}{2})}{k! s! (u - m - 2k)! \Gamma(m' + u - m + k + \frac{1}{2})} \\
\times \frac{\Gamma(m - m' + k) \Gamma(m' + v - m + s + \frac{1}{2}) \Gamma(m' - m + s)}{\Gamma(v + s + \frac{3}{2})} \\
\times \{m' + v - m + 2s, m' + n - m|\alpha, \beta, \gamma; e |m' + u - m - 2k, m'\}' .
$$

(5.8)

Here $s$ ranges over all nonnegative integral values such that the summand is well defined.

Formula (5.8) can be employed to evaluate the matrix elements of $\rho_\mu(1)$. For example, set $m = u$, $m' = 0$, and use expression (4.11) for the primed elements on the right-hand side of Eq. (5.8). The result is

$$
\{v, n|\alpha, \beta, \gamma; e |u, u\} = \left(\frac{2}{\rho\pi}\right) \left(\frac{4}{\rho}\right)^{n-u} \frac{(v + \frac{1}{2}) \Gamma(u + \frac{1}{2})}{(v - m) \Gamma(-u)} \\
\times \Gamma(|n - u| + \frac{1}{2}) \Gamma(|n - u| + u - n/2)\left(-\beta\right)^{n-u+(u-n)/2} \\
\times \sum_s \frac{(v - u + 2s + \frac{1}{2})(v - n + 2s)! \Gamma(v - u + s + \frac{1}{2}) \Gamma(-u + s)}{s! \Gamma(v + s + \frac{3}{2})(|n - u| + v - u + 2s)!} \\
\times C_{v-u+1/2}^{n-u+1/2} \left(\gamma/\rho\right)_{v-u+2s+1/2}(\rho), \quad \rho^2 = \gamma^2 + 4\alpha\beta.
$$

(5.9)

For the case $\alpha = \beta = 0, n = m = u$, Eqs. (5.8) and (5.5) yield

$$
(y/2)^{-\lambda} I_\lambda(\gamma) \\
= \sum_{s=0}^{\infty} \frac{\Gamma(v + s) \Gamma(v - \lambda + s)(v + 2s) I_{\nu+2s}(\gamma)}{s! \Gamma(v - \lambda) \Gamma(\lambda + s + 1)} , \quad \lambda, \nu \in C .
$$

(5.10)

In addition to the general result (5.8), we list two special classes of matrix elements whose forms follow immediately from Lemmas 4 and 5:

$$
\{v, n|\alpha, 0, 0; e |u, m\} \\
= \frac{(\gamma/2)^{-m-n}}{m-n+u+v} \Gamma(u + m + 1) \Gamma\left(\frac{m-n+u+v}{2}\right) \\
\times \frac{(v + \frac{1}{2}) \Gamma\left(\frac{m-n+u+v}{2}\right)}{\Gamma\left(\frac{m-n+u+v+3}{2}\right)} ,
$$

if $n - m - |v - u|$ is a nonnegative even integer,

$$
= 0 , \quad \text{otherwise} .
$$

(5.11)

By construction, the matrix elements of $\rho_\mu(1)$ satisfy the addition theorem:

$$
\{v, n|\mathbf{w} + gw'; g' |u, m\} \\
= \sum_{k=-\infty}^{\infty} \sum_{l=0}^{\infty} \{v, n|\mathbf{w}, g |u + k, u + k - l\} \\
\times \{u + k, u + k - l|\mathbf{w}', g' |u, m\} ,
$$

(5.13)

for all $\mathbf{w}, \mathbf{w}' \in C^2$ and for $g, g'$ in a sufficiently small neighborhood of $e \in SL(2)$. (In any given example the restriction on $g$ and $g'$ can usually be determined by inspection.) We will list a few special cases of this theorem.
When \( m = u, g = g' = e, w = (\alpha, \beta, \gamma), \) and \( w' = (\alpha', o, o), \) relation (5.13) simplifies to
\[
\{v, n\} \alpha, \beta, \gamma; e | u, m \}
= \sum_{k=0}^{\infty} \left( \frac{2}{\pi} \right)^{k} \frac{\Gamma(u + \frac{1}{2})}{k! \Gamma(u + k + \frac{1}{2})} \times \{v, n\} \alpha, \beta, \gamma; e | u + k, u + k, (5.14)
\]
where the matrix elements on both sides of this expression are defined by Eq. (5.9).

The relation
\[
\{v, n\} ab\rho, -cd\rho, (1 + 2bc)\rho; e | u, m \}
= \sum_{s} \{v, n\} 0, g | v, s\} \{v, s\} 0, 0, \rho; e | u, s \}
\times \{u, s\} 0, g^{-1} | u, m \}
leads to the identity
\[
\{v, n\} \alpha, \beta, \gamma; e | u, m \}
= \sum_{k=0}^{\infty} \left( \frac{1 + \gamma/\rho}{2} \right)^{u+n-k} \left( \frac{1 - \gamma/\rho}{2} \right)^{u-n+k} (x/\rho)^{u-n-m} \times \Gamma(u + m + 1)(v - u + k)! \Gamma(2u - k + 1)(v - n)! \times F\left(\frac{n - v, -u + v + k; n - u + k; \gamma - \rho}{\gamma + \rho}\right) \Gamma(n - u + k + 1)
\times F\left(\frac{m - u, -2u + k; m - u + k + 1; \gamma - \rho}{\gamma + \rho}\right) \Gamma(m - u + k + 1)
\times f_{u-k}^{v,u}(\rho), (5.15)
\]
valid for \(|1 - z/\rho| < 2\). Here, \( \rho = z[1 + 4xy/z^2]^{1/2} \).

In case \( \gamma = 0, \) the identity becomes
\[
\{v, n\} \alpha, \beta, 0; e | u, m \}
= \sum_{k=0}^{\infty} \left( \frac{1}{\rho} \right)^{u+n-k} \Gamma(u + m + 1)(v - u + k)!
\times F\left(\frac{m - u, -u + v + k; m - u + k + 1; \gamma - \rho}{\gamma + \rho}\right) \Gamma(m - u + k + 1)
\times f_{u-k}(2\sqrt{\alpha\rho}), \quad if \quad v + n - u - m \quad is \quad even,
= 0 \quad otherwise.
\]
Finally, we note the result
\[
\{v, n\} g\gamma; g | u, m \}
= \sum_{s} \{v, n\} g\gamma; e | u, s\} \{u, s\} 0; g | u, m \}
= \sum_{s} \{v, n\} g\gamma; e | u, s\} \{u, s\} 0; g | u, m \}
\}
where \( \gamma = (0, 0, \gamma), \quad g\gamma = [aby, -cdy, (1 + 2bc)\gamma], \)
\[
g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad \rho = z[1 + 4xy/z^2]^{1/2}.
\]
If \( u \geq n \) and \( u = m, \) this implies
\[
\frac{\Gamma(u + v + 1)(v + \frac{1}{2})}{\Gamma(v + n + 1)(v - u)! (u - n)!} \times \left( \frac{z + \rho}{2\rho} \right)^{u-n} \left( \frac{\gamma}{\rho} \right)^{u+n-k} \Gamma(2u + 1)
= \sum_{k=0}^{\infty} \{v, n\} \alpha, \beta, \gamma; e | u, u - k \}
\times \left( \frac{z + \rho}{2\rho} \right)^{u-n-k} \Gamma(2u + 1) \Gamma(u + k + 1) .
\]
There is a similar result for \( n \geq u. \)

6. APPLICATIONS TO MODEL B

Now that we have succeeded in computing matrix elements of the representations \( \rho_{b}(1) \) and \( \rho_{a}(1) \) we can apply our results to any model of these representations and obtain identities for special functions. As an illustration, consider Model B.

According to the work of Sec. 1, the basis vectors for Model B take the form
\[
f_{m}^{(u)}[r, z, t] = Z^{(u)}(r)(u - m) \Gamma(m + \frac{1}{2}) C_{w-m}^{u+m}(z)(2t)^{m},
\]
where the \( Z^{(u)}(r) \) satisfy recursion relations (1.17).

Both the functions
\[
Z^{(u)}(r) = r^{-1}I_{u+1/2}(r) \quad and \quad Z^{(u)}(r) = r^{-1}I_{u-1/2}(r)
\]
separately satisfy Eq. (1.17). Similarly, any linear combination of these functions satisfies Eq. (1.17). For purposes of illustration, we will use only the first of solutions (6.1). Recall that corresponding to the representation \( \rho_{b}(1): u = 0, 1, 2, \ldots; m = u, u - 1, \ldots, -u; \) while corresponding to \( \rho_{a}(1): u = \mu + k; k = 0, \pm 1, \pm 2, \ldots; m = u, u - 1, u - 2, \cdots; 0 \leq \Re \mu < 1 \) and \( 2\mu \) is not an integer.

Since the functions \( f_{m}^{(u)}[r, z, t] \) form an analytic basis for the representation space, we have immediately
\[
[T(w; g)f_{m}^{(u)}][r, z, t] = \sum_{r,n} \{v, n\} w; g | u, m\} f_{m}^{(u)}[r, z, t],
\]
where the operators \( T(w; g) \) are given by Eqs. (3.5)–(3.7) and the matrix elements \( \{v, n\} w; g | u, m\} \) are those computed in Secs. 4 and 5. The operators \( T(0, g) \) yield no information which could not have been obtained from Model A. Therefore, we restrict ourselves to operators \( T(w, e). \) In this case, Eq. (6.2)
(u - m)! \Gamma(u + \frac{1}{2})I_{u+\frac{1}{2}}(rQ) \\
\times C_{u+m-\frac{1}{2}}^{m-\frac{1}{2}}(z + \gamma/r)Q^{-m-\frac{1}{2}}[2(t + 2\beta r)]^m \\
= \sum_{n,m} \{u, n \mid w; e \mid u, m\}(v - n)! \Gamma(n + \frac{1}{2}) \\
\times I_{v+\frac{1}{2}}(r)C_{v-n}^{n+\frac{1}{2}}(z)(2n)^n, \quad (6.3)

where

Q = \left[1 + \frac{2\beta(1 - z^2)}{rt} + \frac{2\alpha}{r} \left(t + \frac{2\beta}{r} \right) + \frac{\gamma^2}{r^2} + \frac{2\gamma z}{r} \right]^{\frac{1}{2}}.

When represented to the representation \(\rho_0(1)\), Eq. (6.3) constitutes a generalization of the so-called addition theorem for spherical waves.\(^{14}\) We will list a few special cases of Eq. (6.3), treating the representations \(\rho_0(1)\) and \(\rho_\mu(1)\) simultaneously.

If \(\alpha = \beta = 0\), Eq. (6.3) yields

\[(u - m)! I_{u+\frac{1}{2}}(rR)C_{u-m}^{m-\frac{1}{2}}(z + \gamma/r)R^{-m-\frac{1}{2}} \]

\[= \sum_{k=m-u}^{\infty} (u + k - m)! I_{u+k-\frac{1}{2}}(r)C_{u-m+k-\frac{1}{2}}^{m-\frac{1}{2}}(z), \quad (6.4)
\]

where

\[R = (1 + 2\gamma z/r + \gamma^2/r^2)^{\frac{1}{2}}, \quad |2\gamma z/r + \gamma^2/r^2| < 1.

When \(m = u\), this expression simplifies to the well-known addition theorem of Gegenbauer:

\[I_{u+\frac{1}{2}}(rS)C_{u-m}^{m}(zS^{-1})S^{-m-\frac{1}{2}} \]

\[= \sum_{k}^{\infty} \frac{(u-m)!}{(u-m-2j)!j!(k-j)!} \Gamma(m + k - j + \frac{1}{2}) \times (u - m - 2j)! \Gamma(m + k - j + \frac{1}{2}) \times C_{u-k-j}^{k}(z), \quad (6.5)
\]

where

\[S = (1 + 2\alpha z/r)^{\frac{1}{2}}, \quad |2\alpha z/r| < 1.

When \(m = u\), Eq. (6.5) reduces to

\[I_{u+\frac{1}{2}}(r(1 + 2\alpha z/r)^{\frac{1}{2}}(1 + 2\alpha z/r)^{-m-\frac{1}{2}} = \sum_{k}^{\infty} \frac{z}{k!} I_{u+k-\frac{1}{2}}(r), \quad |2\alpha z/r| < 1.

There is an interesting special form of Eq. (6.4), obtained by setting \(z = 1\):

\[(1 + \gamma/r)^{-m-\frac{1}{2}} I_{u+\frac{1}{2}}(r + \gamma) \]

\[= \sum_{k=m-u}^{\infty} \frac{\Gamma(u + m + k + 1)}{\Gamma(u + m + 1)} I_{u+k-\frac{1}{2}}(r) \times \frac{\Gamma(2u + k + 1)}{k!}, \quad |\gamma/r| < 1.

When \(m = u\), the above identity simplifies to

\[(1 + \gamma/r)^{-u-\frac{1}{2}} I_{u+\frac{1}{2}}(r' + \gamma) \]

\[= \frac{1}{(2\gamma)^{u-\frac{1}{2}}} \times \frac{\Gamma(u + \frac{1}{2})}{\Gamma(2u + 1)} \times \sum_{k=0}^{\infty} \frac{\Gamma(2u + k + 1)}{k!} \times \frac{1}{(u + k - \frac{1}{2})!} I_{u+k-\frac{1}{2}}(r).
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This paper is the second in a series devoted to the derivation of identities for special functions which can be obtained from a study of the local irreducible representations of the Euclidean group in 3-space. A number of identities obeyed by Jacobi polynomials and Whittaker functions are derived and their group-theoretic meaning is discussed.

**INTRODUCTION**

Much of the theory of special functions, as it is applied in mathematical physics, is a disguised form of Lie group theory. The symmetry groups, which are built into the foundations of modern physics, determine many of the special functions which can arise in physics, as well as the principal properties of these functions. It is the author's opinion that a detailed analysis of this relationship between Lie theory and special functions is of importance for a good understanding of both special function theory and the laws of physics.