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Abstract 1

A quantum superintegrable system is an integrable $n$-dimensional Hamiltonian system with potential that admits $2n - 1$ functionally independent constants of the motion, (finite order differential operators commuting with the Hamiltonian), the maximum number possible. If the operators are all second order, the system is second order superintegrable. In 2D and for 3D conformally flat spaces with nondegenerate potential, the algebra generated by the constants of the motion and their commutators has been proven to close at order 3 (the quadratic algebra).
Abstract 2

The representation theory of this algebra gives important information about the energy eigenvalues and the spectra of the symmetries. In the 2D case we study possible realizations of the possible irreducible representations of the quadratic algebra by differential or difference operators in a single complex variable $t$ acting on Hilbert spaces of analytic functions. These models greatly simplify the study of the representations and are also of considerable interest in their own right. In particular the Wilson polynomials emerge naturally in their full generality.
We demonstrate that models of the classical superintegrable systems lead directly to models of the quantum systems, so that, for example, Wilson polynomials emerge directly from classical mechanics. The examples analyzed provide guidance concerning the models for higher dimensional superintegrable systems and may point the way towards a general structure theory for representations of quadratic algebras.
2nd order superintegrability (classical)

Classical superintegrable system on an $n$-dimensional local Riemannian manifold:

$$\mathcal{H} = \sum_{ij} g^{ij} p_i p_j + V(x).$$

Require that Hamiltonian admits $2n - 1$ functionally independent 2nd-order symmetries $S_k = \sum a^{ij}_{(k)}(x)p_i p_j + W_{(k)}(x)$, That is, $\{\mathcal{H}, S_k\} = 0$ where $\{f, g\} = \sum_{j=1}^{n} (\partial x_j f \partial p_j g - \partial p_j f \partial x_j g)$ is the Poisson bracket. Note that $2n - 1$ is the maximum possible number of functionally independent symmetries.
Generically, every trajectory $p(t), x(t)$, i.e., solution of the Hamilton equations of motion, is characterized (and parametrized) as a common intersection of the (constants of the motion) hypersurfaces

$$S_k(p, x) = c_k, \quad k = 0, \ldots, 2n - 2.$$  

The trajectories can be obtained without solving the equations of motion. This is better than integrability.
2nd order superintegrability (quantum)

Schrödinger operator

\[ H = \Delta + V(x) \]

where \( \Delta = \frac{1}{\sqrt{g}} \sum_{ij} \partial_{x_i} (\sqrt{g} g^{ij}) \partial_{x_j} \) is the Laplace-Beltrami operator on a Riemannian manifold, expressed in local coordinates \( x_j \) and \( S_1, \cdots, S_n \). Here there are \( 2n - 1 \) second-order symmetry operators

\[ S_k = \frac{1}{\sqrt{g}} \sum_{ij} \partial_{x_i} (\sqrt{g} a^{ij}_k) \partial_{x_j} + W(k), \quad k = 1, \cdots, 2n - 1 \]

with \( S_1 = H \) and \([H, S_k] \equiv HS_k - S_k H = 0\).
Why second order?

This is the most tractable case due to the association with separation of variables. Special function theory can be applied and is relevant for the same reason.
Integrability and superintegrability

1. An integrable system has \( n \) functionally independent constants of the motion in involution. A superintegrable system has \( 2n - 1 \) functionally independent constants of the motion. (Sometimes the definition of superintegrability also requires integrability. In this talk we prove it.)

2. Multiseparable systems yield many examples of superintegrability.

3. Superintegrable systems can be solved explicitly in multiple ways. It is the information gleaned from comparing the distinct solutions and expressing one solution set in terms of another that is a primary reason for their interest.
3D example:

The generalized anisotropic oscillator: Schrödinger equation $H\Psi = E\Psi$ or

$$H\Psi = -\frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \Psi + V(x, y, z)\Psi = E\Psi.$$

The 4-parameter “nondegenerate” potential

$$V(x, y, z) = \frac{\omega^2}{2} \left( x^2 + y^2 + 4z^2 + \rho z \right) + \frac{1}{2} \left[ \frac{\lambda_1}{x^2} + \frac{\lambda_2}{y^2} \right]$$
Separable coordinates

The corresponding Schrödinger equation has separable solutions in five coordinate systems: Cartesian coordinates, cylindrical polar coordinates, cylindrical elliptic coordinates, cylindrical parabolic coordinates and parabolic coordinates. The energy eigenstates for this equation are degenerate and important special function identities arise by expanding one basis of separable eigenfunctions in terms of another.
Basis for 2nd order symmetries

\[ M_1 = \partial_x^2 - \omega^2 x^2 + \frac{\lambda_1}{x^2}, \quad M_2 = \partial_y^2 - \omega^2 y^2 - \frac{\lambda_2}{y^2}, \]

\[ P = \partial_z^2 - 4\omega^2 (z + \rho)^2, \quad L = L_{12}^2 - \lambda_1 \frac{y^2}{x^2} - \lambda_2 \frac{x^2}{y^2} - \frac{1}{2}, \]

\[ S_1 = -\frac{1}{2} (\partial_x L_{13} + L_{13} \partial_x) + \rho \partial_x + (z + \rho) (\omega^2 x^2 - \lambda_1 x^2), \]

\[ S_2 = -\frac{1}{2} (\partial_y L_{23} + L_{23} \partial_y) + \rho \partial_y + (z + \rho) (\omega^2 y^2 - \lambda_2 y^2), \]

where \( L_{ij} = x_i \partial_x x_j - x_j \partial_x x_i \).
The nonzero commutators are

\[[M_1, L] = [L, M_2] = Q, \ [L, S_1] = [S_2, L] = B, \]

\[[M_i, S_i] = A_i, \ [P, S_i] = -A_i.\]

Nonzero commutators of the basis symmetries with \(Q\) (4th order symmetries) are expressible in terms of the second order symmetries, e.g.,

\[[M_i, Q] = [Q, M_2] = 4\{M_1, M_2\} + 16\omega^2 L,\]

\[[S_1, Q] = [Q, S_2] = 4\{M_1, M_2\},\]

\[[L, Q] = 4\{M_1, L\} - 4\{M_2, L\} - 16\lambda_1 M_1 + 16\lambda_2 M_2.\]
Level 6 closure

The squares of $Q$, $B$, $A_i$ and products such as \{Q, B\}, (all 6th order symmetries) are all expressible in terms of 2nd order symmetries, e.g.,

\[
Q^2 = \frac{8}{3} \{L, M_1, M_2\} + 8\omega^2 \{L, L\} + 16\lambda_1 M_1^2 + 16\lambda_2 M_2^2
\]

\[
+ \frac{64}{3} \{M_1, M_2\} - \frac{128}{3} \omega^2 L - 128\omega^2 \lambda_1 \lambda_2,
\]

\[
\{Q, B\} = -\frac{8}{3} \{M_2, L, S_1\} - \frac{8}{3} \{M_1, L, S_2\} - 16\lambda_1 \{M_2, S_2\}
\]

\[-16\lambda_2 \{M_1, S_1\} - \frac{64}{3} \{M_1, S_2\} - \frac{64}{3} \{M_2, S_1\}.
\]

Here \{C_1, \cdots, C_j\} is the completely symmetrized product of operators $C_1, \cdots, C_j$. 
1. The algebra generated by the second order symmetries is \textit{closed under commutation} in both the classical and operator cases. This is a remarkable, but typical of superintegrable systems with nondegenerate potentials.

2. Closure is at level 6, since we have to express the products of the 3rd order operators in terms of the basis of 2nd order operators.

3. The eigenfunctions of one separable system can be expanded in terms of the eigenfunctions of another, and this is the source of nontrivial special function expansion theorems.

4. The quadratic algebra identities allow us to relate eigenbases and eigenvalues of one symmetry operator to those of another.
1. The representation theory of the abstract quadratic algebra can be used to derive spectral properties of the generators \( S_j \), in a manner analogous to the use of Lie algebra representation theory to derive spectral properties of quantum systems that admit Lie symmetry algebras,

2. A common feature of quantum superintegrable systems is that after splitting off a gauge factor, the Schrödinger and symmetry operators are acting on a space of polynomials: MULTIVARIABLE ORTHOGONAL POLYNOMIALS.
1. Closely related to the theory of QUASI-EXACTLY SOLVABLE SYSTEMS (QES). In many 2D and 3D examples the one-dimensional ODEs are quasi-exactly solvable and the eigenvalues that give polynomial solutions are easily obtained from the PDE superintegrable systems. Generalizes results of Ushveridze. Leads to new examples.
Theorem 1  Let $\mathcal{H}$ be the Hamiltonian of a 2D superintegrable system with nondegenerate (i.e., 3 parameter) potential.

1. The space of second order symmetry operators is 3-dimensional.

2. The space of third order symmetry operators is 1-dimensional.

3. The space of fourth order symmetry operators is 6-dimensional and is spanned by symmetric quadratic polynomials in the second order symmetries.

4. The space of sixth order symmetry operators is 10-dimensional and is spanned by symmetric cubic polynomials in the second order symmetries.
Basic 2D structure results 2

1. Every 2D superintegrable system with 1 or 2-parameter potential is a restriction of a nondegenerate potential.

2. However, for some 1-parameter potentials the structure of the quadratic algebra changes if the system admits a Killing vector, i.e., a first order symmetry operator. We will call these degenerate 1-parameter potentials.
1. In the degenerate 1-parameter potential case there is a 1-dimensional space of first order symmetry operators and a 4-dimensional space of second order symmetry operators.

2. The commutator of a first order and a second order symmetry operator is always expressible as a linear combination of second order symmetry operators.

3. The commutator of two second order symmetry operators is always expressible in terms of symmetric products of a first order and a second order symmetry.

4. There is a nontrivial quadratic symmetric polynomial relating the second order symmetry operators.
1. Thus the quadratic algebra generated by the symmetry operators always closes, at order 6 for nondegenerate potentials and at order 4 for degenerate (1-parameter) potentials.

2. Every 2D superintegrable system is Stäckel equivalent to a superintegrable system on a constant curvature space, either flat space $E_2$ or the complex 2-sphere $S_2$.

3. All superintegrable systems on $E_2$ and $S_2$ have been classified. There are 19 systems on $E_2$, 8 of them degenerate, and 9 systems on $S_2$, 3 of them degenerate.

4. Some of these systems are Stäckel equivalent. The number of distinct equivalence classes for all 2D superintegrable systems on possible manifolds is 13, 7 nondegenerate and 6 degenerate.
1. The quadratic algebras of two Stäckel equivalent systems are related by a simple permutation of the parameters in the potential and the energies. Thus they have the same abstract representation theory.

2. We conclude that the representation theory of quadratic algebras for second order superintegrable systems in 2D reduces to 13 distinct cases, 7 nondegenerate and 6 degenerate.
The nondegenerate system $E_1$

1. The potential is

$$ V = \omega^2 (x^2 + y^2) + \frac{1/4 - a^2}{x^2} + \frac{1/4 - b^2}{y^2} $$

2. Symmetries: $L_1 = (x\partial_y - y\partial_x)^2 + W_1$ and $L_2 = \partial_x^2 + W_2$.

3. The structure equations are ($R = [L_1, L_2]$):

$$ [L_2, R] = -8L_2^2 + 8HL_2 - 16\alpha L_1 + 8\alpha, $$

$$ [L_1, R] = -8HL_1 + 8\{L_2, L_1\} - 8(1 + 2\beta)H + 16(1 + \beta + \gamma)L_2, $$

$$ R^2 = -\frac{8}{3}\{L_2, L_2, L_1\} + 8H\{L_2, L_1\} - 4(3 + 4a)H^2 - 16(a + b - \frac{11}{3})L_2 $$

$$ + 16(2a + \frac{11}{3})HL_2 + \frac{176}{3}\omega L_2 + 16\omega(3a + 3b + 4ab + \frac{2\omega}{3}) $$
A model for E1

1. Diagonalize $L_1$: $L_1 = 4i\omega t \partial_t + 2i\omega (1 - 2m - a)$

2. Find raising and lowering operators:

$$A = L_2 - \frac{R}{4i\omega} + \frac{L_1^2}{2\omega^2} - \frac{h}{2\omega^2} L_1 \frac{1}{2} = t \partial_t^2 + (1 + b) \partial_t$$

$$A^\dagger = L_2 + \frac{R}{4i\omega} + \frac{L_1^2}{2\omega^2} - \frac{h}{2\omega^2} L_1 \frac{1}{2} = 64 t^3 \partial_t^2$$

$$+ (192 - 64a - 128m) t^2 \partial_t + (62m^2 + (64a - 128)m + 64 - 64a) t$$

3. If $L_1$ and $L_2$ are formally self-adjoint, then $i\omega$ must be real and $A^\dagger$ will be mutually adjoint.
The quantization condition

1. Assume there is a highest weight vector $t^{m-1}$ for some positive integer $m$. Then $A^\dagger t^{m-1} = 0$.

2. This implies that the energy eigenvalue is given by $h = -2i\omega(2m + a + b)$

3. Imposing a finite dimensional representation we can require $A t^0 = 0$.

4. Then the eigenvalue equation $L_2 \psi_h = \lambda_k \psi_k$ has spectrum $\lambda_k = -3/2 - 2b - 2a - 4k - 2ba - 4bk - 4ak - 4k^2$ and the eigenfunctions are hypergeometric polynomials

$$\psi_k(t) = l_k (8t + 1)^{m-1-k} {}_2F_1 \left( \begin{array}{c} -k, -a - k \\ 1 + b \end{array} \right | -8t \right)$$

$k = 0, \ldots, m - 1$. 
The Hilbert space

1. This gives us the energy eigenvalues and the spectral decompositions for $L_1, L_2$ as well as the expansion of the $L_2$ eigenbasis in terms of the $L_1$ eigenbasis.

2. Assuming that $L_1, L_2$ are self-adjoint we can determine the orthonormal basis of $L_1$ eigenvectors $\phi_n(t) = c_n t^n$

where $c_n = \sqrt{\frac{(-m)_n(-m-a)_n}{n!(b)_n}}$

3. Reproducing kernel

$$\sum \phi_n(t)\phi_n(s) = 2F_1 \left( \begin{array}{c} -m, \quad -m - a \\ b \end{array} | t \bar{s} \right)$$

4. Similarly we can define explicit function space inner products to realize the various finite and infinite dimensional irreducible representations of the quadratic algebra.
A degenerate system on the 2-sphere: S3

1. 

\[ H = J_1^2 + J_2^2 + J_3^3 + \frac{\alpha}{s_3}, \quad s_1^2 + s_2^2 + s_3^2 = 1, \quad J_3 = s_1 \partial_{s_2} - s_2 \partial_{s_1} \]

plus cyclic permutations.

2. Symmetries

\[ L_1 = J_1^2 + \frac{\alpha s_2^2}{s_3^2}, \quad L_2 = \frac{1}{2} (J_1 J_2 + J_2 J_1) - \frac{\alpha s_1 s_2}{s_3^2}, \quad X = J_3. \]
S3 structure equations

1. 
\[
[L_1, X] = 2L_2, \quad [L_2, X] = -X^2 - 2L_1 + H - \alpha,
\]

2. 
\[
[L_1, L_2] = -\{L_1, X\} - (2\alpha - \frac{1}{2})X,
\]

3. 
\[
\frac{1}{6}\{L_1, X, X\} - HL_1 + L_2^2 + L_1^2 + (\alpha + \frac{11}{12}) + (\alpha - \frac{2}{3})L_1 - \frac{H}{6} = \frac{5\alpha}{6},
\]

where \(\{a, b, c\}\) is the 6 term symmetrizer equal to \(abc + acb + cba + cab + bca + bac\).
1. Variable mass Hamiltonians, used in semiconductor research, quantum dots, nuclei, and quantum liquids, “Effective mass”.

2. A general variable mass Hamiltonian in 2D:

\[ H = \partial_x \left( \frac{1}{M(x, y)} \right) \partial_x + \partial_y \left( \frac{1}{M(x, y)} \right) \partial_y + V(x, y) \]


\[ M(x, y) = -\frac{1}{\cosh^2 qx} \text{ and } V(x, y) = -q^2 \cosh^2 qx + \frac{q^2 k(k-1)}{\sinh^2 qx} \]

4. The metric must be \( ds^2 = q^2 \frac{dx^2 + dy^2}{\cosh^2 qx} \), constant curvature.
1. If we take the coordinates on the sphere to be

\[ s_1 = \frac{\sin qy}{\cosh qx}, \quad s_2 = \frac{\cos qy}{\cosh qx}, \quad s_3 = \tanh qx \]

and perform a gauge transformation we get exactly \( S^3 \).
The model 1

1. Diagonalize $X = i(2t \frac{d}{dt} - m)$

2. Write $h = -(-m + a - 1)^2 + \frac{1}{4}$. If $\mu = -m \quad m \in \mathbb{N}$, then our model is finite dimensional:

$$L_1 = (t^3 + 2t^2 + t) \frac{d^2}{dt^2} + ((2 - a - m)t^2 + 2(1 - m)t$$

$$+ a - m) \frac{d}{dt} + m(a - 1)t + a(m + 1) - m - \frac{1}{2},$$

$$L_2 = i (-t^3 + t) \frac{d^2}{dt^2} + i ((a + m - 2)t^2 + a - m) \frac{d}{dt} - im(a-1)t$$

3. If $m = -\mu$ for arbitrary complex $\mu$ then the model is infinite dimensional bounded below.

4. The finite dimensional representations gives us the quantization for the energy levels.
The model 2

1. We have raising and lowering operators

\[ A^\dagger = L_1 + iL_2 + \frac{1}{2}(X^2 - H + \alpha), \quad A = L_1 - iL_2 + \frac{1}{2}(X^2 - H + \alpha) \]

2. We can use these to find normalization coefficients for our eigenfunctions, \( \phi_n = k_n t^n \) \( n = 0, ..., m \) as well as a weight function and reproducing kernel.
1. We can also diagonalize $L_1\psi - \lambda \psi = 0$ using hypergeometric functions. If we are in the finite dimensional model, we have the requirement that our hypergeometric functions be polynomials of order $m$; this gives us a quantization condition

$$\lambda = -(n - a + \frac{1}{2})^2 + a^2 - \frac{1}{4}.$$ 

The eigenfunctions become, for $n = 0, \ldots, m$

$$\psi_n(t) = l_n(t+1)^n _2F_1 \begin{pmatrix} -m + n & 1 - a + n \\ -m + a & \end{pmatrix} \left| -t \right|$$

where $l_n$ is a normalization coefficient.
Classical models 1

1. We can also find models of the classical quadratic algebras in terms of functions of two canonically conjugate variables $c, \beta$. The analog of the one-variable quantum models.

2. The existence of such models follows easily from standard Hamilton-Jacobi theory for integrable systems.

3. Why bother? BECAUSE THE CLASSICAL MODELS TELL US THE FORMS OF THE POSSIBLE QUANTUM MODELS. Sometimes the possible quantum models will be in terms of differential operators, sometimes in terms of difference operators.
1. Classical $S^3$ constants of the motion

$$\mathcal{L}_1 = \mathcal{J}_1^2 + \alpha \frac{s_2^2}{s_3^2}, \quad \mathcal{L}_2 = \mathcal{J}_1 \mathcal{J}_2 - \alpha \frac{s_1 s_2}{s_3^2}, \quad \mathcal{X} = \mathcal{J}_3$$

2. Structure relations

$$\{\mathcal{X}, \mathcal{L}_1\} = -2 \mathcal{L}_2, \quad \{\mathcal{X}, \mathcal{L}_2\} = 2 \mathcal{L}_1 - \mathcal{H} + \mathcal{X}^2 + \alpha,$$

$$\{\mathcal{L}_1, \mathcal{L}_2\} = -2(\mathcal{L}_1 + \alpha) \mathcal{X}$$

3. Casimir relation

$$\mathcal{L}_1^2 + \mathcal{L}_2^2 - \mathcal{L}_1 \mathcal{H} + \mathcal{L}_1 \mathcal{X}^2 + \alpha \mathcal{X}^2 + \alpha \mathcal{L}_1 = 0.$$
Classical models 3

1. Require $X \equiv \chi_h = c$ and $\mathcal{H} = h$ in the structure equations.

2. Result is

$$I : \quad L_1 = \frac{1}{2}(E-c^2-\alpha)+\frac{1}{2}\sqrt{c^4 - 2c^2(E+\alpha) + (E-\alpha)^2 \sin 2\beta},$$

3. Factor the term under the square root and set

$$\phi = \arctan \left( \frac{\sqrt{-4\alpha}}{c^2 - (E+\alpha)^2} \right).$$
1. Now we let $2\beta \to 2\beta + \phi$ to obtain

$$L_1 = \frac{1}{2}(E-c^2-\alpha)+\frac{1}{2} ((c^2 - (E + \alpha)^2) \sin 2\beta + 2i\sqrt{\alpha} \cos 2\beta),$$

$$L_2 = \frac{1}{2} ((c^2 - (E + \alpha)^2) \cos 2\beta - 2i\sqrt{\alpha} \sin 2\beta), \quad X = c.$$
1. In this form we can see that the symmetries are polynomial in $c$ which suggest the substitution $\beta \rightarrow t, c \rightarrow -\partial_t$ leading to a quantum realization of $L_1, L_2$ by second order differential operators. This leads directly to the differential operator model of $S^3$ that we have already exhibited.

2. For a second model we require $L_1 \equiv (\mathcal{L}_1)_\hbar = c$ and proceed in a similar fashion. The result is

$$II : \quad L_1 = c, \quad L_2 = \sqrt{c(E - c - \alpha)} \sin(2\sqrt{c + \alpha \beta}),$$

$$X = \sqrt{\frac{c(E - c - \alpha)}{c + \alpha}} \cos(2\sqrt{c + \alpha \beta}).$$
1. This model cannot produce finite order differential operator realizations of the quantum quadratic algebra, due to the intertwining of square root dependence for $c$ and exponential dependence for $\beta$. However, it will produce a difference operator realization via Taylor’s theorem: $e^{\alpha \partial_t} f(t) = f(t + a)$. 
1. To show this explicitly we make a coordinate change such that \(2\sqrt{c + \alpha \partial_c} = \partial_c\) which suggests realizations of the quantum operators in the form

\[
L_1 f(t) = (t^2 - \alpha) f(t), \quad X f(t) = h(t) f(t + i) + m(t) f(t - i),
\]

\[
L_2 f(t) = -\frac{i}{2} (i + 2t) h(t) f(t + i) + \frac{i}{2} (-i + 2t) m(t) f(t - i).
\]

2. A straightforward computation shows that the quantum algebra structure equations are satisfied if and only if

\[
h(t) m(t + i) = \frac{1}{4} \frac{(\alpha - t^2 - it)(t^2 + it - E)}{t(t + i)}.
\]

We define \(T^\alpha f(t) = f(t + \alpha)\).
S3 difference model 1

1. Some manipulation yields the difference operator model

\[-iX = \frac{(1/2 - a - it)(\mu + a - 1/2 - it)}{2t} T^i \]

\[-\frac{(1/2 - a + it)(\mu + a - 1/2 + it)}{2t} T^{-i}, \]

\[L_2 = -i \frac{(1 - 2it)(1/2 - a - it)(\mu + a - 1/2 - it)}{4t} T^i \]

\[-i \frac{(1 + 2it)(1/2 - a + it)(\mu + a - 1/2 + it)}{4t} T^{-i}, \]

2. The basis functions are dual Hahn polynomials

\[f_n(t) = 3F_2 \left( \begin{array}{ccc} -n & \frac{1}{2} - a + it & \frac{1}{2} - a - it \\ \mu & 1 - a & \end{array} ; 1 \right). \]
1. The orthogonality and normalization are given by

\[
\frac{1}{2\pi} \int_0^\infty \left| \frac{\Gamma(1/2 - a + it)\Gamma(\mu + a - 1/2 + it)\Gamma(1/2 + it)}{\Gamma(2it)} \right|^2 \times
\]

\[s_n(t^2) s_{n'}(t^2) \, dt = \frac{\Gamma(n + \mu)\Gamma(n + 1 - a)\Gamma(n + \mu + a)n!}{(\mu)^2 n!(1 - a)^2 n!} \delta_{nn'},\]

where either 1) \( \mu > 1/2 - a > 0 \) or 2) \( \mu > 0 \) and \( a = ((1 - \mu)/2 + i\gamma \) is complex.

2. We can also use \( \mu \) a negative integer to find finite dimensional difference operators representations with basis vectors of (not continuous) dual Hahn polynomials with a discrete measure.
The generic system S9 1

1. Potential

\[ V = \frac{1}{4} - a^2 \frac{s_1^2}{s_1^2} + \frac{1}{4} - b^2 \frac{s_2^2}{s_2^2} + \frac{1}{4} - c^2 \frac{s_3^2}{s_3^2} \]

where \( s_1^2 + s_2^2 + s_3^2 = 1 \).

2. Hamiltonian

\[ H = J_1^2 + J_2^2 + J_3^2 + V(x, y) = H_0 + V \]

where \( J_3 = s_1 \partial_{s_2} - s_2 \partial_{s_1} \) and \( J_2, J_3 \) are obtained by cyclic permutation.

3. Symmetries (symmetric form) \( L_1, L_2, L_3 \) where

\[ L_1 = J_3^2 + W_1, \ L_2 = J_1^2 + W_2, \ L_3 = J_2^2 + W_3, \]

\[ H = L_1 + L_2 + L_3 + a_1 + a_2 + a_3. \]
The generic system S9 2

1. Structure equations

\[
[L_i, R] = 4\{L_i, L_k\} - 4\{L_i, L_j\} - (8 + 16a_j)L_j + (8 + 16a_k)L_k + 8(a_j - a_k),
\]

\[
R^2 = \frac{8}{3}\{L_1, L_2, L_3\} - (16a_1 + 12)L_1^2 - (16a_2 + 12)L_2^2 - (16a_3 + 12)L_3^2
+ \frac{52}{3}(\{L_1, L_2\} + \{L_2, L_3\} + \{L_3, L_1\}) + \frac{1}{3}(16 + 176a_1)L_1
+ \frac{1}{3}(16 + 176a_2)L_2 + \frac{1}{3}(16 + 176a_3)L_3 + \frac{32}{3}(a_1 + a_2 + a_3)
+ 48(a_1a_2 + a_2a_3 + a_3a_1) + 64a_1a_2a_3.
\]

Here \(i, j, k\) are chosen such that \(\epsilon_{ijk} = 1\) where \(\epsilon\) is the pure skew-symmetric tensor, and \(R = [L_1, L_2]\).

2. We substitute \(L_3 = H - L_1 - L_2 - a_1 - a_2 - a_3\) into these equations.
1. Assume the existence of a discrete set of eigenvectors $f_n$ for the symmetry operator $L_1$

2. Only possibility is $L_1 f_n = \lambda_n f_n$ where

\[
\lambda_n = -[2n + B]^2 + \mathcal{K}, \quad n = 0, 1, \ldots, m.
\]

\[
L_1 f_n = (\mathcal{K} - [2n + B]^2) f_n, \quad L_2 f_n = \sum_\ell C(\ell, n) f_\ell.
\]

3. Structure equations give

\[
H = -\frac{1}{4}(-4\mu + 2a + 2b + 2c + 5)(-4\mu + 2a + 2b + 2c + 3).
\]
and

\[
C(n, n) = \frac{1}{2} (2n + a + b + 2)(2n + a + b) \]

\[
- \frac{1}{2} \left[ (-2\mu + a + b + c + 2)^2 + a^2 - b^2 - c^2 - 1 \right]
\]

\[
+ \frac{1}{2} \left( a^2 - b^2 \right) \frac{(a + b - 2\mu + 2)(a + b + 2c - 2\mu + 2)}{(2n + a + b + 2)(2n + a + b)}
\]

\[
C(n, n + 1)C(n + 1, n) =
\]

\[
16(n + 1)(n + \mu)(n - c + \mu)(n + b + 1)(n + a + 1)(n + a + b + 1) \times
\]

\[
\frac{(n - \mu + a + b + 2)(n - \mu + a + b + c + 2)}{(2n + a + b + 3)(2n + a + b + 2)^2(2n + a + b + 1)}.
\]
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1. Here $\mu$ is an arbitrary complex parameter but if $\mu = -m, \quad m \in \mathbb{N}$ the representation becomes finite dimensional.

2. Only the coefficients $C(n, N)$ where $N = n, n \pm 1$ are nonzero.

3. Only the product $C(n, n + 1)C(n + 1, n)$ is determined, the individual factors can be modified via gauge transformation.
1. The action of $L_2$ on the $L_1$ basis yields the general three-term recurrence relation for the Wilson polynomials $p_n$:

$$p_n(t^2) \equiv p_n(t^2, \alpha, \beta, \gamma, \delta) = (\alpha + \beta)_n(\alpha + \gamma)_n(\alpha + \delta)_n \times 4F3 \left( \begin{array}{llll} -n, & \alpha + \beta + \gamma + \delta - n - 1, & \alpha - t, & \alpha + t \\ \alpha + \beta, & \alpha + \gamma, & \alpha + \delta \end{array} \right; 1)$$

with the identification $\alpha = -\frac{a+c+1}{2} + \mu$, $\beta = \frac{a+c+1}{2}$, $\gamma = \frac{a-c+1}{2}$, $\delta = \frac{a+c-1}{2} + b - \mu + 2$.

2. In the particular case that the representation is finite dimensional, we obtain instead the Racah polynomials.
1. The classical model with $\mathcal{H} = h$ and $c, \beta$ conjugate variables, gives $L_1 = c$ and

$$L_2 = \frac{1}{2}(a_1 + 2a_2 + E - c) - \frac{(a_2-a_3)(a_1+2a_2+2a_3+E)}{2(c+a_2+a_3)} + \frac{\sqrt{(4a_1a_2+4a_1a_3+2c(E+a_1+a_2+a_3)+4ca_1)-(E+a_1+a_2+a_3)^2-c^2)(4a_2a_3-c^2)}}{2(a_2+a_3+c)} \times \cos(4\beta \sqrt{a_2 + a_3 + c}),$$

which suggests a difference operator model.

2. We quantize so that $\beta = \partial_c$ and then take a change of coordinates so that $4\sqrt{a_2 + a_3 + c} \partial_c = \partial_t$ and obtain an ansatz difference model. Plugging this into the quantum algebra relations we recover exactly the recursion relations for the Wilson and Racah polynomials.
3D nondegenerate systems

1. $2n - 1 = 5$ but there are 6 linearly independent second order symmetries.

2. The quadratic algebra generated by the second order symmetries closes at order 6 again, but there are 4 independent commutators $R_1, \cdots, R_4$ and 10 relations expressing $R_i R_j$ as symmetric cubic polynomials in the 6 second order symmetries.

3. The 6 second order symmetries obey a quartic polynomial relation.

4. The quantum models will be in terms of 2 complex variables $t_1, t_2$. 
Example: Singular isotropic oscillator

\[ H = \partial_1^2 + \partial_2^2 + \partial_3^2 + a^2(x_1^2 + x_2^2 + x_3^2) + \frac{b_1}{x_1^2} + \frac{b_2}{x_2^2} + \frac{b_3}{x_3^2}, \quad \partial_i \equiv \partial_{x_i}. \]

Basis for 2nd order symmetries:

\[ M_i = \partial_i^2 + a^2x_i^2 + \frac{b_i}{x_i^2}, \quad i = 1, 2, 3, \quad L_1 = (x_2\partial_3 - x_3\partial_2)^2 + \frac{b_2x_3^2}{x_2^2} + \frac{b_3x_2^2}{x_3^2}, \]

\[ L_2 = (x_3\partial_1 - x_1\partial_3)^2 + \frac{b_3x_1^2}{x_3^2} + \frac{b_1x_3^2}{x_1^2}, \quad L_3 = (x_1\partial_2 - x_2\partial_1)^2 + \frac{b_1x_2^2}{x_1^2} + \frac{b_2x_1^2}{x_2^2}. \]

Here

\[ H = M_1 + M_2 + M_3. \]
\[ L_1^2 M_1^2 + L_2^2 M_2^2 + L_3^2 M_3^2 - \frac{1}{12} \{ L_1, L_2, M_1, M_2 \} - \frac{1}{12} \{ L_1, L_3, M_1, M_3 \} \]

\[ - \frac{1}{12} \{ L_2, L_3, M_2, M_3 \} - \frac{7}{3} L_1 M_1^2 - \frac{7}{3} L_2 M_2^2 - \frac{7}{3} L_3 M_3^2 + \frac{2}{3} a \{ L_1, L_2, L_3 \} \]

\[ - \frac{1}{18} \{ L_1, M_1, M_2 \} - \frac{1}{18} \{ L_1, M_1, M_3 \} - \frac{1}{18} \{ L_2, M_1, M_2 \} \]

\[ - \frac{1}{18} \{ L_2, M_2, M_3 \} - \frac{1}{18} \{ L_3, M_1, M_3 \} - \frac{1}{18} \{ L_3, M_2, M_3 \} \]

\[ + \frac{1}{6} (4b_1 + 3) \{ L_1, M_2, M_3 \} + \frac{1}{6} (4b_2 + 3) \{ L_2, M_1, M_3 \} + \]

\[ \frac{1}{6} (4b_3 + 3) \{ L_3, M_1, M_2 \} - a^2 (4b_1 + 3) L_1^2 - a^2 (4b_2 + 3) L_2^2 \]

\[ - a^2 (4b_3 + 3) L_3^2 + \frac{a^2}{3} \{ L_1, L_2 \} + \{ L_1, L_3 \} \]
\[
+\{L_2, L_3\}) - (4b_2b_3 + 3b_2 + 3b_3 + \frac{4}{3})M_1^2 - (4b_1b_3 + 3b_1 + 3b_3 + \frac{4}{3})M_2^2 \\
- (4b_1b_2 + 3b_1 + 3b_2 + \frac{4}{3})M_3^2 + \frac{2}{3}(b_3 + 2)M_1M_2 \\
+ \frac{2}{3}(b_2 + 2)M_1M_3 + \frac{2}{3}(b_1 + 2)M_2M_3 + \frac{4}{3}a^2(7b_1 + 4)L_1 + \\
\frac{4}{3}a^2(7b_2 + 4)L_2 + \frac{4}{3}a^2(7b_3 + 4)L_3 \\
+ \frac{4}{3}a^2(12b_1b_2b_3 + 9b_1b_2 + 9b_1b_3 + 9b_2b_3 + 4b_1 + 4b_2 + 4b_3) = 0.
\]

Here, \(\{A, B, C, D\}\) is the 24 term symmetrizer of 4 operators.
Three 2-variable models in variables $t_1, t_2$

1. $M_1, M_3$ basis: Differential operator - differential operator model. Eigenfunctions are powers of $t_i$.

2. $L_3, M_3$ basis: Differential operator - difference operator model. Eigenfunctions are powers of $t_1$ and conjugate dual Hahn polynomials in $t_2$.

3. $L_3, L_1 + L_2 + L_3$ basis: Difference operator - difference operator model. Eigenfunctions are a restricted class of Wilson polynomials.
Outlook

1. It appears that the 3D nondegenerate case will lead to general 2-variable Wilson polynomials and their special cases. The theory is much more complicated but the quadratic algebra structure is very restricted.

2. Since Wilson polynomials extend naturally to Askey-Wilson polynomials, this suggests the possibility of a $q$-theory of superintegrability.

3. The general definition and representation theory for quadratic algebras of all orders is an important future project.