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Abstract

A particularly elementary class of strategy profiles, simple strategy profiles, is shown to suffice to obtain all subgame perfect equilibrium outcome paths of infinitely repeated games with discounting. Essential to the argument are the related notions of an optimal penal code and a simple penal code. The key result is that there exists a simple penal code which is an optimal penal code.
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1 This paper is based on [1], which was also incorporated into my thesis. I wish to thank my supervisors, Hugo Sonnenschein and Bobby Willig for much help and advice. Assistance and comments from Bob Anderson, Jacques Crémer, Andreu Mas-Colell and Ennio Stacchetti proved very valuable. I enjoyed discussing this research with, and benefitted greatly from the suggestions of, among others, Ed Green, Vijay Krishna, Eric Maskin, Roger Myerson and Ariel Rubinstein. Financial support from Princeton University, the Sloan Foundation and the IMA, University of Minnesota is gratefully acknowledged. Finally I wish to record a special debt to my colleague David Pearce for his substantial help and encouragement at all stages of this research. Of course, errors remain my own.
1. Introduction

This paper analyzes infinitely repeated games with discounting and in particular, the structure of the pure strategy subgame perfect equilibria (see Selten [7, 8]) of such games. Progress in understanding these equilibria has been impeded by the fact that in principle they may be extremely complex. My results provide a major dimensional simplification; they show that all (subgame) perfect equilibrium outcome paths are supportable using simple strategy profiles. Such strategy profiles have a very elementary structure. Moreover, they are extremely tractable; it may be easily checked whether or not they are perfect.

The central concept of this paper is the notion of an optimal penal code. Let \( n \) be the number of players. An optimal penal code (OPC) is an \( n \)-vector of perfect strategy profiles, the \( i \)th strategy profile of which yields the \( i \)th player at least as low a payoff as does any other perfect equilibrium. OPC's are important because they lead to a characterization of the set of perfect equilibrium outcome paths; their existence is critical to the main results of this paper.

The theory developed here builds on the seminal work of Aumann and Shapley [2] and Rubinstein [6] on infinitely repeated games without discounting. In particular, it borrows from their work the fundamental idea of punishing a player for not participating in the punishment of another player. In other respects, however, their techniques do not extend; these depend in an essential way upon the possibility of trading future losses one-for-one against present gains. With the introduction of discounting, intertemporal trade-offs are more subtle, and detailed shapes of punishments become important. While discounted repeated games are delicate in this respect, realism demands that they be investigated. Indeed, in
most economic applications, the assumption of a zero interest rate is inappropriate; we are typically concerned with situations in which the future is less important than the present.

Much of the analysis of this paper is couched in terms of outcome paths or punishments. An outcome path (or punishment) is an infinite stream of one-period action profiles. A strategy profile may be viewed as a rule specifying (or prescribing) an initial outcome path and punishments for any deviation from the initial outcome path, or from a previously prescribed punishment. The remarks to follow are to be understood in this context.

The assumption that payoffs are discounted is an essential element of the proof that an OPC exists. Without discounting, existence is not assured; a player may be minimaxed (i.e., forced down to his one-period individually rational payoff) for T periods for any finite T, but possibly not forever. This nonexistence is related to the fact that the Aumann-Shapley-Rubinstein strategies involve punishments which are history-dependent and whose severity depends on the pattern of previous deviations.

I show that with discounting, attention may be restricted to strategies which are history-independent, apart from the identity of the last deviant: any deviation by player i is responded to by the imposition of the same punishment or outcome path Q^i. Thus in designing OPC's we may restrict attention to simple penal codes. Such penal codes are completely defined by an n-vector of punishments (Q^1, ..., Q^n); Q^i is imposed if player i deviates from any previously prescribed punishment Q^j, j = 1, ..., n. The main result of this paper is that there
exists a simple penal code (SPC) which is globally optimal (i.e., optimal among the class of all perfect penal codes, simple or otherwise).

This result makes it unnecessary to contemplate complex hierarchies of punishments; in no sense is there any need to "make the punishment fit the crime." In general, optimality might demand that a deviant "cooperate" in his own punishment (i.e., not play a single-period best response when he is being punished). The theorem on SPC's implies that he may be persuaded to do so simply by threatening to restart the punishment already in effect. This appears paradoxical. The appropriate resolution is that in such situations, the early stages of an optimal punishment must be more unpleasant than the remainder.

My results do not apply to mixed strategy equilibria. They depend on deviations being detected with certainty, and since randomizing devices cannot sensibly be regarded as being observable, do not apply to the mixed strategy case. ¹ This last remark should make clear that mixed strategies lead to a significant change in the nature of the model and this presents a very attractive area for further research. I hope to return to this question in the future. It should be understood in what follows that equilibria being referred to are pure strategy equilibria.

Earlier work on repeated games with discounting (see, for instance, the classic paper by Friedman [4]) has concentrated on paths supportable by Cournot-Nash punishments, i.e., players revert to single-period Cournot-Nash equilibrium behavior forever if a deviation occurs. Cournot-Nash reversion, while subgame

¹ I would like to thank Bob Anderson for first bringing up the issue of mixed strategies and pointing out that these might lead to more severe punishments.
perfect, is not in general optimal, and will therefore only suffice to support a limited range of perfect equilibrium behavior. The theory developed here is relevant only when one is attempting to design perfect penal codes more severe than Cournot-Nash reversion. Such an exercise is critical for any study of extremal equilibria. Examples of the latter include maximal collusion in a repeated oligopolistic game or efficient contracts in repeated principal-agent problems.

I now proceed to the formal analysis. Section 2 provides notation and definitions, Section 3 establishes the properties of simple strategy profiles and Section 4 proves the main theorems. Section 5 reports on an application of the theory developed here to repeated oligopolistic games, and Section 6 concludes.

2. Notation and Definitions

The notation and definitions presented below are adapted from Rubinstein [6].

D1 $G = \left( \{ S_i \}_{i=1}^{n}; \{ \pi_i \}_{i=1}^{n} \right)$ denotes a one-shot simultaneous game.

$N = \{ 1, \ldots, n \}$ is the set of players. $S_i$ is a pure strategy set for player $i$; $\pi_i : S \rightarrow \mathbb{R}$ is his payoff function. $S_i$ is assumed to contain at least two elements. Elements of $S_i$ are denoted $q_i$ and are referred to as actions.

$S = S_1 \times S_2 \times \ldots \times S_n$, $q = (q_1, q_2, \ldots, q_n)$ and $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$. Note that whenever player-subscripted symbols are used, the corresponding un-subscripted symbol refers to a Cartesian product or a vector, depending on the context. Remark: $G$ is assumed to be simultaneous in order to abstract from problems of perfection in the one-shot game.
\( G^\infty(\delta) \) denotes the supergame with discounting obtained by repeating \( G \) infinitely often, and evaluating payoffs in terms of the discount factor \( \delta \in (0, 1) \).

\( \sigma_i \) denotes a pure strategy for player \( i \). It is a sequence of functions \( \sigma_i(1), \sigma_i(2), \ldots, \sigma_i(t), \ldots \), one for each period \( t \); The function for period \( t \) determines player \( i \)'s action at \( t \) as a function of the actions of all players in all previous periods. Formally, \( \sigma_i(1) \in S_i \) and for \( t = 2, 3, \ldots, \)

\( \sigma_i(t) : S^{t-1}_i \rightarrow S_i. \quad \Sigma_i \) denotes player \( i \)'s strategy set. \( \Sigma \equiv \Sigma_1 \times \Sigma_2 \times \ldots \times \Sigma_n \) is the set of strategy profiles.

A stream of action profiles \( \{ q(t) \}_{t=1}^{\infty} \) is referred to as an outcome path or punishment and is denoted by \( Q \). \( \Omega = S^\infty \) is the set of outcome paths. Any strategy profile \( \sigma \in \Sigma \) generates an outcome path denoted \( Q(\sigma) = \{ q(\sigma)(t) \}_{t=1}^{\infty} \), and defined inductively below:

\[
q(\sigma)(1) = \sigma(1)
\]

\[
q(\sigma)(t) = \sigma(t)(q(\sigma)(1), \ldots, q(\sigma)(t-1)).
\]

\( V_i : \Omega \rightarrow \mathbb{R} \) defines the \( i \)th player's payoff from an outcome path \( Q = \{ q(t) \}_{t=1}^{\infty} \in \Omega. \)

\[
V_i(Q) = \sum_{t=1}^{\infty} \delta^t \pi_i(q(t)). \quad \tilde{V}_i : \Sigma \rightarrow \mathbb{R} \) is the \( i \)th player's payoff function.

\[
\tilde{V}_i(\sigma) = V_i(Q(\sigma)). \quad \text{Note that I am discounting to the beginning of period 1, and that I assume that period \( t \) payoffs are received at the end of period \( t \). I also assume that all players have the same discount factor; this assumption is made for notational convenience and plays no role in the analysis.}
\]

\( \sigma \in \Sigma \) is a Nash equilibrium if for all \( i \), \( \tilde{V}_i(\sigma) \geq \tilde{V}_i(\sigma', \sigma_{-i}) \) for all \( \sigma' \in \Sigma_i \),

where \( \sigma \equiv (\sigma_i, \sigma_{-i}) \).

Note that "-\( i \)" is used consistently to denote a profile with a missing \( i \)th element.
Subgame Perfect Equilibrium. A t-period action profile $(q(1),\ldots,q(t)) \in S^t$ is denoted $H(t)$ and is called a t-period history. For any $\sigma \in \Sigma$, $t = 1,2,\ldots$ and any history $H(t) = (q(1),\ldots,q(t)) \in S^t$, $\sigma|_{H(t)} \in \Sigma$ denotes the strategy profile induced by $\sigma$ after the history $H(t)$.

$\sigma|_{H(t)} = \sigma|_{H(t)}^{(1)},\ldots,\sigma|_{H(t)}^{(r)},\ldots$ is defined as follows:

$$(\sigma|_{H(t)}^{(r)})(q'(1),\ldots,q'(r-1)) = \sigma^{(t+r)}(q(1),\ldots,q(t),q'(1),\ldots,q'(r-1)),$$

all $q'(1),\ldots,q'(r-1) \in S^{r-1}$ and $r = 1,2,\ldots$

$\sigma \in \Sigma$ is a subgame perfect equilibrium iff $\sigma$ is a Nash equilibrium and for all $t = 1,2,\ldots$ and all histories $H(t) \in S^t$, $\sigma|_{H(t)}$ is a Nash equilibrium.

(Subgame) perfect equilibrium will henceforth be referred to as perfect equilibrium.

The following abbreviations are also used: N.E. = Nash equilibrium, P.E. = perfect equilibrium, SSP = simple strategy profile, OPC = optimal penal code, and SPC = simple penal code.

3. Simple Strategy Profiles

This section analyzes a particularly simple class of strategy profiles, i.e., simple strategy profiles. Before defining these I provide a brief account of the relationship among strategy profiles, deviations and outcome paths.

Recall that a strategy profile $\sigma$ is a sequence of functions $\sigma(1),\ldots,\sigma(t),\ldots$, where $\sigma(t) : S^{t-1} \rightarrow S$. $\sigma(t)$ maps from $(t-1)$-period histories to an action profile for period $t$. An outcome path $Q = \{q(t)\}_t^{\infty}$, on the other hand, is a sequence of action profiles. With a minimum of formality, I discuss here how strategy profiles may be described in terms of outcome paths and deviations from
previously specified outcome paths. In general this might be unnecessarily cum-
bersome; for simple strategy profiles (SSP's), however, this is the most natural
way to proceed.

Implicit in any strategy profile is a notion of initial and subsequent
deviations from behavior specified by \( \sigma \). In the absence of deviations, conformity
with \( \sigma \) results in the infinite sequence of action profiles given by the outcome path
\( Q(\sigma) \). Any particular deviation (different players might deviate, at distinct times
and to varying extents) from \( Q(\sigma) \) leads into a particular subgame; \( \sigma \) induces a
strategy profile, and therefore an outcome path on this subgame. A subsequent
deviation from this secondary outcome path is possible; this leads to another sub-
game, another induced strategy profile and another outcome path which becomes
the new standard with respect to which conformity with \( \sigma \) is determined. And so
on, for higher order deviations.

Thus a strategy profile may be thought of as a rule specifying:

1. an initial outcome path \( Q^0 = Q(\sigma) \in \Omega \);
2. an outcome path \( Q^r \in \Omega \) after any particular deviation from
   an ongoing outcome path \( Q^{r-1} \in \Omega \).

In the above definition, \( r \) refers to deviations and not players. A
noninitial outcome path may be thought of as a "punishment." It is imposed for
deviating from an ongoing outcome path. The latter may be the initial path or it-
self a punishment.

Observe that \( Q^r \) may depend not only on \( Q^{r-1} \) and the particular
deviation from it, but more generally on the entire history of previously prescribed
outcome paths or punishments and deviations from them. Indeed, the punishments
which the Aumann-Shapley-Rubinstein strategies employ are history-dependent in a nontrivial way. Punishments are tailored to "fit the crime," and the argument that such strategies are perfect depends in an essential way on this construction.

To summarize, an arbitrary strategy profile may involve in its specification an infinity of punishments and a complicated rule prescribing which punishment is imposed for any particular deviation from the initial path or an ongoing punishment.

An SSP, on the other hand, is completely defined by an \((n+1)\)-vector of outcome paths \((Q^0, Q^1, \ldots, Q^n)\) and a very simple rule. \(Q^0\) is the initial path. \(Q^i\), \(i \in N\) is a player-specific punishment. Any deviation by player \(i\) alone from any ongoing prescribed path (the initial path or one of the \(n\) punishments) is responded to by imposing \(Q^i\). Simultaneous deviations are ignored.  

\(\text{D5} \quad \text{Let } Q^i \in \Omega, \ i = 0, 1, \ldots, n. \quad \text{The simple strategy profile } \sigma(Q^0, Q^1, \ldots, Q^n) \quad \text{specifies:} \)

1. play \(Q^0\) until some player deviates singly from \(Q^0\);
2. for any \(j \in N\), play \(Q^j\) if the \(j^{th}\) player deviates singly from \(Q^i\), \(i = 0, 1, \ldots, n\), where \(Q^i\) is an ongoing previously specified path; continue with \(Q^i\) if no deviations occur or if two or more players deviate simultaneously.

Note for later use that \(\bar{V}(\sigma(Q^0, Q^1, \ldots, Q^n)) = V(Q^0)\).

Since the equilibrium notions employed in this paper are noncooperative, it is sufficient to restrict attention to the deterrence of uncoordinated (among players) deviations; punishments designed for groups of simultaneously defecting players are irrelevant.
The reader who finds D5 to his taste may wish to skip the more formal definition D5*.

\[ D5^* \]

Let \( Q^i = \{q^i(t)\}_{t=1}^{\infty} \in \Omega \), \( i = 0, 1, \ldots, n \). The simple strategy profile \( \sigma(Q^0, Q^1, \ldots, Q^n) \) is defined below.

For notational convenience let \( \sigma \equiv \sigma(Q^0, Q^1, \ldots, Q^n) \); \( \mathbb{Z}_+ \) denotes the positive integers.

\[ \sigma(1) = q^0(1). \]

Let \( \alpha(1) = 0 \) and \( \beta(1) = 1 \). For \( t = 2, 3, \ldots \), \( \sigma(t) : S^{t-1} \to S \) is defined in terms of functions \( \alpha(t) : S^{t-1} \to \{0, 1, \ldots, n\}_t \), \( \beta(t) : S^{t-1} \to \mathbb{Z}_+ \) and a correspondence \( \gamma(t) : S^{t-1} \to \mathbb{N} \). Let \( H(t-1) = (q(1), \ldots, q(t-1)) \in S^{t-1} \). \( \sigma(t) \), \( \alpha(t) \), \( \beta(t) \) and \( \gamma(t) \) are specified inductively as follows:

\[ \gamma(t)(H(t-1)) = \{j: q_j(t-1) \neq \sigma_j(t-1)(q(1), \ldots, q(t-2))\} \]

\[ \alpha(t)(H(t-1)) = \begin{cases} \gamma(t)(H(t-1)) & \text{if } \gamma(t)(H(t-1)) \text{ is a singleton} \\ \alpha(t-1)(q(1), \ldots, q(t-2)) & \text{otherwise} \end{cases} \]

\[ \beta(t)(H(t-1)) = \begin{cases} 1 & \text{if } \gamma(t)(H(t-1)) \text{ is a singleton} \\ \beta(t-1)(q(1), \ldots, q(t-2)) + 1 & \text{otherwise}. \end{cases} \]

\[ \sigma(t)(H(t-1)) = q^{\alpha(t)(H(t-1))}(\beta(t)(H(t-1))) \]

Given our interest in perfect equilibria, the "simplicity" of a strategy profile must be judged in terms of how easy it is to verify whether it is perfect. Perfection is in general a difficult criterion to apply because

(i) we need to check that the strategy profiles induced by all histories are Nash equilibria;
(ii) it is a nontrivial exercise to determine whether any given strategy profile is an N.E. In particular, for any player, both one-shot deviations and all conceivable patterns of successive deviations must not yield a higher payoff. Recall that a one-shot deviation from $\sigma \in \Sigma$ involves an initial deviation from $Q(\sigma)$, followed by conformity with $\sigma$ thereafter. While a one-shot deviation might not be lucrative, it is possible that a more complicated, possibly infinite sequence of deviations could be.

In terms of the perfection criterion, SSP's are very simple indeed. We need consider only $(n+1)$ induced strategy profiles. Furthermore, each of these may be verified to be an N.E. by checking one-shot deviations alone. This is the content of Theorems 1 and 3 below. They together establish that the SSP $\sigma(Q_0, Q_1, \ldots, Q_n)$ is perfect iff no one-shot deviation by any player $j \in N$ from $Q^i$, $i = 0, 1, \ldots, n$ yields him a higher payoff, given that he and all other players will conform with $Q^j$ after the deviation.

The proofs of these results are elementary, but notationally burdensome. The reader might well find the following verbal argument compelling. Consider $\sigma(Q_0, Q_1, \ldots, Q_n)$ and suppose that no one-shot deviations by any player from any of the $(n+1)$ paths is lucrative. The way SSP's are constructed, any deviation by player $j \in N$ results in $Q^j$ being imposed. Suppose that $Q^j$ has just been imposed. Since $Q^j$ is restarted after any deviation by $j$ and since one-shot deviations do not yield a higher payoff, no finite sequence of deviations by $j$ from $Q^j$ will be lucrative. However, given discounting, if an infinite sequence of deviations is lucrative, then a large enough finite sequence will also be. Thus, under our hypothesis,
player \ j \ cannot \ do \ better \ than \ conform \ with \ Q^i_j \ once \ it \ is \ imposed. \ But \ now \ it \ is
clear \ that \ player \ j \ will \ conform \ with \ Q^i_j, \ i = 0, 1, \ldots, n, \ since \ a \ deviation \ from
Q^i_j \ results \ in \ Q^i_j \ being \ imposed, \ from \ which, \ we \ have \ just \ argued, \ no \ further \ devi-
ation \ is \ profitable. \ Finally \ note \ that \ the \ induced \ strategy \ profile \ after \ any \ history
is \ an \ SSP \ \sigma(Q^i_1, Q^i_2, \ldots, Q^n_i), \ where \ Q^i_j \ is \ a \ truncation \ of \ one \ of \ the \ (n+1) \ paths
Q^i_j. \ (By \ a \ truncation \ \hat{Q}^i_j, \ I \ mean \ a \ path \ \{q^i_j(t+s)\}_{t=1}^\infty \ for \ some \ s = 0, 1, 2, \ldots \).
Clearly \ if \ deviations \ from \ an \ entire \ path \ are \ not \ lucrative, \ deviations \ from \ any
truncation \ of \ it \ cannot \ be.

If the reader finds the prospect of struggling with the paragraph above
more \ inviting \ than \ the \ notation \ below, \ he \ should \ subsequently \ absorb \ D7, \ D8 \ and
the \ statement \ of \ Theorem \ 4, \ and \ then \ proceed \ to \ the \ next \ section.

**Theorem 1.** \ Let \ $Q^i_i \in \Omega, \ i = 0, 1, \ldots, n$. \ $\sigma(Q^0_i, Q^1_i, \ldots, Q^n_i)$ \ is \ a \ P.E. \ iff \ for \ all
$i = 0, 1, \ldots, n, \ \sigma(Q^i_1, Q^i_2, \ldots, Q^n_i)$ \ is \ an \ N.E.

**Proof.**

"if"

For \ any \ $\tau \in \Sigma$, \ let $h(\tau, s) = q(\tau)(1), \ldots, q(\tau)(s), \ s = 1, 2, \ldots$. \ Adopt \ the
convention $\tau|_{h(\tau, 0)} = \tau$. \ Observe \ that \ if \ $\tau$ \ is \ an \ N.E. \ then $\tau|_{h(\tau, s)}$ \ is \ an \ N.E.
$s = 0, 1, 2, \ldots$, i.e., \ an \ N.E. \ strategy \ profile \ induces \ an \ N.E. \ profile \ on \ all \ sub-
games \ which \ lie \ along \ the \ equilibrium \ path. \ For \ notational \ convenience \ denote
$\sigma(Q^i_1, Q^i_2, \ldots, Q^n_i)$ \ by $\sigma_i$. \ It \ follows \ from \ the \ definition \ of $\sigma^0_i$ \ that \ for \ any \ history
$H(t) \in S^t$,

$$\sigma^0_i|_{H(t)} = \sigma^i_i|_{h(\sigma^i_i, s)}$$

for \ some \ $i = 0, 1, \ldots, n$ \ and \ some \ $s = 0, 1, 2, \ldots$.
"only if"

For \( i \in \mathbb{N} \), consider \( q^*_i \in S_i \) such that \( q^*_i \neq q^0_i(1) \). Let \( q^* = (q^*_i, q^0_{-i}(1)) \).

Finally, observe that \( \sigma^0 |_{q^*_i} = \sigma^1 \).

Q. E. D.

The next three definitions provide a convenient notation for strategies which involve (at most) one-shot deviations from \( \sigma \in \Sigma \), and for the histories and payoffs such strategies yield.

\[ D_6 \]

\( \sigma^*_j(\sigma_j, q^*_j, t) \)

Let \( \sigma_j \in \Sigma_j \), \( q^*_j \in S_j \). \( \sigma^*_j(\sigma_j, q^*_j, t) \in \Sigma_j \) is defined as follows:

\[ \sigma^*_j(\sigma_j, q^*_j, t)(s) = \sigma_j(s) \quad \text{all } s \neq t \]

\[ \sigma^*_j(\sigma_j, q^*_j, t)(t)(H(t-1)) = q^*_j \quad \text{all } H(t-1) \in S^{t-1} \]

\( \sigma^*_j(\sigma_j, q^*_j, t) \) is identical to \( \sigma_j \) in all periods except possibly in period \( t \); in period \( t \) it requires player \( j \) to play \( q^*_j \) after all \( (t-1) \) period histories.

\[ D_7 \]

\( u_j(Q, q^*_j, t) \)

Let \( Q = \{ q(t) \}_{t=1}^{\infty} \in \Omega \) and \( q^*_j \in S_j \).

\[ u_j(Q, q^*_j, t) = \sum_{s=1}^{t-1} \delta^s \pi_j(q(s)) + \delta^t \pi_j(q^*_j, q_{-j}(t)) \]

I adopt the convention \( u_j(Q, q^*_j, \infty) = V_j(Q) \).

\[ D_8 \]

\( H(\sigma, q^*_j, t) \)

Let \( \sigma \in \Sigma \), \( q^*_j \in S_j \) and \( q^* = (q^*_j, q_{-j}(\sigma)(t)) \).

\[ H(\sigma, q^*_j, t) = (q(\sigma)(1), \ldots, q(\sigma)(t-1), q^*_j) \). \]
Let \( \sigma = (\sigma_j, \sigma_{-j}) \in \Sigma \). Observe that
\[
\tilde{V}_j(\sigma_j^*, \sigma_{-j}^*, t, \sigma_j) = u_j(Q(\sigma), q_j^*, t) + \delta^t \tilde{V}_j(\sigma | H(\sigma, q_j^*, t))
\]

This expression yields player \( j \)'s payoff from using a strategy which requires him to make (at most) a one-shot deviation from \( \sigma \), by playing \( q_j^* \) in period \( t \).

Lemma 2. Suppose \( \sigma \) is an N.E. Then
\[
u_j(Q(\sigma), q_j^*, t) + \delta^t \tilde{V}_j(\sigma | H(\sigma, q_j^*, t)) \leq \tilde{V}_j(\sigma)
\]

for all \( q_j^* \in S_j, j \in N, t = 1, 2, \ldots \).

Proof. Consider \( \sigma_j^*(\sigma_j, q_j^*, t) \).

Q. E. D.

Theorem 3. For all \( i = 0, 1, \ldots, n \), \( \sigma(Q^0, Q^1, \ldots, Q^n) \) is an N.E. iff
\[
u_j(Q^i, q_j^*, t) + \delta^t V_j(Q^i) \leq V_j(Q^i)
\]

for all \( q_j^* \in S_j - \{q_j^i(t)\}, j \in N, i = 0, 1, \ldots, n, t = 1, 2, \ldots \).

Proof. For notational convenience let \( \sigma^i = \sigma(Q^0, Q^1, \ldots, Q^n) \). Since for \( q_j^* \neq q_j^i(t) \),
\[
\sigma_j^i | H(\sigma^i, q_j^*, t) = \sigma_j^i, \text{ by Lemma 2, the inequalities (1) are necessary.}
\]

To obtain sufficiency, consider \( \sigma^i \) and any \( \sigma_j^* \in \Sigma_j \). Let
\[
\{q_j^*(t)\}_1^\infty = Q(\sigma^*, \sigma_{-j}^i). \text{ } \sigma_j^* \text{ leads to a sequence (possibly empty, possibly infinite)}
\]

of deviations from the behavior specified by \( \sigma^i \). I now define \( T(r) \), where \( T(r) \) is the period in which the \( r \)th deviation occurs. Let \( H^*(t) = q_j^*(1), \ldots, q_j^*(t) \) and consider the functions \( \beta(t) \) as specified in D8*. Define \( A = \{ t \geq 1 : \beta(t+1)(H^*(t)) = 1 \} \).

Let \( R = |A| \) be the number of deviations. If \( A \neq \emptyset \), \( T(1) = \min A \).

Set \( T(R+1) = \infty \). Finally, for \( r = 2, 3, \ldots, R, T(r) = \min \{ t \geq T(r-1) : t \in A_j \} \).
Let \( t(1) = T(1) \) and \( t(r) = T(r) - T(r - 1) \), \( r = 2, 3, \ldots, R+1 \). It may now be checked that:

\[
\tilde{\nu}_j(\sigma^*_j, \sigma^-_j) = u_j(Q^i, q^*_j(T(1)), t(1)) + \sum_{r=1}^{R} \delta^T(r) u_j(Q^i, q^*_j(T(r+1)), t(r+1))
\]

where \( q^*_j(T(1)) \neq q^i_j(t(1)) \), \( q^*_j(T(r)) \neq q^i_j(t(r)) \), \( r = 2, 3, \ldots \)

and \( Q^i \equiv \{ q^i_j(t) \}_{j=1}^{\infty} \).

Finally, use the inequalities (1) to obtain \( \tilde{\nu}_j(\sigma^*_j, \sigma^-_j) \leq V_j(Q^i) = \tilde{\nu}_j(\sigma^i) \). Hence \( \sigma^i \) is an N.E.

Q.E.D.

Theorems 1 and 3 immediately imply:

**Theorem 4.** \( \sigma(Q^0, Q^1, \ldots, Q^N) \) is a P.E. iff the inequalities (1) are satisfied.

4. Optimal Penal Codes

In this section I define an **optimal penal code**, and establish my main result: there exists a **simple penal code** which is an **optimal penal code**. Thus optimal penal codes are shown to exist and are also characterized. An important implication of this theorem is that a path \( Q^0 \) is the outcome of a P.E. iff it is the outcome of some perfect SSP. Hence the P.E. paths of \( G^\infty(\delta) \) may be completely analyzed in terms of simple profiles.
**D9** \( \Sigma^p \) denotes the set of perfect equilibria of \( G^\infty(\delta) \). \( \Omega^p = \{ Q(\sigma) : \sigma \in \Sigma^p \} \) is the set of perfect equilibrium outcome paths.

I now define an optimal penal code (OPC).

**D10** An optimal penal code is an n-vector of strategy profiles \( (\hat{\sigma}^1, \ldots, \hat{\sigma}^n) \) such that for all \( i \),

\[ \hat{\sigma}^i \in \Sigma^p \quad \text{and} \quad \tilde{V}^i_{\hat{\sigma}^i} = \min \{ \tilde{V}^i_{\sigma} \mid \sigma \in \Sigma^p \} \].

Note that \( \hat{\sigma}^i \) will in general be different from \( \hat{\sigma}^j \), \( j \neq i \); the "worst" equilibrium from one player's point of view need not be "worst" from another's.

OPC's are important in that they lead to a simple characterization of the set of P.E. outcome paths:

"Suppose an OPC \( (\hat{\sigma}^1, \ldots, \hat{\sigma}^n) \) exists. Then \( Q^0 \in \Omega^p \) iff

\[ u_j(\hat{Q}^0, q^*_j, t) + \delta^t \tilde{V}^j_{\hat{\sigma}^j} \leq V^j_{\hat{Q}^0} \] for all \( q^*_j \in S_j, \ j \in N, \ t = 1, 2, \ldots \)

i.e., \( Q^0 \) is a P.E. path iff no one-shot deviations from \( Q^0 \) yield a higher payoff given that a deviant j's post-deviation payoff is \( \tilde{V}^j_{\hat{\sigma}^j} \). This result is proved below.

See Theorem 8.

I now define an SPC. Let \( Q^i \in \Omega, \ i \in N \).

**D11.** \( \sigma^i(Q^1, \ldots, Q^n) \equiv \sigma(Q^i, Q^1, \ldots, Q^n) \).

**D12.** The simple penal code \( \text{SPC}(Q^1, \ldots, Q^n) \) is the n-vector of strategy profiles \( (\sigma^1(Q^1, \ldots, Q^n), \ldots, \sigma^n(Q^1, \ldots, Q^n)) \).

Thus the \( i^{th} \) strategy profile of \( \text{SPC}(Q^1, \ldots, Q^n) \) specifies:

1. play \( Q^i \) until some player deviates singly from \( Q^i \);
2. for any \( j \in N \), play \( Q^j \) if the \( j^{th} \) player deviates singly from \( Q^k \), \( k \in N \)

where \( Q^k \) is an ongoing, previously specified punishment; continue
with \( Q^k \) if no deviations occur or if two or more players deviate simultaneously.

Notice that an SPC is defined by an \( n \)-vector of outcome paths (as opposed to \( (n+1) \) for an SSP) and that the \( n \)-vector of simple profiles which define a simple penal code differ only in the initial path or punishment they prescribe.

\[ \text{D}13. \quad \text{SPC}(Q^1, \ldots, Q^n) \] is said to be perfect iff \( \sigma^i(Q^1, \ldots, Q^n) \) is perfect, all \( i \in N \).

**Simple** penal codes, like SSP's, are appropriately named. In particular, by Theorem 4, \( \text{SPC}(Q^1, \ldots, Q^n) \) is perfect iff no one-shot deviation by any player \( j \) from \( Q^i \), \( i \in N \), yields him a higher payoff given that he and all other players will conform with \( Q^j \) after the deviation.

\[ \text{D}14. \quad \text{Let } Q_i \in \Omega, \quad i \in N. \quad \text{SPC}(\overline{Q}^1, \ldots, \overline{Q}^n) \] is an **optimal simple penal code** if it is an optimal penal code.

D14 is offered to avoid legitimate confusion; an optimal SPC is optimal among the class of all penal codes, simple or otherwise.

The centrality of OPC's and SPC's to the theory developed here is attested to by the results to follow. Theorem 7 asserts that an optimal SPC exists if an OPC exists. Theorem 10 shows that if an OPC exists, perfect SSP's suffice to obtain all P.E. paths. Theorem 8 has already been referred to above. Finally, Theorem 11 establishes that an optimal penal code exists. The results obtained in Section 3 permit brisk and elementary proofs of all the propositions above.

Suppose until Theorem 10 that \( \Sigma^P \neq \emptyset \), and let \( \overline{V}_i = \inf \{ V_1(\sigma) : \sigma \in \Sigma^P \} \), \( i \in N \).
Lemma 5. If $Q \in \Omega^p$, then
\[ u_j(Q, q_j^*, t) + \delta^t V_j \leq V_j(Q) \] (2)
for all $q_j^* \in S_j$, $j \in N$, $t = 1, 2, \ldots$.

Proof. Consider any $\sigma \in \Sigma^p$ such that $Q = Q(\sigma)$. Since $\sigma \in \Sigma^p$, $|\sigma|_{H(\sigma, q_j^*, t)} \in \Sigma^p$.

Hence $\nabla_j(\sigma|_{H(\sigma, q_j^*, t)}) \geq \nabla_j$. Now see Lemma 2.

Q. E. D.

The next lemma provides necessary and sufficient conditions in terms of one-shot deviations for $(Q^1, \ldots, Q^n) \in \Omega^n$ to define an optimal SPC. A remark after the proof explains why it is not redundant in view of Theorem 4. The following identity is used freely below:
\[ \nabla_j(\sigma_i(Q^1, \ldots, Q^n)) = V_j(Q^i). \]

Lemma 6. Let $Q_i \in \Omega$ satisfy $V_1(Q^i) = \nabla_i$, $i \in N$. Then $(Q^1, \ldots, Q^n)$ defines an optimal simple penal code iff
\[ u_j(Q^i, q_j^*, t) + \delta^t V_j \leq V_j(Q^i) \] (3)
for all $q_j^* \in S_j$, $i \in N$, $j \in N$, $t = 1, 2, \ldots$.

Proof. Suppose $\sigma(Q^i, Q^1, \ldots, Q^n) \in \Sigma^p$. By Lemma 5, (3) is satisfied. Suppose (3) holds; by Theorem 4, $\sigma(Q^i, Q^1, \ldots, Q^n) \in \Sigma^p$, all $i \in N$.

Q. E. D.

Note that in contrast with Theorem 4, the inequalities above must necessarily hold for $q_j^* = q_j^i(t)$ also. This is because the continuation of $Q^i$ after $t$ (this is what a player gets if he doesn't deviate, i.e., plays $q_j^* = q_j^i(t)$) is also perfect if $Q^i$ is, and therefore cannot be more severe for player $j$ than $Q^j$. 
Theorem 4 dealt with arbitrary perfect paths $Q_j^i$ and $Q_j^j$; it is then possible that a player for whom $q_j^i(t)$ is a one-period best response (to $q_j^i(t)$) might find that the costs of signalling a deviation by playing $q_j^* \neq q_j^i(t)$ outweigh the benefits of a more attractive post-deviation future. Note also that it is sufficient to require that (3) hold only for $q_j^*$ such that $q_j^*$ is a one-period best response to $q_{-j}^i(t)$, provided, of course, that a best response exists.

The next two results are central.

**Theorem 7.** An optimal penal code exists iff an optimal simple penal code exists.

**Proof.** Sufficiency is obvious. To prove necessity, let $(\sigma^1, \ldots, \sigma^n)$ be an OPC and let $\overline{Q}^i = Q(\sigma^i)$. Lemma 5 applied to $\overline{Q}^i \in \Sigma^p$ yields the inequalities (2), all $i \in N$. Since $\overline{V}_i = V_i(\overline{Q}^i)$, Lemma 6 now implies that $(\overline{Q}^1, \ldots, \overline{Q}^n)$ defines an optimal SPC.

Q. E. D.

Theorem 8 indicates how an OPC leads to a very simple characterization of the set of P.E. paths.

**Theorem 8.** Suppose an OPC exists. $\Omega^0 \in \Sigma^p$ iff

$$u_j(Q^0, q_j^*, t) + \delta^t \overline{V}_j \leq V_j(Q^0)$$

for all $q_j^* \in S_j$, $j \in N$, $t = 1, 2, \ldots$.

**Proof.** Necessity follows from Lemma 5. To prove sufficiency, let $\overline{Q}^1, \ldots, \overline{Q}^n$ define an optimal SPC. Consider $\sigma(Q^0, \overline{Q}^1, \ldots, \overline{Q}^n) \equiv \sigma^0$. By Theorem 4, the inequalities above, together with those obtained from Lemma 6, imply that $\sigma^0 \in \Sigma^p$.

Q. E. D.
Corollary 9. Suppose an OPC exists and let \((\overline{Q}^1, \ldots, \overline{Q}^n)\) define an optimal SPC. Then \(Q^0 \in \Omega^p \iff \sigma(Q^0, \overline{Q}^1, \ldots, \overline{Q}^n) \in \Sigma^p\).

The next theorem, which asserts that SSP's suffice to obtain all P.E. paths (if an OPC exists), follows immediately from Corollary 9.

Theorem 10. Suppose an OPC exists. Then \(Q^0 \in \Omega^p \iff \text{there exist } Q^i \in \Omega, \; i \in \mathbb{N} \text{ such that } \sigma(Q^0, Q^1, \ldots, Q^n) \in \Sigma^p\).

Theorem 11 establishes the existence of an OPC. A comment of Jacques Crémer [3] greatly simplified my original proof and recently Harris [5] has independently of Crémer provided a very similar argument. All these proofs exploit in an essential way the idea of an SPC and the one-shot deviation arguments developed above.

Notice that we have reached this point without need for any assumptions.

I now invoke the following:

A1 S is a compact topological space.

A2 \(\pi : S \rightarrow \mathbb{R}^n\) is continuous.

Endow \(\Omega = S^\infty\) with the product topology. Then \(V : \Omega \rightarrow \mathbb{R}^n\) is continuous and by Tychonoff's Theorem \(\Omega\) is compact.

A3 \(G = \left(\{S\}_{i=1}^n; \{\pi\}_{i=1}^n\right)\) has a Nash equilibrium \(q^e \in S\).

A3 does not play a central role in the argument; it serves merely as a simple sufficient condition to ensure that \(\Sigma^p \neq \emptyset\). Denote by \(\sigma^e\) the strategy profile defined by:

\[\sigma^e(1) = q^e,\]
\[\sigma^e(t)(H(t-1)) = q^e, \quad \text{all } H(t-1) \in S^{t-1} \text{ and } t = 2, 3, \ldots.\]

It may be easily checked that \(\sigma^e \in \Sigma^p\).

Proof. By A3, $\Sigma^p \neq \emptyset$ and $\overline{V}_i$ is well defined, $i \in N$. Consider $\{\sigma^i_{\nu}\}_{\nu=1}^{\infty}$, $Q^{i\nu} = Q(\sigma^{i\nu})$ such that $\sigma^{i\nu} \in \Sigma^p$ and $\lim_{\nu \to \infty} V_i(Q^{i\nu}) = \overline{V}_i$. Since $\Omega$ is compact, $\{Q^{i\nu}\}$ may be taken to be a convergent sequence. Let $\overline{Q}^i = \lim_{\nu \to \infty} Q^{i\nu}$. Since $V_i(\cdot)$ is continuous, $V_i(\overline{Q}^i) = \overline{V}_i$. To complete the proof I show that $(\overline{Q}^1, \ldots, \overline{Q}^n) \in \Omega^n$ defines an optimal SPC.

Suppose not. By Lemma 6, $u_j(\overline{Q}^1, q^*_j, t) + \delta^t \overline{V}_j > V_j(\overline{Q}^i)$, some $i, j, t, q^*_j$. Since $Q^{i\nu} \to \overline{Q}^i$, by continuity, for $\nu$ large enough, $u_j(Q^{i\nu}, q^*_j, t) + \delta^t \overline{V}_j > V_j(Q^{i\nu})$.

By Lemma 5, $Q^{i\nu} \notin \Omega^p$, a contradiction.

Q.E.D.

Remark. In certain contexts, for reasons of tractability or otherwise (see the next section), it might be appropriate to restrict attention to penal codes which only prescribe outcome paths or punishments contained in some subset $\psi$ of $\Omega$.

D15 $\Sigma(\psi)$

Consider $\psi \subseteq \Omega$. $\sigma \in \Sigma(\psi)$ iff $\sigma \in \Sigma$ and

(i) $Q(\sigma) \in \psi$

(ii) for any $H(t) = (q(1), \ldots, q(t)) \in S^t$ such that $q(t) \neq \sigma(t)(q(1), \ldots, q(t-1))$,

$Q(\sigma|_{H(t)}) \in \psi$.

Optimal penal codes and simple penal codes relative to $\psi \subseteq \Omega$ are defined below.

D16 Let $\psi \subseteq \Omega$. An optimal penal code relative to $\psi$ is an $n$-vector of strategy profiles $(\hat{\sigma}^1, \ldots, \hat{\sigma}^n)$ such that for all $i$,

$\hat{\sigma}^i \in \Sigma^p \cap \Sigma(\psi)$ and $\hat{V}_i(\hat{\sigma}^i) = \min\{\hat{V}_i(\sigma)\mid \sigma \in \Sigma^p \cap \Sigma(\psi)\}$. 
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Let $\psi \subseteq \Omega$. $\text{SPC}(Q^1, \ldots, Q^n)$ is a simple penal code relative to $\psi$ iff $Q^i \in \psi$, all $i \in N$.

The results obtained above for $\psi = \Omega$ extend easily to the more general case by arguments which are completely analogous and are therefore omitted. In particular the following is true:

**Theorem 12.** Assume $\psi$ is compact, $Q(\sigma^e) \in \psi$ and A1 - A3. Then there exist $\bar{Q}^i \in \psi$, $i \in N$ such that $\text{SPC}(\bar{Q}^1, \ldots, \bar{Q}^n)$ is an optimal penal code relative to $\psi$.

5. **An Application to Oligopoly**

A major question in oligopoly theory is the following: what is the maximal degree of implicit collusion sustainable by credible threats? In Abreu [1] I consider this question in the context of a repeated oligopolistic game. This exercise is perhaps most interesting as a case-study on the use of "simplicity" arguments and as a demonstration of how OPC's may be explicitly determined in concrete applications. I report some of my results below.

I consider identical quantity-setting firms that produce at constant marginal cost, and investigate mainly OPC's relative to the class of symmetric punishments. (A punishment/path is symmetric if it prescribes identical action streams for all players. However, the intertemporal structure of these streams is completely unrestricted. Note that even in a symmetric game, a natural asymmetry is introduced when a player deviates; thus in general OPC's relative to the class of symmetric punishments need not be globally optimal.)

By Theorem 12 I need consider only SPC's. Since only symmetric punishments are allowed, an optimal SPC is defined by a single symmetric path.
We may therefore refer without ambiguity to an optimal symmetric punishment.

Exploiting the one-shot deviation arguments developed above for SPC's, I am able to show that an optimal symmetric punishment:

(i) has a two-phase stick-and-carrot structure. The first phase—the stick—lasts for only one period. The second phase—the carrot—is stationary; it is the most collusive output level which the optimal symmetric punishment can itself support. (This essentially implies that the optimal symmetric punishment may be obtained as the solution to a pair of simultaneous equations, thus reducing a potentially complex infinite dimensional problem to a trivial two-dimensional one. The almost exclusive reliance on Cournot–Nash punishments in discounted repeated games and in oligopolistic supergames in particular, cannot therefore be justified on pragmatic grounds.)

(ii) has a present discounted value of zero for a significant range of parameter values. Since firms can always obtain a zero payoff by producing nothing forever, for these parameter values the optimal symmetric punishment is globally optimal (i.e., among the class of all punishments, symmetric and otherwise). Thus, in this case, the problem of determining an OPC is completely solved.

These results illustrate a mode of analysis based on SPC's, one-shot deviations, etc. which I believe could be profitably adapted to the particular features of a given economic supergame. While globally optimal penal codes may be difficult to determine in some cases, typically there will be enough structure to derive SPC's

---

3 The one-period characterization depends on the assumptions that \( \lim_{p \to 0} D(p) = \infty \), where \( D(\cdot) \) is the industry demand function, and that marginal cost is strictly positive.
which both can be easily computed and are more severe than Cournot-Nash rever-
sion.

I would like to record here that David Pearce made a very important
contribution to this research. I started investigating stick-and-carrot punishments
at his instigation. He suggested that they might fare better than Cournot-Nash
punishments; as it turned out, his intuition was richly confirmed.

6. Conclusions

The goal of this paper was to explore the structure of infinitely repeated
games with discounting. While infinitely repeated games without discounting are
well understood \([2,6]\), less seems to be known about their no-discounting counter-
parts. The extreme difficulty of the latter stems from the complex patterns of
intertemporal trade-offs that arise in the discounting case; these trade-offs are
trivialized when only the long run matters.

My results provide a general framework for analyzing the set of P.E.
outcome paths of the discounting model. Essential to this framework is the concept
of an OPC, and the two related notions of an SPC and an SSP. It was shown that
there exists an SPC which is an OPC. An implication of this result is that the dis-
counting model may be completely analyzed in terms of simple strategy profiles.
SSP's, like SPC's, are "simple" in the relevant sense: they may be easily checked
to be perfect. In particular, only one-shot deviations from at most \((n+1)\) outcome
paths need be considered.

The theory developed here does not apply to the no-discounting case.
Optimal penal codes are in general not defined, and nontrivially history-dependent
punishments need to be employed; simple strategy profiles do not suffice to generate all P.E. outcome paths.

The results reported in Section 5 illustrate how the general framework presented here can be exploited, and suggest that the optimality and simplicity approach could be fruitfully applied to other repeated economic models with discounting. In particular, the somewhat unimaginative reliance on Cournot-Nash reversion to support cooperative behavior does not seem tenable on theoretical or pragmatic grounds. These results also illustrate an important general point which was referred to in earlier sections. Optimality might require that a deviant "cooperate" (in a one-period sense) in his own punishment. While there is no theoretical presumption to the contrary, it is in a naive sense "counterintuitive" and appears to have been overlooked. Whereas in the no-discounting model, the possibility of "cooperative" deviants is a redundant nicety, it is often critical in a world with discounting.

Analogues to my theorems ought to appear in any model with discounting and a "repeated" structure. Finally, the conceptualization of strategy profiles in terms of outcome paths and deviations from prescribed outcome paths should prove useful in other contexts.
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