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Abstract. A new numerical scheme has been developed and analyzed for finite-volume solution of a conservation law on triangular meshes using an upwind method. The scheme is formally uniformly second order accurate and satisfies maximum principles. Preliminary numerical results showing the performance of the scheme on a variety of initial-boundary value problems are shown.
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1. Introduction.

The new numerical scheme is developed to compute approximations of the physically relevant solution of the initial-boundary value problem associated with the hyperbolic conservation law

\[
\begin{align*}
\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} + \frac{\partial g}{\partial y} &= 0 \quad \text{in } \Omega \times (0, T) \\
 u(x, 0) &= u_0(x) \quad \text{in } \Omega \\
 u(x, t) &= r(x, t) \quad \text{on } \partial \Omega \times (0, T)
\end{align*}
\]

where \( \Omega \subset \mathbb{R}^2 \), \( u = (u_1, \ldots, u_m)^t \), and \((f, g)\) is a flux such that any real combination of the Jacobian matrices \( n_1 \partial f \partial u + n_2 \partial g \partial u \) has \( m \) real eigenvalues and a complete set of eigenvectors.

In this paper, we only concentrate on the scheme for scalar conservation laws, \( m = 1 \). The scheme stores the flow variables at the barycenters of the triangles. Fluid fluxes are integrated about the edges of the triangle containing the barycenter using trapezoidal integration. Flow solutions are computed using T.V.D. Runge-Kutta time integration [2,10]. We use a simple second order extrapolation to evaluate the flow variables at the edges and apply a local projection to assure that the scheme satisfies maximum principles.

Research has been conducted using finite-element schemes [3,8,12] for the conservation laws on totally unstructured meshes. Finite-element schemes require the storage of mesh connectivity and flux variables. Increased computer storage and indirect addressing imply that any solution technique used is going to run slow in a finite-element code.

A. Jameson and co-workers are applied centrally differenced, finite-volume schemes [5,6] to meshes composed of triangles and tetrahedrons. These schemes use a scalar dissipation
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coefficient to ensure convergence and prevent spurious oscillations. In last few years, extensive research has been done using upwind schemes to solve the conservation laws [1,9,14]. In general, upwind schemes are much more accurate than centrally differenced methods with a scalar dissipation coefficient, but one needs to do a lot of work to achieve high order upwind schemes in two-dimensional space.

The object of present paper is to introduce and analyze a second order, upwind, finite-volume scheme. In Section 2 we present and analyze our scheme. The main results are the definitions of a second order extrapolation and a local project in which does not destroy the high order accuracy of the scheme while enforcing a local maximum principle. In Section 3 we present several numerical results. Finally concluding remarks are presented in Section 4.

2. General Formulation.

2.1 Semi-discretization formulation. The conservative, integral form of the eqn (1.1a) is given below:

\[
\frac{\partial}{\partial t} \int_{\Omega} u dS + \int_{\Gamma} (f, g) \cdot n d\ell = 0
\]

where \( \Omega \) is the domain, \( \Gamma \) is the boundary of \( \Omega \) and \( n \) is the outer unit normal. We assume the two-dimensional domain \( \Omega \) can be discretized into a group of triangular polygons, \( T_h \). The vertices, barycenters and edges of the triangles \( K_i \), are denoted by \( V_{ij}, C_i \) and \( e_{ij}, j = 1, 2, 3 \), respectively.

In each triangle \( K_i \), flow variables are stored at the barycenter \( C_i \) and conservation is enforced the boundary \( \partial K_i \). If we assume that the triangular mesh is geometrically time invariant and the flow variables stored at the barycenter \( C_i \) are an area average of the integrated flow variables in the triangle \( K_i \), then the eqn (2.1) can be written as

\[
A(K_i) \frac{\partial u_i}{\partial t} = -\int_{\partial K_i} (f, g) \cdot n d\ell
\]

where \( A(K_i) \) is the area of \( K - i \).

To evaluate the right side of (2.2), we sum all the flux vectors on the three edges of \( K_i \).

\[
\int_{\partial K_i} (f, g) \cdot n d\ell = \sum_{j=1}^{3} F_{ij} \cdot |e_{ij}|
\]

where \( F_{ij} \) is the numerical approximation for the flux associated with the edge \( e_{ij} \) and \( |e_{ij}| \) is the length of the edge \( e_{ij} \).

In order to evaluate \( F_{ij} \) using an upwind scheme, it is necessary to have two fluid dynamic states, \( u_{ij,L} \) and \( u_{ij,R} \). Observing Figure 1, let point \( M_{ij} \) is the midpoint of
the edge $e_{ij}$. For given two variables $u_{ij,L}$ and $u_{ij,R}$, we can define the flux function $h_{ij}(u_{ij,L},u_{ij,R})$ such that $h_{ij}(\cdot,\cdot)$ is any function verifying the follow conditions:

\begin{align}
(2.4a) & \quad h_{ij}(u,u) = (f,g) \cdot n_{ij} \\
(2.4b) & \quad h_{ij}(u,v) \text{ is nondecreasing in } u \text{ and nonincreasing in } v, \\
(2.4c) & \quad h_{ij}(\cdot,\cdot) \text{ is Lipschitz} \\
(2.4d) & \quad h_{ij}(u_{ij,L},u_{ij,R}) = -h_{ij}(u_{ij,R},u_{ij,L}).
\end{align}

where $n_{ij}$ the outer unit normal of the edge $e_{ij}$ corresponding to the triangle $K_i$. The last property justifies $h_{ij}(\cdot,\cdot)$ as a flux. Examples of $h$ can be found in [4]. In this way, we obtain

\begin{equation}
(2.5) \quad A(K_i) \frac{du_i}{dt} = -\sum_{j=1}^{3} h_{ij}(u_{ij,L},u_{ij,R}) \cdot |e_{ij}|, \text{ for all } i
\end{equation}

![Figure 1. Representative variables of two fluid dynamics states $u_{ij,L}$ and $u_{ij,R}$.](image)

Now, we introduce a second order extrapolation to evaluate the left and right Riemann states for the upwind solver. Observing Figure 2, we use the three variables $u_0, u_2, u_3$ corresponding to barycenters $C_0, C_2, C_3$ to extrapolate the left variables $u_{01,L}$. Since the three values of three points determine a linear function in two-dimensional space, the linear function is given by

\begin{equation}
(2.6) \quad u \sim (u_2 - u_0)\lambda_2 + (u_3 - u_0)\lambda_3 + u_0
\end{equation}

where $\lambda_j$ is the barycentric coordinates such that $\lambda_j(C_k) = \delta_{jk}, k = 0,2,3$. 

3
Figure 2. Representative variable \( u_{01,L} \) at point \( M_1 \).

Therefore, the variable \( u_{0,1,L} \) is approximated by

\[
(2.7) \quad u_{01,L} \sim (u_2 - u_0) \lambda_2(M_1) + (u_3 - u_0) \lambda_3(M_1) + u_0
\]

Similarly, we can evaluate the right Riemann state \( u_{01,R} \). The signs of \( \lambda_j(M_1) \) are nonpositive for general triangulations.

2.2 The maximum principle, the local projection and TVD triangulations. From Section 2.1, we can see that the scheme can be expressed in the form

\[
(2.8) \quad \frac{d u_i}{d t} = \sum_{j=1}^{3} c_{ij} (u_{ij} - u_i)
\]

where \( u_{ij} \) are the variables of barycenters \( c_{ij} \) of the triangle \( K_{ij} \) with \( K_{ij} \cap K_i = e_{ij} \). Then we require all the coefficients to be nonnegative [5]:

\[
(2.9) \quad c_{ij} \geq 0, \quad j = 1, 2, 3.
\]

This condition on the signs of the coefficients, which is a direct generalization of the condition for a one-dimensional three point scheme to be TVD, assures that a maximum cannot increase.

From the definition of the flux \( h \), we have

\[
(2.10) \quad \sum_{j=1}^{3} h_{ij}(u_i, u_i) \cdot |e_{ij}| = 0 \quad \text{for all } i.
\]
We can write the right side of (2.5) as follows:

\[- \sum_{j=1}^{3} h_{ij}(u_{ij,L}, u_{ij,R}) \cdot |e_{ij}| = - \sum_{j=1}^{3} [h_{ij}(u_{ij,L}, u_{ij,R}) - h_{ij}(u_i, u_i)] \cdot |e_{ij}| = - \sum_{j=1}^{3} \{[h_{ij}(u_{ij,L}, u_{ij,R}) - h_{ij}(u_i, u_i)] \cdot |e_{ij}| \}
\]

\[+ [h_{ij}(u_i, u_{ij,R}) - h_{ij}(u_i, u_i)] \cdot |e_{ij}| \}
\]

\[= \sum_{j=1}^{3} -|e_{ij}| \cdot h_{ij,1} \cdot (u_{ij,L} - u_i) + \sum_{j=1}^{3} -|e_{ij}| \cdot h_{ij,2} \cdot (u_{ij,R} - u_i)
\]

where $h_{ij,1}$ is the $u$-derivative of $h_{ij}$ evaluating at some points and $h_{ij,2}$ is the $v$-derivative of $h_{ij}$ evaluating at some points. From (2.4b) we have $h_{ij,1} \geq 0$ and $h_{ij,2} \leq 0$. Now, we first study the first right term. For fixed $j = 1$, we have

\[- |e_{i1}| \cdot h_{ij,1} \cdot (u_{i1,L} - u_i)
\]

\[= - |e_{i1}| \cdot h_{i1,1} \cdot [(u_{i2} - u_i) \lambda_{i2}(M_{i1}) + (u_{i3} - u_i) \lambda_{i3}(M_{i1})]
\]

\[= - |e_{i1}| \cdot h_{i1,1} \cdot \lambda_{i2}(M_{i1}) \cdot (u_{i2} - u_i) - |e_{i1}| \cdot h_{i1,1} \cdot \lambda_{i3}(M_{i1}) \cdot (u_{i3} - u_i)
\]

Then the first condition to achieve the maximum principle is following

\[\lambda_{ij}(M_{ik}) \leq 0, \quad j, k = 1, 2, 3 \text{ and } j \neq k, \quad \text{for all } i
\]

For the second right term of eqn (2.11), if we ask that

\[\frac{u_{ij,R} - u_i}{u_{ij} - u_i} \geq 0
\]

then a sufficient condition to verify the condition (2.14a) is

\[0 \leq \frac{u_{ij,R} - u_{ij}}{u_{ij} - u_i} \leq 1
\]

Combing the conditions (2.13) and (2.14a) (or (2.14b)) [7], we prove that the semi-discretization scheme (2.5) satisfies the maximum principle. From eqn (2.13), we have to restrict ourselves to consider a special class of triangulation $T_h$ that we introduce next.
DEFINITION 2.1. A triangulation $T_h$ is said to be TVD-Triangulation if for each triangle $K_i$, the condition (2.13) is satisfied.

From the condition (2.14b), we can define the local projection $P^1_{ij}$ as follows:

\[(2.15a)\quad P^1_{ij} : R \to R\]

such that

\[(2.15b)\quad u^\text{new}_{ij,L} = P^1_{ij}(u_{ij,L}) = \min \text{mod}(u_{ij,L} - u_i, b \cdot (u_{ij} - u_i)) + u_i\]

where $b$ is some positive constant such that $b \geq 1$, and $\min \text{mod}$ is the function:

$$
\min \text{mod}(a, b) = \begin{cases} 
\min(|a|, |b|) \cdot \text{sign } a & \text{if sign } a = \text{sign } b \\
0 & \text{otherwise}
\end{cases}
$$

Similarly, we update the variable $u_{ij,R}$ by looking for the triangle $K^*$ containing the barycenter $C_{ij}$. Combining the definition 2.1 and the local projection $P^1_{ij}$, we have proven the following result:

THEOREM 2.2. Let $P^1_{ij}$ be the projections defined by (2.15) and let $T_h$ be TVD-triangulation, then the scheme (2.5) satisfies the maximum principle.

Remark 2.3. For some TVD triangulations, the projection $P^1_{ij}$ will kill second order accuracy. Here, we introduce the other projection $P^2_{ij}$. From the second right term of eqn (2.11), if the quantity $U_{ij,R} - u_i$ can be written as positive linear combination of $u_{ik} - u_i, k = 1, 2, 3$. Then the scheme (2.5) still satisfies the maximum principle. Observing Figure 3, vector $\overrightarrow{C_iM_1}$ can be expressed as positive linear combination of vectors $\overrightarrow{C_iC_{i1}}$ and $\overrightarrow{C_iC_{i2}}$ as follows

$$
\overrightarrow{C_iM_1} = \theta_1 \overrightarrow{C_iC_{i1}} + \theta_2 \overrightarrow{C_iC_{i2}}
$$

where $\theta_1, \theta_2 \geq 0$, and define

$$
U_{i1} = \theta_1 \cdot (u_{i1} - u_i) + \theta_2 \cdot (u_{i2} - u_i).
$$
Figure 3. Vector $\overrightarrow{C_iM_i}$ can be expressed as positive linear combination of vectors $\overrightarrow{C_iC_{i1}}$ and $\overrightarrow{C_iC_{i2}}$.

Then we define the second projection $P_{i1}^2$ as follows:

$$P_{i1}^2 : R \rightarrow R$$

such that

$$n_{i1,R}^{\text{new}} \equiv P_{i1}^2(u_{i1,R}) = \minmod(u_{i1,R} - u_i, b' \cdot U_i) + u_i$$

where $b' \geq 2$. In the same way, we can define the whole local projection $P_{ij}^2$. One can see that this local projection will keep second order accurate for smooth solutions. One point we need to mention is this projection depends on the structure of triangulations, but no extra condition restricts on triangulations. In this way, our TVD Triangulations actually contain B Triangulations [3].

2.3 TVD Runke-Kutta time integration. A second order TVD Runge-Kutta time integration scheme [2,10] was used to integrate the ODE (2.5). Runge-Kutta time integration is an explicit scheme which is very fast to evaluate and simple to implement.

Define a residual as:

$$(2.17) \quad R_i = \frac{-1}{A(K_i)} \sum_{j=1}^{3} h_{ij}(u_{ij,L}, u_{ij,R}) \cdot |e_{ij}| \text{ for all } i$$

The second order TVD Runge-Kutta time stepping scheme with $CFL \leq 1/4$ was then:

$$
\begin{align*}
(2.18a) \quad u_i^{(0)} &= u_i^n \\
(2.18b) \quad u_i^{(1)} &= u_i^{(0)} + \Delta t R_i^{(0)} \\
(2.18c) \quad u_i^{(2)} &= u_i^{(1)} + \Delta t R_i^{(1)} \\
(2.18d) \quad u_i^{n+1} &= 0.5(u_i^{(0)} + u_i^{(2)})
\end{align*}
$$
where

\[(2.19a) \quad CFL = \sup_{e \in \partial k, K \in T_t} \Delta t \frac{|e|}{|K|} \| f' \cdot n_{e,k} \|_{L^\infty[a_0,b_0]} \]

\[(2.19b) \quad a_0 = \inf \left\{ \inf_{(x,y) \in \Omega} u_0(x,y), \inf_{(x,y) \in \partial \Omega} r(x,y,t) \right\} \]

\[(2.19c) \quad b_0 = \sup \left\{ \sup_{(x,y,\Omega)} u_0(x,y), \sup_{(x,y) \in \partial \Omega} r(x,y,t) \right\} \]

It is not difficulty to see that the fully discretized scheme (2.18) still verifies the maximum principle and is second order accurate in space and time.


In this section we test our scheme in some examples. The used grid systems are made of rectangles such that the domain is divided by $M \times N$ rectangles then each rectangle is cut by two along the diagonal, see Figure 4. It is easy to check that this inform triangulation is TVD-Triangulation. For some information about TVD Triangulations, one can see the paper. We take the Lax-Friedrichs or Godunov flux as the flux $h_{ij}$, and compare the difference between them. It is pointed out we compute the $L^\infty$-error on the triangle by evaluating the error at the barycenter. The $L^1$-error is obtained by multiplying that value by the area of the triangle.

Example 1. In this problem, we consider the 2D version of Burger's equation with periodic boundary condition:

\[(3.1a) \quad u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0, \quad \text{in} \quad (0,T) \times \Omega \]

\[(3.1b) \quad u(t=0, x, y) = \frac{1}{4} + \frac{1}{2} \sin(\pi(x + y)), \quad (x, y) \in \Omega \]

where the domain $\Omega$ is the square $(-1,1) \times (-1,1)$. We use $M \times M \times 2$ triangular grid.
At $T = 0.1$ the solution is smooth. Figure 5 shows the curve cut along the diagonal computing with Lax-Friedrichs flux. The $L^1, L^\infty$ errors and the order of the solutions are displayed on Table 1 and 2 for the schemes by using Lax-Friedrichs and Godunov flux, respectively.

<table>
<thead>
<tr>
<th>M</th>
<th>$L_1$ error</th>
<th>order</th>
<th>$L_\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4.331E-02</td>
<td></td>
<td>3.155E-02</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.340E-02</td>
<td>1.63</td>
<td>1.133E-02</td>
<td>1.48</td>
</tr>
<tr>
<td>32</td>
<td>4.138E-03</td>
<td>1.76</td>
<td>4.263E-03</td>
<td>1.41</td>
</tr>
<tr>
<td>64</td>
<td>1.238E-03</td>
<td>1.74</td>
<td>1.973E-03</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Table 1. Smooth solution for $T = 0.1$ with Lax-Friedrichs flux.
<table>
<thead>
<tr>
<th>M</th>
<th>$L_1$ error</th>
<th>order</th>
<th>$L_\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4.495E-02</td>
<td>1.67</td>
<td>3.395E-02</td>
<td>1.58</td>
</tr>
<tr>
<td>16</td>
<td>1.410E-02</td>
<td>1.76</td>
<td>1.133E-02</td>
<td>1.41</td>
</tr>
<tr>
<td>32</td>
<td>4.161E-03</td>
<td>1.75</td>
<td>4.262E-03</td>
<td>1.41</td>
</tr>
<tr>
<td>64</td>
<td>1.234E-03</td>
<td>1.75</td>
<td>1.981E-04</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Table 2. Smooth solution for $T = 0.1$ with Godunov flux.

Figure 5. Examples 3.1 with Lax-Friedrichs flux, $T = 0.1$, $CFL = 0.4$
$32 \times 32 \times 2$ Triangles. The solution cut along the diagonal.

At $T = 0.5$, solution presents a discontinuity curve, see Figure 6, which is cut along the diagonal computing with Lax-Friedrichs flux. We can see how the discontinuity has been captured within a single element. Similarly, errors and orders are displayed on Table 3 and 4, for the two fluxes.
Figure 6. Example 3.1 with Lax-Friedrichs flux, $T = 0.5$, $CFL = 0.4$
$32 \times 32 \times 2$ Triangles. The solution cut along the diagonal.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$L_1$ error</th>
<th>order</th>
<th>$L_{\infty}$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.426E-03</td>
<td></td>
<td>7.548E-03</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>6.436E-04</td>
<td>1.15</td>
<td>2.531E-03</td>
<td>1.58</td>
</tr>
<tr>
<td>32</td>
<td>1.837E-04</td>
<td>1.81</td>
<td>1.477E-03</td>
<td>0.78</td>
</tr>
<tr>
<td>64</td>
<td>5.212E-05</td>
<td>1.82</td>
<td>6.391E-04</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Table 3. Discontinuity solution for $T = 0.5$ and Lax-Friedrichs flux.
Table 4. Discontinuity solution for $T = 0.5$ with Godunov flux computing domain: $[-0.25, 0.5] \times [-0.25, 0.5]$.

When the computing solution is smooth, the performance between Lax-Friedrichs and Godunov flux are almost equal, see tables 1, 3. On the other hand, one can see the difference between them when the computing solution has discontinuity, see table 5. The scheme is based on TVD idea, so it will lose some accuracy on the critical points of the solution.

Table 5. Discontinuity solution for $T = 0.5$. Computing Domain: $[-1, 1] \times [-1, 1]$.

Example 2. In this problem we consider the initial-boundary value problem of the 2D Burger’s equation:

\begin{align*}
(3.2a) & \quad u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0, \quad \text{in } (0,T) \times \Omega \\
(3.2b) & \quad u(t=0,x,y) = \begin{cases} 
-0.2, & \text{for } x > 0, y > 0 \\
-1.0, & \text{for } x < 0, y > 0 \\
0.5, & \text{for } x < 0, y < 0 \ (x,y) \in \Omega, \\
0.8, & \text{for } x > 0, y < 0 
\end{cases} \\
(3.2c) & \quad u(t,x,y) = v(t,x,y), (x,y) \in \partial \Omega
\end{align*}
where \( v \) is the exact solution of problem (3.2), and \( \Omega \) is the square \([-1, 1] \times [-1, 1]\). On Figure 7 and Figure 9, we display the level curves of the approximate solution and curves cut along \( y = -1./96 \) at \( T = 1.0 \) with Lax-Friedrichs flux. And similarly for Figure 8 and Figure 10 but with Godunov flux. Here, \( 64 \times 64 \times 2 \) triangle meshes are used. Again, we can see Godunov presents better solutions than Lax-Friedrichs.

Figure 7. Example 3.2 with Lax-Friedrichs flux, \( T = 1.0 \), \( CFL = 0.4 \) \( 64 \times 64 \times 2 \) Triangles. The level curves.
Figure 8. Example 3.2 with Godunov flux, $T = 1.0$, $CFL = 0.4$
$64 \times 64 \times 2$ Triangles. The level curves.
Figure 9. Example 3.2 with Lax-Friedrichs flux. The solutions cut along $y = 1/96$. 
Figure 10. Example 3.2 with Godunov flux. The solution cut along $y = 1/96$.

Example 3. The last problem we consider a two dimensional boundary layer problem.

\begin{align}
(3.3a) & \quad u_t + \left( \frac{u^2}{2} \right)_x + u_y = 0, \quad 0 \leq x \leq 1., \quad 0 \leq y \leq 1. \\
(3.3b) & \quad u(x, 0, t) = a + b \sin(2\pi x), \\
(3.3c) & \quad u \text{ is periodic in } x
\end{align}

We solve the problem to steady stat that $\|u^{n+1} - u^n\|_{L^1} < 10^{-1}$, with initial condition $u(x, y, 0) = a + b \sin(2\pi x)$ and periodic boundary condition in $x$. Enforce (3.3b) at $y = 0$, and imposed no boundary condition at the outflow boundary $y = 1$. Figure 11 and Figure 12 contain the level curves for $a = 0.5, b = 1$, and $a = 0, b = 1$, respectively. In this case, the scheme use Lax-Friedrichs flux with $32 \times 32 \times 2$ triangular meshes. On the second case, around points $(0.5, 0.2)$ and $(0.5, 0.4)$ in Figure 12, the numerical solution smears out more points at the right side of the shock. We do not find out which reason to produce this phenomenon, but we doubt that is triangle-mesh effect.
Figure 11. Example 3.3 with $a = 0.5$, $b = 1.0$ with Lax-Friedrichs flux, $CFL = 0.04$, $32 \times 32 \times 2$ Triangles. The level curves.
4. Conclusion.

A numerical scheme has been developed and analyzed for the finite-volume solution of scalar conservation Laws on triangular meshes. The scheme satisfies the maximum principle for general nonlinear fluxes if the triangulations are TVD triangulations. We have investigated and compared two kinds of flux, Lax-Friedrichs and Godunov fluxes. The scheme with Godunov flux is a litter better than with Lax-Friedrichs flux, but schemes with Lax-Friedrich flux seem good enough. This indicates that we can extend our scheme with Lax-Friedrichs flux to compute Two-Dimensional Euler Equations. Extensions to schemes based on TVB idea to improve the order of accuracy, as well as to two dimensional systems are ongoing works. Mesh adaptation remains to be implemented but promises to greatly increase the power of the method.
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