THE RECIPROCALS OF SOLUTIONS OF LINEAR
ORDINARY DIFFERENTIAL EQUATIONS

BY

WILLIAM A. HARRIS, JR.

AND

YASUTAKA SIBUYA

IMA Preprint Series #72

May 1984

INSTITUTE FOR MATHEMATICS AND ITS APPLICATIONS
UNIVERSITY OF MINNESOTA
514 Vincent Hall
206 Church Street S.E.
Minneapolis, Minnesota 55455
<table>
<thead>
<tr>
<th>#</th>
<th>Author(s)</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Workshop Summaries from the September 1982 workshop on Statistical Mechanics, Dynamical Systems and Turbulence</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Raphael De la Llave</td>
<td>A Simple Proof of C. Siegel's Center Theorem</td>
</tr>
<tr>
<td>3</td>
<td>H. Simpson, S. Spector</td>
<td>On Copositive Matrices and Strong Ellipticity for Isotropic Elastic Materials</td>
</tr>
<tr>
<td>4</td>
<td>George R. Sell</td>
<td>Vector Fields in the Vicinity of a Compact Invariant Manifold</td>
</tr>
<tr>
<td>5</td>
<td>Milan Miklavcic</td>
<td>Non-linear Instability of Asymptotic Suction</td>
</tr>
<tr>
<td>6</td>
<td>Hans Weinberger</td>
<td>A Simple System with a Continuum of Stable Inhomogeneous Steady States</td>
</tr>
<tr>
<td>7</td>
<td>Bau-Sen Du</td>
<td>Period 3 Bifurcation for the Logistic Mapping</td>
</tr>
<tr>
<td>8</td>
<td>Hans Weinberger</td>
<td>Optimal Numerical Approximation of a Linear Operator</td>
</tr>
<tr>
<td>9</td>
<td>L.R. Angel, D.F. Evans, B. Ninham</td>
<td>Three Component Ionic Microemulsions</td>
</tr>
<tr>
<td>10</td>
<td>D.F. Evans, D. Mitchell, S. Mukherjee, B. Ninham</td>
<td>Surfactant Diffusion; New Results and Interpretations</td>
</tr>
<tr>
<td>11</td>
<td>Leif Arkeryd</td>
<td>A Remark about the Final Aperiodic Regime for Maps on the Interval</td>
</tr>
<tr>
<td>12</td>
<td>Luis Magalhaes</td>
<td>Manifolds of Global Solutions of Functional Differential Equations</td>
</tr>
<tr>
<td>13</td>
<td>Kenneth Meyer</td>
<td>Tori in Resonance</td>
</tr>
<tr>
<td>14</td>
<td>C. Eugene Swayne</td>
<td>Surface Models with Nonlocal Potentials: Upper Bounds</td>
</tr>
<tr>
<td>15</td>
<td>Kathy Pericak-Spector</td>
<td>On Stability and Uniqueness of Fluid Flow Through a Rigid Porous Medium</td>
</tr>
<tr>
<td>16</td>
<td>George R. Sell</td>
<td>Smooth Linearization Near a Fixed Point</td>
</tr>
<tr>
<td>17</td>
<td>David Wolkind</td>
<td>A Nonlinear Stability Analysis of a Model Equation for Alloy Solidification</td>
</tr>
<tr>
<td>18</td>
<td>Pierre Collet</td>
<td>Local C Conjugacy on the Julia Set for some Holomorphic Perturbations of $z + z^2$</td>
</tr>
<tr>
<td>19</td>
<td>Henry C. Simpson, Scott J. Spector</td>
<td>On the Modified Bessel Functions of the First Kind On Barrelling for a Material in Finite Elasticity</td>
</tr>
<tr>
<td>20</td>
<td>George R. Sell</td>
<td>Linearization and Global Dynamics</td>
</tr>
<tr>
<td>21</td>
<td>P. Constantin, C. Folas</td>
<td>Global Lyapunov Exponents; Kaplan-Yorke Formulas and the Dimension of the Attractors for 2D Navier-Stokes Equations</td>
</tr>
<tr>
<td>22</td>
<td>Milan Miklavcic</td>
<td>Stability for Semilinear Parabolic Equations with Noninvertible Linear Operator</td>
</tr>
<tr>
<td>23</td>
<td>P. Collet, H. Epstein</td>
<td>Perturbations of Geodesic Flows on Surfaces of Constant Negative Curvature and their Mixing Properties</td>
</tr>
<tr>
<td>24</td>
<td>J.E. Dunn, J. Serrin</td>
<td>On the Thermomechanics of Interstitial working</td>
</tr>
<tr>
<td>25</td>
<td>Scott J. Spector</td>
<td>On the Absence of Bifurcation for Elastic Bars in Uniaxial Tension</td>
</tr>
<tr>
<td>26</td>
<td>W.A. Coppel</td>
<td>Maps on an Interval</td>
</tr>
<tr>
<td>27</td>
<td>James Kirkwood</td>
<td>Phase Transitions in the Ising Model with Traverse Field</td>
</tr>
<tr>
<td>28</td>
<td>Luis Magalhaes</td>
<td>The Asymptotics of Solutions of Singularly Perturbed Functional Differential Equations: and Concentrated Delays are Different</td>
</tr>
<tr>
<td>29</td>
<td>Charles Tresser</td>
<td>Homoclinic Orbits for Flow in $\mathbb{R}^3$</td>
</tr>
<tr>
<td>30</td>
<td>Charles Tresser</td>
<td>About some Theorems by L.P. Sil'nikov</td>
</tr>
<tr>
<td>31</td>
<td>Michael Alzenmann</td>
<td>On the renormalized Coupling Constant and the Susceptibility in $\phi^4$ Field theory and the Ising Model in Four Dimensions</td>
</tr>
<tr>
<td>32</td>
<td>Gene Wayne</td>
<td>The KAM Theory of Systems with Short Range Interactions I</td>
</tr>
<tr>
<td>33</td>
<td>M. Siemrod, J.E. Marsden</td>
<td>Temporal and Spatial Chaos in a Van der Waals Fluid due to Periodic Thermal Fluctuations</td>
</tr>
<tr>
<td>34</td>
<td>J. Kirkwood, C.E. Wayne</td>
<td>Percolation in Continuous Systems</td>
</tr>
<tr>
<td>35</td>
<td>Luis Magalhaes</td>
<td>Invariant Manifolds for Functional Differential Equations Close to Ordinary Differential Equations</td>
</tr>
<tr>
<td>36</td>
<td>C. Eugene Swayne</td>
<td>The KAM Theory of Systems with Short Range Interactions II</td>
</tr>
<tr>
<td>37</td>
<td>Jean De Canniere</td>
<td>Passive Quasi-Free States of the Noninteracting Fermi Gas</td>
</tr>
<tr>
<td>38</td>
<td>Ellas C, Aifantis</td>
<td>Maxwell and van der Waals Revisited</td>
</tr>
<tr>
<td>39</td>
<td>Ellas C, Aifantis</td>
<td>On the Mechanics of Modulated Structures</td>
</tr>
</tbody>
</table>
THE RECIPROCALS OF SOLUTIONS OF
LINEAR ORDINARY DIFFERENTIAL
EQUATIONS

by

William A. Harris, Jr.*
University of Southern California
Los Angeles, CA  90089-1113

and

Yasutaka Sibuya**
University of Minnesota
Minneapolis, MN  55455

*Supported in part by NSF while the author was a visitor at the Institute for Mathematics and its Applications, University of Minnesota.

**Supported in part by NSF MCS 82-00765
1. INTRODUCTION. There has been recent interest in linear ordinary differential equations with polynomial coefficients since algebraic functions, generating functions with combinatorial significance, and the special functions of mathematical physics satisfy such equations. Formal power series solutions of linear ordinary differential equations with polynomial coefficients - termed D-finite - are useful since, for example, their coefficients satisfy a linear recurrence relation of fixed order and consequently can be computed fast. Efficient criteria for determining whether a power series is algebraic or D-finite is needed [10].

One useful method for determining whether a power series is algebraic is the rate of growth of the coefficients, thus the reciprocal of an algebraic function is algebraic. For D-finite power series, there is also a growth restriction on the coefficients. Indeed, if \( \sum_{n=0}^{\infty} c_n x^n \) is a formal power series with complex coefficients which satisfies any algebraic differential equation, then there exist two positive constants \( \gamma_1, \gamma_2 \) such that \( |c_n| \leq \gamma_1 n! \gamma_2 \) [3,4]. This estimate is best possible since \( \sum_{n=0}^{\infty} (n!)^k x^n \) satisfies a linear ordinary differential equation with polynomial coefficients; e.g.

\[
\sum_{n=0}^{\infty} n! x^n \quad \text{satisfies} \quad x^2 y'' + (3x - 1) y' + y = 0.
\]

Such functions are of Gevrey type and have been shown recently to have fundamental importance in the theory of linear ordinary differential equations with an irregular singular point [5,6]. Unfortunately, even though the reciprocal of a function of Gevrey type is of Gevrey type, such functions (as we shall show) are not necessarily D-finite, or not necessarily solutions of linear ordinary differential equations with analytic coefficients!

In this note we characterize the class of power series which together with their reciprocals satisfy linear ordinary differential equations.
Let $K$ be a differential field of characteristic zero. We denote by $D_K$ the ring of linear ordinary differential operators with coefficients in $K$, that is

$$D_K = \{ \sum_{k=0}^{m} a_k D^k ; a_k \in K, \ m \in \mathbb{N} \},$$

where $D$ denotes differentiation in any differential field extension of $K$, and $\mathbb{N}$ is the set of all non-negative integers.

**Theorem.** Let $\phi$ be an element of a differential field extension of $K$ such that

(i) $\phi \neq 0$;

(ii) $P(\phi) = 0$ for some $P \in D_K$ - \{0\};

(iii) $Q(1/\phi) = 0$ for some $Q \in D_K$ - \{0\}.

Then, the logarithmic derivative of $\phi$ ($= \phi'/\phi$) is algebraic over $K$.

**Corollary 1.** In case $K$ is the field of rational functions of $x$ with coefficients in $\mathbb{C}$ (the field of complex numbers), if $\phi$ satisfies the hypothesis of the Theorem, then $\phi'/\phi$ is an algebraic function of $x$.

This Corollary contains the result established by L. Carlitz [1] that reciprocal of the D-finite Bessel function

$$J_v(x) = \sum_{n=0}^{\infty} \frac{(-1)^n x^n}{n! \Gamma(v+n+1)},$$

a solution of $xy'' + (v + 1)y' + y = 0$ is not D-finite; i.e. the reciprocal does not satisfy any linear ordinary differential equation with polynomial coefficients.

Let $\mathcal{C}(x)$ be the ring of convergent power series in $x$ with coefficients in $\mathcal{C}$.

**Corollary 2.** In case $K$ is the quotient field of $\mathcal{C}(x)$, if $\psi$ is a formal power series in $x$ with coefficients in $\mathcal{C}$, and if $\psi$ satisfies the hypothesis of the Theorem, then $\psi \in \mathcal{C}(x)$ (i.e. $\psi$ is convergent).
The divergent power series \( \sum_{n=0}^{\infty} n!x^n \) is D-finite since it is a formal solution of \( x^2y'' + (3x - 1)y' + y = 0 \). Hence Corollary 2 implies that its reciprocal \( 1/\sum_{n=0}^{\infty} n!x^n \) is not only not D-finite, but does not satisfy any linear ordinary differential equation with analytic coefficients (i.e. with coefficients in \( \mathbb{C}(x) \)).

Clearly, if \( q(x) \in \mathbb{C}(x) \) is a convergent power series with coefficients in \( \mathbb{C} \), then \( q(x) \) satisfies a linear ordinary differential equation with analytic coefficients: \( qy' - q'y = 0 \). Also, if \( q(x) \) is a formal power series in \( x \) with coefficients in \( \mathbb{C} \) and satisfies a linear ordinary differential equation with analytic coefficients, then \( q(-x) \) also satisfies a linear ordinary differential equation with analytic coefficients - obtained by replacing \( x \) by \( -x \) in the coefficients and \( \frac{d}{dx} \) by \( -\frac{d}{dx} \).

For a formal power series \( p \) in \( x \) with coefficients in \( \mathbb{C} \) let us set

\[
\psi(x) = p(-x)/p(x).
\]

Thus, \( \psi(x)\psi(-x) = 1 \), and if \( \psi(x) \) satisfies a linear ordinary differential equation with analytic coefficients then so does \( \psi(-x) \). Thus, the divergent power series in \( x \)

\[
f(x) = \sum_{n=0}^{\infty} \frac{n!(-x)^n}{\sum_{n=0}^{\infty} n!x^n}
\]

is such that (from Corollary 2) neither \( f(x) \) nor its reciprocal \( 1/f(x) \) (= \( f(-x) \)) satisfies any linear ordinary differential equation with analytic coefficients.

Corollary 2 can be generalized as follows. Let \( \mathbb{C}[[x]] \) be the ring of formal power series in \( x \) with coefficients in \( \mathbb{C} \), and let \( \mathbb{C}(x) \) be the quotient field of \( \mathbb{C}[[x]] \).
COROLLARY 2'. In case $K$ is the quotient field of $\mathbb{C}(x)$, if

(i) $\phi$ and $\psi \in \mathbb{C}(x)$ - \{0\},

(ii) $P(\phi) = 0$ for some $P \in D_K$ - \{0\}, and

$Q(\psi) = 0$ for some $Q \in D_K$ - \{0\},

(iii) $\phi, \psi \in K$ ,

then, $\phi$ and $\psi \in K$ .

If we set $v = \phi'/\phi$, we can derive two algebraic (non-linear) ordinary differential equations

$$\begin{align*}
F(v,v', ..., v(n)) &= 0 , \\
G(v,v', ..., v(m)) &= 0 ,
\end{align*}$$

(1.1)

from $P(\phi) = 0$ and $Q(1/\phi) = 0$ respectively where $F$ and $G$ are polynomials in $v,v', ..., v^{(n)}$ with coefficients in $K$. If we could derive a non-trivial algebraic equation $H(v) = 0$ with coefficients in $K$ by eliminating all derivatives in $v$ from equations (1.1), then the proof of the Theorem would be completed. L. Carlitz used this idea implicitly in his case where $F(v,v')$ is a simple Riccati equation. In the general case, the complexity of the computations as the degrees of $F$ and $G$ increased led us to use other ideas in our proof. (For differential algebra and elimination theory see, e.g. J. Denef and L. Lipshitz [2], J.F. Ritt [7], and A. Seidenberg [9].)

The authors wish to thank Steven Sperber for stimulating discussions, William Lang for valuable suggestions regarding Section 2, and Dennis Stanton for bringing to our attention a very valuable paper of R.P. Stanley [10].

2. LEMMAS ON ALGEBRAIC EQUATIONS. Let $k$ be a field. We denote by $k[y_1, ..., y_p]$ the ring of polynomials in $p$ indeterminates $y_1, ..., y_p$ with coefficients in $k$. For $F = \sum_{r_1 ... r_p} \alpha_{r_1 ... r_p} y_1^{r_1} ... y_p^{r_p} \in k[y_1, ..., y_p]$, where $\alpha_{r_1 ... r_p} \in k$, we set
\begin{align}
(2.1) \quad w(F) &= \max \left\{ \sum_{j=1}^{p} r_j r_j ; \alpha_1 \ldots \alpha_p \neq 0 \right\}.
\end{align}

Then, for \( F_1 \) and \( F_2 \in k[y_1, \ldots, y_p] \), we have
\[
w(F_1 + F_2) < \max(w(F_1), w(F_2)),
\]
and
\[
w(F_1 F_2) = w(F_1) + w(F_2).
\]

In case \( w(F_1) < w(F_2) \), we have
\[
w(F_1 + F_2) = w(F_2).
\]

If we regard \( F(\alpha_1 t, \alpha_2 t^2, \ldots, \alpha_p t^p) \) as a polynomial in \( t \) whose coefficients are polynomials in \( \alpha_1, \ldots, \alpha_p \), then
\[
w(F) = \deg_t F(\alpha_1 t, \ldots, \alpha_p t^p).
\]

**Lemma 2.1.** Let \( n \) and \( p \) be positive integers, and let \( F \) and \( G \) be polynomials in \( y_1, \ldots, y_p \) with coefficients in \( k \) (i.e. \( F, G \in k[y_1, \ldots, y_p] \)).

Assume that
\begin{enumerate}
  \item \( p > 2 \);
  \item \( w(F - y_p^n) < np \);
  \item \( w(G) = nq \), where \( q \) is a positive integer such that \( 1 < q < p-1 \);
  \item \( w(G(y_1, \ldots, y_q, 0, \ldots, 0) - y_q^n) < nq \).
\end{enumerate}

Let \( H(y_1, \ldots, y_{p-1}) \) be the resultant of \( F \) and \( G \) with respect to \( y_p \).

Then
\begin{enumerate}
  \item \( w(H) = n^2q \);
  \item \( w(H(y_1, \ldots, y_q, 0, \ldots, 0) - y_q^{n^2}) < n^2q. \)
\end{enumerate}
Proof. Set

\[
\begin{align*}
F &= y^n_p + \sum_{\ell=0}^{n-1} F_{\ell}(y_1, \ldots, y_{p-1})y_p^\ell, \\
G &= \sum_{\ell=0}^{m} G_{\ell}(y_1, \ldots, y_{p-1})y_p^\ell,
\end{align*}
\]

(2.2)

where \( F_{\ell}, G_{\ell} \in k[y_1, \ldots, y_{p-1}] \) and \( G_m \neq 0 \). Note that assumption (ii) implies \( \deg_y (F - y^n_p) < n \) and that assumption (iii) implies \( m = \deg_y G < \frac{nq}{p} \). We also have

(2.3) \( G_0(y_1, \ldots, y_{p-1}) = G(y_1, \ldots, y_{p-1}, 0) \).

Furthermore, assumptions (ii) and (iii) imply that

\[
\begin{align*}
w(F_{\ell}) &< np - \ell p = (n-\ell)p \quad (\ell = 0, 1, \ldots, n-1), \\
w(G_{\ell}) &< nq - \ell p \quad (\ell = 0, 1, \ldots, m).
\end{align*}
\]

(2.4)

It also follows from assumption (iv) that

(2.5) \( w(G_0) = nq \).

Let \( A_{jk} \in k[y_1, \ldots, y_{p-1}] \) \( (j, k = 1, \ldots, m+n) \) be given by

(2.6.1) \( A_{jk} = \begin{cases} 1 & (k = j), \\
F_{n-\ell} & (k = j + \ell), \quad \ell = 1, \ldots, n. \\
end{cases} 
\)

for \( j = 1, \ldots, m \);

(2.6.2) \( A_{jk} = G_{m-\ell} \) \( (k = j - (m-\ell)), \quad \ell = 0, 1, \ldots, m, 
\)

for \( j = m + 1, \ldots, m+n \);

(2.6.3) \( A_{jk} = 0 \) otherwise.

Then

(2.7) \( H(y_1, \ldots, y_{p-1}) = \det(A_{jk} ; j, k = 1, \ldots, m+n) \).
Note that

\[ A_{jj} = \begin{cases} 1 & j = 1, \ldots, m, \\ G_0 & j = m+1, \ldots, m+n. \end{cases} \]

If \( A_{jk} \neq 0 \) and \( j \neq k \), then

\[ A_{jk} = \begin{cases} F_{n-(k-j)} & \text{if } j < k, \\ G_{j-k} & \text{if } j > k. \end{cases} \]

Hence, if \( A_{jk} \neq 0 \) and \( j \neq k \), we have

\[ w(A_{jk}) \begin{cases} < (k-j)p & \text{if } j < k, \\ < nq + (k-j)p & \text{if } j > k. \end{cases} \]

(2.8)

Let \((k_1, \ldots, k_{m+n})\) be a permutation of \((1, \ldots, m+n)\) such that

\[ A_{1k_1} A_{2k_2} \cdots A_{m+n,k_{m+n}} \neq 0. \]

Then, it follows from (2.8) that, since at most \( n \) factors in this product can satisfy \( j > k \), we have

(2.9)

\[ w(A_{1k_1} A_{2k_2} \cdots A_{m+n,k_{m+n}}) < n^2q \]

if \((k_1, \ldots, k_{m+n}) \neq (1, \ldots, m+n)\). Since \( A_{11} A_{22} \cdots A_{m+n,m+n} = G_0^n \), we have

(2.10)

\[ w(H - G_0^n) < n^2q. \]

Hence the estimates (2.5) and (2.10) imply \( w(H) = n^2q \). Furthermore, (2.10) implies

\[ w(H(y_1, \ldots, y_q, 0, \ldots, 0) - G_0(y_1, \ldots, y_q, 0, \ldots, 0)^n) < n^2q. \]

We also derive

\[ w(G_0(y_1, \ldots, y_q, 0, \ldots, 0)^n - y_q^{n^2}) < n^2q. \]
from assumption (iv). Hence, we have

\[ w(H(y_1,\ldots, y_q, 0,\ldots, 0) - y_q^{n^2}) < n^2 q. \]

q.e.d.

**LEMMA 2.2.** Let \( n \) and \( p \) be positive integers, and let \( F_1,\ldots, F_p \in k[y_1,\ldots, y_p] \).
Assume that

(i) \[ w(F_p - y_p^n) < np ; \]

(ii) \[ w(F_j) = nj \quad (j=1,\ldots, p-1); \]

(iii) \[ w(F_j(y_1,\ldots, y_j, 0,\ldots, 0) - y_j^{n^2}) < nj \quad (j=1,\ldots, p-1). \]

Then, the system of algebraic equations

\[ (2.11) \quad F_j(y_1,\ldots, y_p) = 0 \quad (j = 1,\ldots, p) \]

admits only a finite number of solutions in any extension field of \( k \), and these solutions are algebraic over \( k \).

Proof by induction on \( p \).

If \( p = 1 \), we have a non-trivial algebraic equation in one unknown. Hence, equation (2.11) has only a finite number of solutions which are algebraic over \( k \). Therefore, assuming \( p > 2 \), we shall eliminate \( y_p \) from the system of equations (2.11). To do this, let \( H_j(y_1,\ldots, y_{p-1}) \) be the resultant of \( F_p \) and \( F_j \) with respect to \( y_p \), where \( j = 1,\ldots, p - 1 \). Then, Lemma 2.1 implies that

\[ w(H_{p-1} - y_{p-1}^{n^2}) < n^2(p-1) ; \]

\[ w(H_j) = n^2 j \quad (j=1,\ldots, p-2) ; \]

\[ w(H_j(y_1,\ldots, y_j, 0,\ldots, 0) - y_j^{n^2}) < n^2 j \quad (j=1,\ldots, p-2). \]

By the induction assumption, there are only a finite number of solutions, which
are algebraic over \( k \), to the system of equations:

\[
H_j(y_1, \ldots, y_{p-1}) = 0 \quad (j = 1, \ldots, p-1).
\]

Hence, by utilizing the non-trivial equation in \( y_p \):

\[
F_p(y_1, \ldots, y_p) = 0,
\]

we can complete the proof of Lemma 2.2. \( \text{q.e.d.} \)

3. **A LEMMA ON DIFFERENTIAL EQUATIONS.** Let \( k \) be a field of characteristic zero, and let \( k[[x]] \) be the ring of formal power series in \( x \) with coefficients in \( k \). Then, a linear ordinary differential equation

\[
y^{(m+1)} + \sum_{\ell=0}^{m} a_{\ell}(x)y^{(\ell)} = 0 \quad (a_{\ell} \in k[[x]])
\]

admits a canonical basis of \( m+1 \) solutions of the form:

\[
f_j = \frac{1}{j!} x^j + \sum_{\ell=m+1}^{\infty} f_{j,\ell} x^\ell \quad (j = 0, 1, \ldots, m),
\]

where \( f_{j,\ell} \in k \).

Let \( \bar{k} \) be a field extension of \( k \). If a formal power series

\[
\phi = \sum_{\ell=0}^{\infty} c_{\ell} x^\ell
\]

with coefficients in \( \bar{k} \) satisfies (3.1), then we have

\[
\phi = \sum_{j=0}^{m} (j!)c_j f_j.
\]

Let us consider another linear ordinary differential equation:

\[
u^{(n+1)} + \sum_{\ell=0}^{n} b_{\ell}(x)u^{(\ell)} = 0 \quad (b_{\ell} \in k[[x]])
\]

This equation also has a canonical basis of \( n+1 \) solutions of the form:

\[
g_i = \frac{1}{i!} x^i + \sum_{\ell=n+1}^{\infty} g_{i,\ell} x^\ell \quad (i = 0, 1, \ldots, n),
\]

where \( g_{i,\ell} \in k \). Let us assume that

\[1 < m < n.\]
LEMMA 3.1. There are at most a finite number of solutions of the form

\[ y = f_0 + \sum_{j=1}^m \alpha_j f_j \quad (\alpha_j \in \mathbb{K}) \]  

of the linear differential equation (3.1) such that

\[ u = \frac{1}{y} \]

satisfies the linear differential system (3.5). For these solutions, the coefficients \( \alpha_1, \ldots, \alpha_m \) are algebraic over \( \mathbb{K} \).

**Proof.** Suppose that, for some \( \alpha_1, \ldots, \alpha_m \in \mathbb{K} \), (3.8) satisfies (3.5). Since \( y(0) = 1 \) for (3.7), we have

\[ \frac{1}{y} = g_0 + \sum_{j=1}^n \beta_j g_j \]

for some \( \beta_1, \ldots, \beta_n \in \mathbb{K} \). Set

\[
\begin{aligned}
&f_0 + \sum_{j=1}^m \alpha_j f_j = \sum_{\ell=0}^{\infty} \lambda_\ell x^\ell \quad (\lambda_\ell \in \mathbb{K}) \\
g_0 + \sum_{j=1}^n \beta_j g_j = \sum_{\ell=0}^{\infty} \mu_\ell x^\ell \quad (\mu_\ell \in \mathbb{K}).
\end{aligned}
\]

Since

\[ (f_0 + \sum_{j=1}^m \alpha_j f_j)(g_0 + \sum_{j=1}^n \beta_j g_j) = 1, \]

we have

\[ \sum_{\ell=0}^{i} \lambda_i - \ell \mu_\ell = 0, \quad i > 1. \]

Note that equations (3.2), (3.6) and (3.10) imply

\[ \begin{cases} \\
\lambda_0 = 1, \quad \mu_0 = 1, \\
\lambda_j = \frac{1}{j!} \alpha_j \quad (j = 1, \ldots, m), \\
\mu_j = \frac{1}{j!} \beta_j \quad (j = 1, \ldots, n), \\
\lambda_\ell = f_{0, \ell} + \sum_{j=1}^m (j!) f_{j, \ell} \lambda_j \quad (\ell > m+1), \\
\mu_\ell = g_{0, \ell} + \sum_{j=1}^n (j!) g_{j, \ell} \mu_j \quad (\ell > n+1).
\end{cases} \]
Equation (3.12) represents an infinite set of equations for the desired solutions (3.7). The utilization of equations (3.13) allows us to consider these equations in terms of $\lambda_j$, $j=1,\ldots, m$ and $\mu_i$, $i=1,\ldots, n$. Any finite subset represents necessary conditions. We consider the $n+m$ subset of equation (3.12) for $i = 1, 2, \ldots, m+n$, i.e.

\[
\begin{align*}
\sum_{\ell=0}^{i} \lambda_{i-\ell} \mu_{\ell} &= 0 \quad (1 < i < m), \\
\sum_{\ell=0}^{i-m-1} \lambda_{i-\ell} \mu_{\ell} + \sum_{\ell=i-m}^{i} \lambda_{i-\ell} \mu_{\ell} &= 0 \quad (m+1 < i < n), \\
\sum_{\ell=0}^{i-m-1} \lambda_{i-\ell} \mu_{\ell} + \sum_{\ell=i-m}^{i} \lambda_{i-\ell} \mu_{\ell} + \sum_{h=n+1}^{i} \lambda_{i-h} \mu_{h} &= 0 \quad (n+1 < i < n+m).
\end{align*}
\]

By utilizing (3.13), we write (3.14) as

\[
\sum_{\ell=0}^{n} a_{i, \ell} \mu_{\ell} = 0 \quad (i=1,\ldots, m+n),
\]

where

\[
a_{i, \ell} = \begin{cases} 
\lambda_{i-\ell} & (0 < \ell < i), \\
0 & (\ell > i),
\end{cases}
\]

for $1 < i < m$;

\[
a_{i, \ell} = \begin{cases} 
f_{0, i-\ell} + \sum_{j=1}^{m} (j!)f_{j, i-\ell} \lambda_{j} & (0 < \ell < i - m - 1), \\
\lambda_{i-\ell} & (i-m < \ell < i), \\
0 & (i+1 < \ell < n).
\end{cases}
\]
for \( m+1 < i < n \):

\[
\begin{cases}
  f_{0,i-\ell} + \sum_{j=1}^{m} (j!)f_{j,i-\ell} \lambda_j + \sum_{h=n+1}^{i} (\ell!)g_{\ell,h} \lambda_{i-h} & (0 < \ell < i-m-1),
  \\
  \lambda_{i-\ell} + \sum_{h=n+1}^{i} (\ell!)g_{\ell,h} \lambda_{i-h} & (i-m < \ell < n),
\end{cases}
\]

(3.18) \( a_{i,\ell} \) = \[
\begin{cases}
  f_{0,i-\ell} + \sum_{j=1}^{m} (j!)f_{j,i-\ell} \lambda_j + \sum_{h=n+1}^{i} (\ell!)g_{\ell,h} \lambda_{i-h} & (0 < \ell < i-m-1),
  \\
  \lambda_{i-\ell} + \sum_{h=n+1}^{i} (\ell!)g_{\ell,h} \lambda_{i-h} & (i-m < \ell < n),
\end{cases}
\]

for \( n+1 < i < n+m \).

These formulas (3.16), (3.17) and (3.18) give the quantities \( a_{i,\ell} \) as (linear) polynomials in \( \lambda_1, \ldots, \lambda_m \) with coefficients in \( k \) (i.e. \( a_{i,\ell} \in k[\lambda_1, \ldots, \lambda_m] \)).

Let us define \( w(F) \) for \( F \in k[\lambda_1, \ldots, \lambda_m] \) in the same manner as in Section 2, i.e.

\[
w(\sum a_{r_1, \ldots, r_m} \lambda_1^{r_1} \cdots \lambda_m^{r_m}) = \max \{ \sum_{j=1}^{m} j r_j ; a_{r_1, \ldots, r_m} \neq 0 \}.
\]

Then,

(3.19) \[ w(a_{i,\ell}) = i - \ell \]

in the following three cases:

(3.20-1) \[ 0 < \ell < i, \quad 1 < i < m; \]

(3.20-2) \[ i-m < \ell < i, \quad m+1 < i < n; \]

(3.20-3) \[ i-m < \ell < n, \quad n+1 < i < n+m. \]

Otherwise,

(3.21) \[ w(a_{i,\ell}) < i - \ell. \]

Let us consider the following \( m \) determinants:

(3.22-1) \[ A_i(\lambda_1, \ldots, \lambda_m) = \begin{vmatrix} a_{i,0} & \cdots & a_{i,n} \\ \cdots & \cdots & \cdots \\ a_{i+n,0} & \cdots & a_{i+n,n} \end{vmatrix}, \quad (i=1, \ldots, m). \]
Then, (3.19) and (3.21) imply that

\[(3.23) \quad w(A_i) = (n+1)i \quad (i=1,\ldots, m).\]

Precisely speaking, if we disregard terms in \(a_{i,\ell}\) with \(w < i-\ell\), the determinant \(A_i\) reduces to

\[
\begin{vmatrix}
\lambda_i & \lambda_{i-1} & \ldots & \lambda_1 & 0 \\
\lambda_{i+1} & \lambda_i & \lambda_{i-1} & \ldots & \lambda_1 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\lambda_m & 0 & \ldots & \ldots & \lambda_{i+1} \\
0 & \lambda_m & \ldots & \ldots & \lambda_i
\end{vmatrix}
\]

This proves that

\[(3.24) \quad w(A_i(\lambda_1,\ldots, \lambda_i, 0,\ldots, 0) - \lambda_i^{n+1}) < (n+1)i \quad (i=1,\ldots, m).\]

The quantities \(\lambda_1, \ldots, \lambda_m\) satisfy the system of equations with \(\mu_0 = 1\).

Hence, we must have

\[(3.25) \quad A_i(\lambda_1,\ldots, \lambda_m) = 0 \quad (i=1,\ldots, m).\]

Therefore, we can complete the proof of Lemma 3.1 by using Lemma 2.2.

q.e.d.

4. PROOF OF THEOREM. Utilizing the notation of Section 1, set

\[(4.1) \quad P = \sum_{\ell=0}^{m+1} p_{\ell} D^{\ell}, \quad Q = \sum_{\ell=0}^{n+1} q_{\ell} D^{\ell},\]

where \(m\) and \(n \in \mathbb{N}\); \(p_{\ell}\) and \(q_{\ell} \in \mathbb{K}\) ; in particular

\[(4.2) \quad p_{m+1} \neq 0, \quad q_{n+1} \neq 0.\]
For an element \( f \) of \( K \), let us set
\[
\hat{f} = \sum_{\ell=0}^{\infty} \frac{f^{(\ell)}}{\ell!} x^\ell \in K[[x]].
\]

Then, \( T(f) = \hat{f} \) defines an injective homomorphism of rings:
\[
T : K \rightarrow K[[x]]
\]
such that
\[
T(f') = \frac{d}{dx} T(f) \quad ( = \frac{df}{dx}).
\]

(For similar ideas, see, for example, P. Robba [8; pp. 6-7].)

Corresponding to two operators \( P \) and \( Q \) of (4.1), let us consider two operators:
\[
\hat{P} = \sum_{\ell=0}^{m+1} \hat{P}_\ell \left( \frac{d}{dx} \right)^\ell \quad \text{and} \quad \hat{Q} = \sum_{\ell=0}^{n+1} \hat{Q}_\ell \left( \frac{d}{dx} \right)^\ell.
\]

We assumed that \( \phi \) is an element of a differential field extension of \( K \).

Denote this extension by \( \hat{K} \). Then, \( P(\phi) = 0 \) and \( Q(1/\phi) = 0 \) imply, respectively, that the formal power series
\[
\hat{\phi} = \sum_{\ell=0}^{\infty} \frac{\phi^{(\ell)}}{\ell!} x^\ell \in \hat{K}[[x]]
\]
satisfies \( \hat{P}(\hat{\phi}) = 0 \) and \( \hat{Q}(1/\hat{\phi}) = 0 \).

Note that (4.2) implies \( 1/\hat{P}_{m+1} \in K[[x]] \) and \( 1/\hat{Q}_{n+1} \in K[[x]] \). Therefore
\[
\begin{equation}
(4.3) \quad y = \frac{\hat{\phi}}{\phi} = 1 + \sum_{\ell=1}^{\infty} \frac{\phi^{(\ell)}}{\ell! \phi} x^\ell
\end{equation}
\]
satisfies the differential equation
\[
y(m+1) + \sum_{\ell=0}^{m} \frac{\hat{P}_\ell}{\hat{P}_{m+1}} y(\ell) = 0
\]
and \( u = \phi/\hat{\phi} \) satisfies the differential equation
\[ u^{(n+1)} + \sum_{k=0}^{n} \frac{\hat{q}_k}{q_{n+1}} u^{(k)} = 0. \]

Hence, Lemma 3.1 implies that all coefficients of \((4.3)\) are algebraic over \(K\). This completes the proof of the Theorem in case \(m > 1\) and \(n > 1\). If \(m = 0\), we have \(\phi' / \phi = -p_0 / p_1 \in K\). If \(n = 0\), we have \(\phi' / \phi = q_0 / q_1 \in K\). q.e.d.
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