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1. Introduction

In this paper we derive pointwise algebraic conditions on the elasticity tensor $\zeta(x, v_f(x))$ that are necessary for a deformation $f$ to be a local minimizer of the energy of an elastic body that is subjected to dead loads. In particular we show that the Legendre-Hadamard condition, Agmon's condition, and the new condition: if, for some vector $\xi$,

$$\xi \otimes n_0 \cdot \zeta_0(\xi \otimes n_0) = 0$$

then

$$\zeta_0(\xi \otimes n_0) = 0$$

are necessary conditions. Here $n_0 = n(x_0)$ is the outward unit normal to the boundary at any point $x_0$ where the deformation is not prescribed and $\zeta_0 = \zeta(x_0, v_f(x_0))$ where $\zeta = \partial^2 W/\partial (v_f)^2$; the second derivative of the stored energy $W$.

We also show that the three aforementioned conditions are sufficient for the nonnegativity of the second variation of the energy of a homogeneous deformation of a homogeneous body that, in the reference configuration, has the shape\(^1\) of a half-

\(^1\)The crucial geometric assumption is that the boundary of the body contains a portion of a hyperplane that is the only surface upon which the deformation is not prescribed.
ball with the deformation prescribed on the curved surface of the body.

A long standing problem in the calculus of variations is that of finding pointwise algebraic conditions on $\zeta$ that are necessary and sufficient for the nonnegativity of the second variation, i.e.,

$$\delta^2 E_\xi(y) := \int_{\Omega} \nabla y(\xi) \cdot \nabla \xi(\nabla y(\xi)) \nabla y(\xi) \, d\xi \geq 0 \quad (1.2)$$

for all variations $y$. It is well-known that a necessary condition for (1.2) to be satisfied is the Legendre-Hadamard condition, that is,

$$\mathfrak{a} \cdot \xi \cdot \zeta_0 \mathfrak{a} \cdot \xi \cdot \zeta_0 \geq 0 \quad (1.3)$$

for all points $x_0 \in \Omega$ and all vectors $\mathfrak{a}$ and $\xi$. A well-known condition that is sufficient for (1.2) is that $\zeta_0$ be positive semi-definite, that is,

$$\mathfrak{M} \cdot \zeta_0 \mathfrak{M} \geq 0 \quad (1.4)$$

for all points $x_0 \in \Omega$ and matrices $\mathfrak{M}$.

In the special case when $C(\xi, \nabla \xi) = \zeta_0$ is independent of $\xi$ more precise results are known. In particular van Hove [29] proved that (1.3) is necessary and sufficient for the nonnegativity of the second variation provided that all

---

2See Hadamard [11, p. 252] who referred to (1.2) as "la condition de stabilité de l'équilibre interne."

3In the elasticity literature this condition is usually called infinitesimal stability.

4When $\Omega \subset \mathbb{R}^2$ this result is due to Terpstra [26] or Hestenes & McShane [14].
variations satisfy \( y = 0 \) on the boundary of \( \Omega \). If all smooth functions are admitted as variations then the choice \( y(x) = Mx \) shows that (1.4) is necessary and sufficient for (1.2). Thus the boundary conditions imposed upon the variations are a crucial part of this problem.

We note that our results are related to the existing work on surface instabilities in a half-space.\(^5\) In such problems one is interested in finding algebraic conditions on the elasticity tensor such that the complementing (Lopatinsky-Shapiro) condition fails\(^6\). Thus the linearized equilibrium equations in a half-space \( \mathcal{H} \) admit a nontrivial bounded exponential solution, i.e.,

\[
\begin{align*}
\text{div} \xi_0[\psi(x)] &= \alpha^2 \psi \quad \text{in } \mathcal{H}, \\
\xi_0[\psi(x)] \hat{n} &= 0 \quad \text{on } \partial \mathcal{H},
\end{align*}
\]

where \( \alpha = 0, \hat{n} \) is the outward unit normal to \( \partial \mathcal{H} \), and

\[
\psi(x) = \tilde{z}(-x \cdot \hat{n}) \exp(i \tilde{z} \cdot \hat{t})
\]

with \( \tilde{z} \) bounded and \( \hat{t} \) tangent to \( \partial \mathcal{H} \).

One of the necessary conditions that we derive, Agmon's condition, is the requirement that (1.5) not admit a nontrivial bounded exponential solution for any \( \alpha \neq 0 \). The failure of this condition induces a more severe instability than the failure of the complementing condition since it is possible for the

\(^5\)See, e.g., Biot [6, pp. 204-216], Novinski [19, 20], Reddy [21, 22], and Usmani & Beatty [28]. Hutchinson & Tvergaard [15] conjecture that such solutions explain the onset of surface wrinkling in aluminum.

complementing condition to fail at the unique global minimizer of the energy (see Section 8) while, as a consequence of our results, the failure of Agmon’s condition implies that the underlying deformation is not even a local minimizer.

Finally, we note that our results are also related to those of Chen [7] who considered the problem of finding pointwise conditions on the (constant) elasticity tensor \( C_0 \) that are necessary and sufficient for the nonnegativity of the second variation when the body is a thin plate and the variations satisfy \( y = 0 \) on the edges of the plate. In particular Chen proved that a restricted rank-two convexity condition, i.e.,

\[
[\mathbf{a} \otimes \mathbf{b} + \mathbf{\varepsilon} \otimes \mathbf{n}_0] \cdot C_0 [\mathbf{a} \otimes \mathbf{b} + \mathbf{\varepsilon} \otimes \mathbf{n}_0] \geq 0 \tag{1.6}
\]

for all vectors \( \mathbf{a} , \mathbf{b} , \) and \( \mathbf{\varepsilon} \), is a sufficient condition for (1.2) to be satisfied for such a plate and that (1.6) is also necessary for (1.2) to be satisfied for arbitrarily thin plates. However, (1.6) is not necessary if the size of the plate remains fixed.

One of the necessary conditions that we derive, (1.1), can also be viewed as a restricted rank-two convexity condition since (1.1) together with the Legendre-Hadamard condition, (1.3), imply that if for some vector \( \mathbf{\varepsilon} \),

\[
\mathbf{\varepsilon} \otimes \mathbf{n}_0 \cdot C_0 [\mathbf{\varepsilon} \otimes \mathbf{n}_0] = 0
\]

then (1.6) is satisfied for all vectors \( \mathbf{a} \) and \( \mathbf{b} \).
2. Notation

We let

\[ \text{Lin}^n := \text{space of all linear transformations from } \mathbb{R}^n \text{ into } \mathbb{R}^n \]

with inner product and norm

\[ \langle \mathbf{G}, \mathbf{H} \rangle := \text{trace} (\mathbf{G}^T \mathbf{H}), \quad |\mathbf{G}|^2 := \mathbf{G} \cdot \mathbf{G}, \]

where \( \mathbf{H}^T \) denotes the transpose of \( \mathbf{H} \). We write

\[ \text{Lin}_+^n := \{ \mathbf{H} \in \text{Lin}^n : \det \mathbf{H} > 0 \}, \]

\[ \text{Sym}^n := \{ \mathbf{F} \in \text{Lin}^n : \mathbf{F} = \mathbf{F}^T \}, \]

where \( \det \) denotes the determinant. Given any \( \mathbf{H} \in \text{Lin}^n \) we extend its domain of definition to \( \mathbb{C}^n \) and write \( \mathbf{H} z := \mathbf{H} \bar{z} + i\mathbf{H} \chi \)

where \( \bar{z} := \text{Re}(z) \) and \( \chi := \text{Im} (z) \) are, respectively, the real and imaginary parts of \( z \in \mathbb{C}^n \). We denote by \( \mathbf{a} \otimes \mathbf{b} \) the tensor product of any two vectors \( \mathbf{a}, \mathbf{b} \in \mathbb{C}^n \); in components

\[(\mathbf{a} \otimes \mathbf{b})_{ij} = a_i b_j .\]

We write \( \nabla \) and \( \text{div} \) for the gradient and divergence operators in \( \mathbb{R}^n \): for a vector field \( \mathbf{y} \), \( \nabla \mathbf{y} \) is the tensor field with components \( (\nabla \mathbf{y})_{ij} = \partial y_i / \partial x_j \); for a tensor field \( \mathbf{S} \), \( \text{div} \mathbf{S} \) is the vector field with components \( \sum_j \partial S_{ij} / \partial x_j \). Given any function \( \Phi(\mathbf{a}, \mathbf{b}, \ldots, \mathbf{c}) \) with vector or tensor arguments we write, e.g.,

\[ \partial \Phi / \partial \mathbf{a} \]

for the partial Fréchet derivative with respect to \( \mathbf{a} \) holding the remaining arguments fixed.

We denote by \( L^2((0, \infty), \mathbb{C}^n) \) the space (of equivalence classes) of square-integrable functions \( z : (0, \infty) \rightarrow \mathbb{C}^n \). For \( z \in C^1([0, \infty), \mathbb{C}^n) \) with \( z, \dot{z} \in L^2((0, \infty), \mathbb{C}^n) \) we write \( \| z \|_1 \) for the \( H^1 \)
norm of $z$, i.e.,

$$
\|z\|_1^2 := \int_0^\infty |z(s)|^2 ds + \int_0^\infty |\dot{z}(s)|^2 ds.
$$

Throughout this paper $\Omega \subset \mathbb{R}^n$ will denote a bounded open region with $C^1$ boundary, $\partial \Omega$. Further, we assume that

$$
\partial \Omega = \partial \Omega_0 \cup \gamma
$$

where $\partial \Omega_0$ and $\gamma$ are disjoint and $\gamma$ is relatively open. We write

$$
\text{Var} := \{ y \in C^1(\overline{\Omega}, \mathbb{R}^n) : y = 0 \text{ on } \partial \Omega \}.
$$

3. The Constitutive Relation

For convenience we identify the body with the region $\overline{\Omega}$ that it occupies in a fixed reference configuration. A deformation $\xi$ of the body is a member of the space

$$
\text{Def} := \{ \xi \in C^1(\overline{\Omega}, \mathbb{R}^n) : \det \xi > 0 \}.
$$

We assume that the body is hyperelastic with continuous response function $W: \overline{\Omega} \times \text{Lin}^n \rightarrow \mathbb{R} \cup \{+\infty\}$. $W$ gives the stored energy

$$
W(\hat{x}, \gamma^T(\hat{x}))
$$

at any point $\hat{x} \in \overline{\Omega}$ when the body is deformed by $\xi \in \text{Def}$.

We further assume that $W$ restricted to $\overline{\Omega} \times \text{Lin}^n_+$ is $C^2$ and finite-valued. The derivatives

$$
\mathcal{E}(\hat{x}, E) := \frac{\partial}{\partial E} W(\hat{x}, E), \quad \mathcal{C}(\hat{x}, E) := \frac{\partial^2}{\partial E^2} W(\hat{x}, E)
$$

are called the (Fiala-Kirchhoff) stress and the elasticity tensor, respectively. We note that, as a consequence of the equality of the mixed partial derivatives of $W$,
\(\mathcal{C}(\mathbf{x}, \mathbf{y})\): Lin^n \rightarrow Lin^n\) is symmetric, i.e.,
\[\mathbf{H} \cdot \mathcal{C}(\mathbf{x}, \mathbf{y})(\mathbf{K}) = \mathbf{K} \cdot \mathcal{C}(\mathbf{x}, \mathbf{y})(\mathbf{H})\]
for all \(\mathbf{x} \in \mathbb{R}^n, \mathbf{y} \in Lin^n\) and \(\mathbf{H}, \mathbf{K} \in Lin^n\).

Given \(\mathbf{x}_0 \in \mathbb{R}^n\) and \(f \in \text{Def}\) we write \(\mathcal{C}_0 := \mathcal{C}(\mathbf{x}_0, \nu f(\mathbf{x}_0))\). We say that \(\mathcal{C}_0\) satisfies the Legendre-Hadamard condition provided that
\[\mathbf{a} \otimes \mathbf{b} \cdot \mathcal{C}_0[\mathbf{a} \otimes \mathbf{b}] \geq 0\]
whenever \(\mathbf{a}, \mathbf{b} \in \mathbb{R}^n\).

**Remark.** Consider the problem: Find \(\mathbf{y}: \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n\) that satisfies
\[\text{div} \mathcal{C}_0[\nu \mathbf{y}] = \mathbf{y}_{tt}\text{ in } \mathbb{R}^n\]
where \(\mathbf{y}\) has the form
\[\mathbf{y}(\mathbf{x}, t) = \mathbf{a} \exp(\alpha t) \sin(\mathbf{b} \cdot \mathbf{x}),\]
\(\alpha > 0\), and \(\mathbf{a}, \mathbf{b} \in \mathbb{R}^n\). If such a solution were to exist one would probably call the rest state, \(\mathbf{y} = \mathbf{0}\), unstable since there are initial data, arbitrarily close to \(\mathbf{0}\) (in \(C^0(\mathbb{R}^n)\)), that give rise to a solution that grows exponentially in time (in \(C^0(\mathbb{R}^n)\)). However, the above equations imply that
\[\mathbf{a} \otimes \mathbf{b} \cdot \mathcal{C}_0[\mathbf{a} \otimes \mathbf{b}] + \alpha^2 |\mathbf{a}|^2 = 0\]
and hence that the Legendre-Hadamard condition is not satisfied.

---

This observation is due to *Hayes & Rivlin* [12, Section 5]. See also *Rivlin* [23, pp. 409-425] and *Truesdell & Noll* [27, Section 73].
Thus one can view the Legendre-Hadamard condition as a dynamic stability requirement for linear elastodynamics.

Since we are interested in instances where the Legendre-Hadamard condition is an equality, for some vectors \( \mathbf{a} \) and \( \mathbf{b} \), we will need the following lemma.

**Lemma 3.1.** Let \( \mathbf{C}_0 \) satisfy the Legendre-Hadamard condition and suppose that

\[
\mathbf{C}_0 [\mathbf{y} \otimes \mathbf{y}] = \mathbf{0}
\]  

\[(3.1)\]

for some \( \mathbf{y} \) and \( \mathbf{n} \in \mathbb{R}^n \). Then, for every \( \mathbf{y}, \mathbf{t} \in \mathbb{R}^n \),

\[
|\mathbf{y} \otimes \mathbf{n} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{t}]|^2 \leq (\mathbf{y} \otimes \mathbf{t} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{t}]) (\mathbf{y} \otimes \mathbf{n} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{n}]).
\]

**Proof.** Let \( \mathbf{y}, \mathbf{t} \in \mathbb{R}^n \) and consider the quartic polynomial

\[
p(\alpha, \beta) := (\mathbf{y} + \alpha \mathbf{t}) \otimes (\mathbf{n} + \beta \mathbf{t}) \cdot \mathbf{C}_0 [(\mathbf{y} + \alpha \mathbf{t}) \otimes (\mathbf{n} + \beta \mathbf{t})].
\]

Then by the Legendre-Hadamard condition we find that \( p(\alpha, \beta) \geq 0 \) for every \( \alpha, \beta \in \mathbb{R} \). However, since \( \mathbf{C}_0 \) is symmetric and satisfies (3.1) a simple computation shows that

\[
p(\alpha, \beta) = \beta^2 q(\alpha, \beta),
\]

where \( q \) is biquadratic. By continuity we conclude that, for every \( \alpha \in \mathbb{R} \),

\[
0 \leq q(\alpha, 0) = a \alpha^2 + b \alpha + c,
\]

\[
a := \mathbf{y} \otimes \mathbf{n} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{n}], \quad c := \mathbf{t} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{t}],
\]

\[
b := 2 \mathbf{y} \otimes \mathbf{n} \cdot \mathbf{C}_0 [\mathbf{y} \otimes \mathbf{t}].
\]

Thus the discriminant of \( q(\alpha, 0) \) must be nonpositive,

\[
b^2 - 4ac \leq 0,
\]

which is the desired result. \( \blacksquare \)
For \( x_0 \in \partial \Omega \) we write \( n_0 = n(x_0) \) for the outward unit normal to \( \partial \Omega \) and \( \mathcal{H} \) for the half-space

\[
\mathcal{H} := \{ \chi \in \mathbb{R}^n : (\chi - x_0) \cdot n_0 < 0 \}.
\]

We consider the problem: Find \( \chi : \mathcal{H} \to \mathbb{C}^n \) that satisfies

\[
\begin{align*}
\text{div} \ C_0(\chi \chi^*) &= \alpha^2 \chi \text{ in } \mathcal{H}, \\
C_0(\chi \chi^*)n_0 &= 0 \text{ on } \partial \mathcal{H},
\end{align*}
\]

where \( \alpha > 0 \).

We are specifically interested in whether or not there are solutions of (3.2) that are bounded exponentials, that is, functions

\[
\chi(\chi) = z(- (\chi - x_0) \cdot n_0) \exp(i(\chi - x_0) \cdot t)
\]

for some \( t \in \mathbb{R}^n \) that is tangent to \( \partial \mathcal{H} \) \( (t \cdot n_0 = 0) \) and some \( z \in C^2([0, \infty), \mathbb{C}^n) \) satisfying \( \sup_s |z(s)| < \infty \).

We say that the pair \( (C_0, n_0) \) satisfies Agmon's condition \(^8\) provided that for every real \( \alpha > 0 \) the only bounded exponential solution of (3.2) is \( \chi = 0 \).

**Remark.** Suppose that (3.2) has a bounded exponential solution \( \chi_{\alpha} \) for some \( \alpha > 0 \). Then (3.2) has such a solution for all \( \alpha > 0 \). The required solution is given by

\[
\chi_{\beta}(\chi) = \chi_{\alpha}(\frac{\beta}{\alpha} \chi).
\]

---

\(^8\) Cf. Agmon [1, p. 123].
Remark. Consider the problem: Find $\chi: \mathcal{H} \times \mathbb{R} \to \mathbb{R}^n$ that satisfies
\begin{equation}
\text{div} \mathcal{C}_0[\chi] = \chi_{tt} \text{ in } \mathcal{H},
\end{equation}
\begin{equation}
\mathcal{C}_0[\chi] \mathbf{p}_0 = \mathbf{0} \text{ on } \partial \mathcal{H},
\end{equation}
where $\chi$ has the form
\begin{equation}
\chi(x, t) = \text{Re}(\chi(x)) \exp(\alpha t),
\end{equation}
$\alpha > 0$, and $\chi$ is a bounded exponential. If a solution to (3.4) of the form (3.5) were to exist one would probably call the rest state, $\chi = \mathbf{0}$, unstable since there are initial data, arbitrarily close to $\mathbf{0}$ (in $C^0(\mathcal{H})$), that give rise to a solution growing exponentially in time (in $C^0(\mathcal{H})$). Thus one can view Agmon's condition as a dynamic stability requirement for linear elastodynamics.

We define $\mathcal{N}, \mathcal{N}_t, \mathcal{P}^\alpha_t \in \text{Lin}^n$ by
\begin{equation}
\mathcal{N} \mathbf{a} := \mathcal{C}_0[\mathbf{a} \otimes \mathbf{p}_0] \mathbf{p}_0, \quad \mathcal{N}_t \mathbf{a} := \mathcal{C}_0[\mathbf{a} \otimes \mathbf{t}] \mathbf{p}_0,
\end{equation}
\begin{equation}
\mathcal{P}^\alpha_t \mathbf{a} := \mathcal{C}_0[\mathbf{a} \otimes \mathbf{t}] \mathbf{t} + \alpha^2 \mathbf{a}.
\end{equation}
Then (3.2) and (3.3) reduce to a system of ordinary differential equations,
\begin{equation}
-\mathcal{N} \dot{\mathbf{z}} + i(\mathcal{N}_t \mathbf{z} + \mathcal{N}_{\mathbf{t}}^T \mathbf{z}) + \mathcal{P}^\alpha_t \mathbf{z} = \mathbf{0} \text{ on } (0, \infty),
\end{equation}
\begin{equation}
\text{Cf. Simpson & Spector [25, p. 10].}
\end{equation}
with boundary conditions,
\[
\dot{N}z(0) - i N z(0) = 0.
\] (3.8)

We note that the existence of a bounded solution to (3.7) and (3.8) is completely determined by \(N, \rho^0_t,\) and \(N^T_t\). Thus Agmon's condition is an algebraic condition on the pair \((\zeta_0, n_0)\) just as the Legendre-Hadamard condition is an algebraic condition on \(\zeta_0\) (see section 8 for some simple examples).

Given \(\alpha > 0\) and \(\xi \in \mathbb{R}^n\) we define \(L: \mathbb{R} \to \text{Sym}^n\) by
\[
L(\lambda) := \lambda^2 N + \lambda (N^T + N^T) + \rho^\alpha_t.
\] (3.9)

Then, by (3.6),
\[
g \cdot L(\lambda)g = g \otimes (\lambda N + \xi) \cdot C_0 [g \otimes (\lambda N + \xi)] + \alpha^2 |g|^2
\] (3.10)
and hence the Legendre-Hadamard condition implies that \(L(\lambda)\) is strictly positive definite for every \(\lambda \in \mathbb{R}\). A related result is

**Lemma 3.2.** Suppose that \(L(\lambda)\) is strictly positive definite for every \(\lambda \in \mathbb{R}\). Let \(z \in C^2([0, \infty), \mathbb{C}^n)\) be a bounded solution of (3.7). Then \(z \in C^\infty([0, \infty), \mathbb{C}^n)\) and \(z\) and all its derivatives are contained in \(L^2([0, \infty), \mathbb{C}^n)\).

**Proof.** The standard existence and uniqueness theory\(^{10}\) for systems of ordinary differential equations with constant coefficients implies that any solution of (3.7) must be a linear combination of solutions of the form
\[
z(s) = g e^{m \exp(-\eta s)}
\] (3.11)
for some \(g \in \mathbb{C}^n, \eta \in \mathbb{C},\) and nonnegative integer \(m\). Thus all solutions of (3.7) are contained in \(C^\infty\). Moreover, if (3.11) is a

\(^{10}\) Cf., e.g., Ince [16, Chapter IV].
solution of (3.7) then so is
\[ \mathcal{z}(s) = \mathcal{g} \exp(-\mathcal{g}s). \] (3.12)

In order to show that any bounded solution has the property that it and all its derivatives are contained in \( L^2((0, \infty), C^n) \) we need only show that \( \text{Re}(\mathcal{g}) \neq 0 \) in (3.12). Therefore, if we let \( \mathcal{g} = i\lambda (\lambda \in \mathbb{R}) \) in (3.12) and substitute (3.12) into (3.7) we find that
\[ [\lambda^2 \mathcal{M} + \lambda (\mathcal{N}_\mathcal{M}^T + \mathcal{N}_\mathcal{M}^T) + \mathcal{P}_\mathcal{M}^0] \mathcal{g} = \mathcal{L}(\lambda) \mathcal{g} = 0, \]
which is not possible since \( \mathcal{L}(\lambda) \) is strictly positive definite.

**Remark.** The above lemma shows that, given the Legendre-Hadamard condition, all bounded solutions of (3.7) are actually exponentially decaying. Thus, given the Legendre-Hadamard condition, Agmon's condition is equivalent to the requirement that there is no nontrivial solution to (3.2) of the form (3.3) where \( \mathcal{g} \) is exponentially decaying.

### 4. The Energy: Minimizers

We suppose that \( \mathcal{b} \in C^0(\partial \Omega, \mathbb{R}^n) \) is a given body force field, that \( \mathcal{g} \in C^0(\partial \Omega, \mathbb{R}^n) \) is a given surface force field, and let
\[ E(\mathcal{g}) := \int_\Omega \left[ W(\mathcal{g}, \mathcal{g}(\mathcal{x})) - \mathcal{b}(\mathcal{g}) \cdot \mathcal{g}(\mathcal{x}) \right] d\mathcal{x} - \int_{\partial \Omega} \mathcal{g}(\mathcal{g}) \cdot \mathcal{g}(\mathcal{x}) d\mathcal{S}_{\mathcal{g}} \] (4.1)
denote the total energy when the body is deformed by \( \mathcal{g} \).

We are interested in a deformation \( \mathcal{g} \) that minimizes the total energy among certain classes of competing deformations,
i.e.,

\[ E(f) \leq E(f + y) \] (4.2)

for certain variations \( y \).

**Definition.** We say that \( f \in C^1(\overline{\Omega}, \mathbb{R}^n) \) is a

(i) **global minimizer** provided that (4.2) is satisfied for all \( y \in \text{Var} \);

(ii) **strong local minimizer** provided that there is an \( \varepsilon > 0 \) such that (4.2) is satisfied for all \( y \in \text{Var} \) such that

\[ \sup_{x \in \Omega} |y(x)| < \varepsilon; \]

(iii) **weak local minimizer** provided that there is an \( \varepsilon > 0 \) such that (4.2) is satisfied for all \( y \in \text{Var} \) such that

\[ \sup_{x \in \Omega} |y(x)| + \sup_{x \in \Omega} |\nabla y(x)| < \varepsilon. \]

Clearly, if \( f \) is a global minimizer then it is also a strong local minimizer and if \( f \) is a strong local minimizer then it is also a weak local minimizer. All of our results will be consequences of \( f \) being a weak local minimizer. Thus the conditions we develop will also be necessary conditions for \( f \) to be either a strong local minimizer or a global minimizer. Before proceeding we first recall some results concerning strong local minimizers.

Given any \( x_0 \in \overline{\Omega}, f \in C^1(\overline{\Omega}, \mathbb{R}^n) \), and \( r > 0 \) we define

\[ E_0 := \nabla f(x_0), \]

\[ E_0'(\chi) := E_0 \chi, \quad W_0(G) := W(x_0, G) \]

for any \( G \in \text{Lin}^n \) and

\[ \chi \in \mathbb{R} := \{ \chi \in \mathbb{R}^n : |\chi - x_0| < r \}. \]
If, in addition, \( x_0 \in \partial \Omega \) we write \( \Omega_0 := \Omega(x_0) \), the outward unit normal to \( \partial \Omega \), and

\[
\mathbb{M}_0 := \{ y \in \mathbb{R}^n : (y - x_0)'n_0 < 0 \}.
\]

We interpret \( f_0 \) as a homogeneous deformation of a homogeneous body that occupies the region \( \Omega \) or \( \mathbb{M}_0 \) in a homogeneous reference configuration.

**Proposition 4.1.** Let \( f \in C^1(\Omega, \mathbb{R}^n) \) be a strong local minimizer. Then, for every \( x_0 \in \Omega \),

\[
\int_{\mathbb{M}_0} W_0(f_0) \, dx \leq \int_{\mathbb{M}_0} W_0(f_0 + \nu y'(x)) \, dx \tag{4.3}^{11,12}
\]

for all \( y \in \text{Var}(\mathbb{M}_0) \). Moreover, for every \( x_0 \in \Omega \),

\[
\int_{\mathbb{M}_0} W_0(f_0) \, dx \leq \int_{\mathbb{M}_0} W_0(f_0 + \nu y'(x)) \, dx \tag{4.4}^{13}
\]

for all \( y \in \text{Var}(\mathbb{M}_0) \). Here

\[
\text{Var}(\mathbb{M}_0) := \{ y \in C^1(\mathbb{M}_0, \mathbb{R}^n) : y = 0 \text{ on } \partial \mathbb{M}_0 \},
\]

\[
\text{Var}(\mathbb{M}_0) := \{ y \in C^1(\mathbb{M}_0, \mathbb{R}^n) : y = 0 \text{ on } \partial \mathbb{M}_0 \cap \partial(\mathbb{M}_0) \}. \tag{4.5}
\]

In other words, in order for \( f \) to be a strong local minimizer each of the homogeneous deformations \( f_0(x) = [\nu f(x_0)]x \)

---

11 This result is essentially due to **Meyers** [17, pp. 128-131]. See **Ball** [3, Theorem 2.1] or **Gurtin** [10, pp. 9-10] for a direct proof.

12 This inequality is **Morrey's** [18] quasiconvexity condition.

13 This result is due to **Ball & Marsden** [5] who refer to the inequality as quasiconvexity at the boundary.
must be a global minimizer of the energy of a ball (half-ball) composed of the material at \( x_0 \).

We now suppose that \( f \in \text{Def} \) is a weak local minimizer. Then, for every \( y \in \text{Var} \),

\[
0 \leq \gamma(t) := E(f + ty) - E(f)
\]

provided \( t \) is sufficiently small. Thus \( \dot{\gamma}(0) = 0 \) and \( \ddot{\gamma}(0) \geq 0 \). If \( f \) is \( C^2 \) one can then show that \( f \) satisfies the equation of equilibrium and the natural boundary condition, that is,

\[
\text{div} \, S(\nabla f) + b = 0 \text{ in } \Omega,
\]

\[
S(\nabla f)\nu = g \text{ on } \Gamma.
\]

In addition (whether or not \( f \) is \( C^2 \)) the second variation of \( E \) at \( f \) must be nonnegative, i.e.,

\[
0 \leq \int_{\Omega} \nabla y \cdot \nabla \zeta(x, \nabla f(x)) [\nabla y(x)] \, dx \quad \text{(4.6)}
\]

for all \( y \in \text{Var} \).

If we now define \( \hat{W}(x, y) := y \cdot \zeta(x, \nabla f(x)) [\nabla y] \) and

\[
\hat{E}(y) := \int_{\Omega} \hat{W}(x, \nabla y(x)) \, dx
\]

we find that (4.6) is equivalent to \( \hat{E}(0) \leq \hat{E}(y) \) for all \( y \in \text{Var} \). Thus the function \( Q \) is a strong local minimizer of \( \hat{E} \) and hence we can apply Proposition 4.1 to get the following result.

**Proposition 4.2.** Let \( f \in \text{Def} \) be a weak local minimizer of \( E \). Then, for every \( x_0 \in \Omega \),

\[
0 \leq \int_{\Omega} \nabla y(x) \cdot \zeta(x) [\nabla y(x)] \, dx \quad \text{(4.7)}
\]

for all \( y \in \text{Var}(\Omega) \). Moreover, for every \( x_0 \in \Gamma \),
\[ 0 \leq \int_{\mathbb{R}^3} \nabla u(\chi) \cdot \zeta_0 [\nabla u(\chi)] d\chi \]

for all \( y \in \text{Var}(\mathbb{R}) \). Here \( \zeta_0 := \zeta(x_0, \nabla f(x_0)) \).

**Remark.** A deformation that satisfies (4.6) is usually said to be **infinitesimally stable**.\(^{14}\) Thus the above result states that in order for a deformation \( f \) to be infinitesimally stable each of the homogeneous deformations \( f_0(\chi) = [\nabla f(x_0)] \chi \) (of a ball or half-ball) must be infinitesimally stable.

Proposition 4.2 motivates one to consider the following problem: Find pointwise algebraic conditions on the elasticity tensor \( \zeta_0 \) that are necessary and sufficient for (4.7) to be satisfied (for \( f_0 \) to be infinitesimally stable). The solution to this problem is well-known.

**Proposition 4.3 (van Hove [29]).** A necessary and sufficient condition for (4.7) to be satisfied for all \( y \in \text{Var}(\mathbb{R}) \) is that \( \zeta_0 \) satisfy the Legendre-Hadamard condition.

The following result is then a direct consequence of Propositions 4.2 and 4.3.

**Corollary 4.3.1.** Let \( f \in \text{Def} \) be a weak local minimizer of \( E \). Then \( \zeta_0 := \zeta(\chi_0, \nabla f(\chi_0)) \) satisfies the Legendre-Hadamard condition at every \( \chi_0 \in \Omega \).

\(^{14}\) Cf., e.g., Truesdell & Noll [27, Section 68bis].
5. Main Results

We suppose that $\mathcal{E}_0$ is a homogeneous deformation of a homogeneous body composed of material with stored energy function $W_0$. Further, we suppose that the body occupies the region $\mathcal{M}$ in a homogeneous reference configuration. We then consider the following problem: Find pointwise algebraic conditions on the elasticity tensor $\mathcal{C}_0$ that are necessary and sufficient for the nonnegativity of the second variation of the total energy, i.e.,

$$0 \leq \int_{\mathcal{M}} v_\mathbf{y}(\mathbf{y}) \cdot \mathcal{C}_0[v_\mathbf{y}(\mathbf{y})] d\mathbf{y} \tag{5.1}$$

for all $\mathbf{y} \in \text{Var}(\mathcal{M})$ (cf. (4.5)).

The following result solves this problem.

**Theorem 1.** Necessary and sufficient conditions for (5.1) to be satisfied for all $\mathbf{y} \in \text{Var}(\mathcal{M})$ are that:

(i) $\mathcal{C}_0$ satisfies the Legendre-Hadamard condition;

(ii) $\mathcal{C}_0$ satisfies Agmon's condition;

(iii) If $\mathbf{a} \in \mathcal{C}_0[\mathbf{a} \otimes \mathbf{n}_0] = 0$ for some $\mathbf{a} \in \mathbb{R}^n$ then $\mathcal{C}_0[\mathbf{a} \otimes \mathbf{n}_0] = 0$.

Here $\mathbf{n}_0$ is the outward unit normal to $\partial \mathcal{M}$.

**Remark.** $\mathcal{M}$ need not be a half-ball in order for Theorem 1 to be valid. In particular if instead $\mathcal{M}$ is contained in such a half-ball and its boundary is Lipschitz then (i), (ii), and (iii) will be sufficient for (5.1) to be satisfied for all $\mathbf{y}$ contained in

$$\text{Var}(\mathcal{M}) := \{ \mathbf{y} \in \mathcal{C}^1(\mathcal{M}, \mathbb{R}^n) : \mathbf{y} = 0 \text{ on } \partial(\mathcal{M}) \setminus \partial \mathcal{M} \}.$$
Remark. Hestenes [13, pp. 328-337] has obtained an alternative algebraic characterization of (5.1). A slight modification of the argument used in [14] shows that a necessary and sufficient condition for (5.1) to be satisfied is that each of the linear transformations

\[\int_{-\infty}^{\infty} S_\xi^\alpha(\tau)d\tau \quad (\alpha > 0)\]

be positive semi-definite. Here (cf. (3.6))

\[S_\xi^\alpha(\tau) := \eta - (\tau M + N_\xi^T) L^{-1}(\tau M + N_\xi^T),\]

\[L(\tau) := \tau^2 \eta + \tau (N_\xi + N_\xi^T) + P_\xi^\alpha.\]

The following result, which is a direct consequence of Proposition 4.2 and Theorem 1, gives conditions that a general deformation of a general body must satisfy in order to be a local minimizer of the energy.

**Theorem 2.** Let \( \xi \in \text{Def} \) be a weak local minimizer of

\[E(\xi) = \int_{\Omega} \left[ W(\xi, \nabla \xi(\xi)) - p(\xi) \cdot \xi(\xi) \right] dx - \int_{\partial\Omega} \psi(\xi) \cdot \xi(\xi) dS_x.\]

Then, for every \( x_0 \in \gamma, \)

(i) \( \xi_0 \) satisfies the Legendre-Hadamard condition;

(ii) \( \xi_0 \) satisfies Agmon's condition;

(iii) If \( a \in \mathbb{R}^n, \xi_0[a @ n_0] = 0 \) for some \( a \in \mathbb{R}^n \) then

\[\xi_0[a @ n_0] = 0.\]

Here \( \xi_0 := \xi(x_0, \nabla \xi(x_0)) \) (\( \xi := \partial W/\partial (\nabla \xi)^2 \)) and \( n_0 := n(x_0), \) the outward unit normal to \( \partial\Omega \) at \( x_0. \)
Remark. Theorem 2 is valid for a slightly more general class of loadings. In particular the body force can take the form

$$b(\chi) = \hat{b}(\chi, \xi(\chi))$$

where $\hat{b} \in C^2(\bar{\Omega} \times \mathbb{R}^n, \mathbb{R}^n)$.

Remark. We have not been able to obtain a direct physical interpretation to condition (iii). We conjecture that condition (iii) is needed to eliminate certain solutions to the linearized dynamic problem on a half space (see the remarks on p. 7 and p. 10).

Proof of Theorem 2. Proof of Theorem 1 (Necessity). The necessity of (i) is well-known. We show that (ii) and (iii) are direct consequences of (5.1).

(5.1) $\Rightarrow$ (ii). Let $b \in C^\infty(\mathbb{R}, \mathbb{R})$ satisfy $b(s) = 1$ for $s \leq r/3$ and $b(s) = 0$ for $s \geq 2r/3$. Define $\rho(\chi) = b(|\chi - \chi_0|)$. Then given any $\chi_0 \in C^2(\bar{\Omega}, \mathbb{C}^n)$, $\chi := \text{Re}(\rho \chi)$ and $\gamma := \text{Im}(\rho \chi)$ are contained in $\text{Var}(\mathbb{C}^n)$ and a straightforward computation shows that

$$\int_{x \in \Omega} (\nu \cdot C_0[\nu \chi] + \nu \cdot C_0[\nu \gamma]) = \int_{x \in \Omega} \nu (\nu \chi) \cdot C_0[\nu (\nu \gamma)]$$

$$= \int_{x \in \Omega} (\nu \cdot \nu \cdot C_0[\nu \chi] + \text{Re}(\nu (\nu \gamma) \cdot C_0[\nu \gamma]))$$

15The sufficiency portion of the proof of Theorem 1 has been divided into three parts. The first is at the end of this section and the other two parts are at the end of sections 6 and 7.

16Cf., e.g., Truesdell & Noll [27, Section 68bis].
and, by the divergence theorem,
\[ \int_{\mathcal{M}_\rho} \nabla (\mathcal{G}_0(x)) \cdot \nabla \psi = -\int_{\mathcal{M}_\rho} \nabla \psi \cdot \nabla \mathcal{G}_0 + \int_{\partial \mathcal{M}_\rho} \mathcal{G}_0(x) \nabla \psi \cdot \mathbf{n} \] (5.3)

We now suppose that Agmon's condition is not satisfied and we let \( \psi_1 \) be a bounded exponential solution of (3.2) with \( \alpha = 1 \) (see the remark on page 9). Then \( \psi_\alpha(x) := \psi_1(\alpha x) \) will be a bounded exponential solution of (3.2) for any \( \alpha > 0 \). Moreover, \( |\psi_\alpha(x)| \) is uniformly bounded independent of \( \alpha \).

By (3.2), (5.2), and (5.4) we find that there is a constant \( k > 0 \) such that
\[ \int_{\mathcal{M}_\rho} (\nabla \psi_\alpha \cdot \nabla \psi_\alpha + \nabla \psi_\alpha \cdot \nabla \mathcal{G}_0(x)) \leq k - \alpha^2 \int_{\mathcal{M}_\rho} \nabla \psi_\alpha \cdot \nabla \psi_\alpha \] (5.4)
\[ \leq k - \alpha^2 \int_{\mathcal{M}_{1/3}} \nabla \psi_\alpha \cdot \nabla \psi_\alpha \]

where \( \mathcal{M}_\rho \) is the intersection of \( \mathcal{M} \) with the ball of radius \( \rho \) centered at \( x_0 \).

We next note that \( \psi_\alpha \) is of the form (3.3) and hence
\[ |\psi_\alpha(x,y)| = |\mathcal{Z}_\alpha(x,y)| \]. Thus
\[ \int_{\mathcal{M}_{1/3}} |\psi_\alpha(x)|^2 \, dx \geq (2/3n)^{n-1} \int_0^{1/3n} |\mathcal{Z}_\alpha(s)|^2 \, ds \]
\[ = (2/3n)^{n-1} \int_0^{1/3n} |\mathcal{Z}_1(s)|^2 \, ds \]
\[ = \alpha^{-1}(2/3n)^{n-1} \int_0^{\alpha/3n} |\mathcal{Z}_1(\sigma)|^2 \, d\sigma . \]

If we combine the last inequality with (5.4) we conclude that, for \( \alpha \geq 3n \),
\[ \int_{\mathcal{M}_\rho} (\nabla \psi_\alpha \cdot \nabla \psi_\alpha + \nabla \psi_\alpha \cdot \nabla \mathcal{G}_0(x)) \leq k - \alpha(2/3n)^{n-1} \int_0^{1/3n} |\mathcal{Z}_1(\sigma)|^2 \, d\sigma . \]

Therefore, by choosing \( \alpha \) sufficiently large, we can find a
\( u_\alpha \in \text{Var}(\mathbb{R}^n) \) (or a \( v_\alpha \in \text{Var}(\mathbb{R}^n) \)) for which (5.1) is not satisfied.

(5.1) \( \Rightarrow \) (iii). Suppose that \( \xi_0 \in \mathbb{R}^n \) satisfies

\[
\begin{align*}
\xi_0 \cdot \mathcal{N}_0 = \xi_0 \cdot \mathbb{Q}_0 \cdot \mathcal{C}_0[\xi_0 \cdot \mathbb{Q}_0] = 0.
\end{align*}
\]

Then, since \( \mathcal{C}_0 \) is symmetric and satisfies the Legendre-Hadamard condition, \( \mathcal{N}_0 \) is symmetric and positive semi-definite. Thus

\[
\mathcal{N}_0 = \mathcal{C}_0[\xi_0 \cdot \mathbb{Q}_0] \mathbb{Q}_0 = 0. \tag{5.5}
\]

Next, let \( \mathbb{Q}_0, \mathbb{Q}_0 \in \mathbb{R}^n \) with \( \mathbb{Q}_0 \perp \mathbb{Q}_0 \) and \( |t_0| = 1 \). Choose coordinates so that \( \mathbb{Q}_0 = (-1, 0, 0, \ldots, 0), \mathbb{Q}_0 = (0, 1, 0, \ldots, 0) \) and write \( \xi = (s, t, \mathfrak{z}) \), where \( s, t \in \mathbb{R} \) and \( \mathfrak{z} \in \mathbb{R}^{n-2} \). Let

\[
\begin{align*}
\varphi, \varphi & \in C^\infty(\mathbb{R}, \mathbb{R}) \text{ and } \rho \in C^\infty(\mathbb{R}^{n-2}, \mathbb{R}) \text{ satisfy } \\
\int_{-1}^{1} |\dot{\varphi}(t)|^2 dt &= 1, \quad \varphi(0) = 0 \text{ for } |s| \geq 1, \\
\varphi(t) &= 1, \quad \varphi(s) = 0 \text{ for } |s| \geq 1, \tag{5.6} \\
\int_{|\mathfrak{z}| \leq r} |\rho(\mathfrak{z})|^2 d\mathfrak{z} &= 1, \quad \rho(s) = 0 \text{ for } |\mathfrak{z}| \geq r/3.
\end{align*}
\]

For \( \varepsilon > 0, \delta > 0, \) and \( \beta > 0 \) define

\[
\begin{align*}
\eta_\varepsilon ^{\delta, \beta}(s, t, \mathfrak{z}) &= \rho(\mathfrak{z})[s \delta^{-1} \varphi(s) \varphi(t) + s \delta \varphi(s) \dot{\varphi}(t)].
\end{align*}
\]

Then \( \eta_\varepsilon ^{\delta, \beta} \in \text{Var}(\mathbb{R}^n) \), provided \( \varepsilon \) and \( \beta \) are sufficiently small, and

\[
\begin{align*}
\nu_\varepsilon ^{\delta, \beta} &= \begin{bmatrix}
\beta^{-1} \rho(s \delta^{-1} \varepsilon^{-1} \dot{\varphi} \varphi + s \delta \varphi \dot{\varphi}) \\
\rho(s \delta^{-1} \varepsilon^{-1} \dot{\varphi} + s \delta \dot{\varphi}) \\
+ (s \delta^{-1} \varepsilon^{-1} \dot{\varphi} + s \delta \dot{\varphi}) \Theta \nu \rho
\end{bmatrix}. \tag{5.7}
\end{align*}
\]

Now, by (5.1),

\[
\int_{|\mathfrak{z}| \leq r} \int_{0}^{\beta} \nu_\varepsilon ^{\delta, \beta} \cdot \mathcal{C}_0[\nu_\varepsilon ^{\delta, \beta}] ds dt d\mathfrak{z} \geq 0.
\]
We make the change of variables $\sigma = s/\beta$ and $\tau = t/\beta$ (and hence $ds\,dt = \beta^2d\sigma\,d\tau$) and then let $\beta \to 0^+$ in the last inequality to conclude, with the aid of (5.5), (5.6), and (5.7), that

\[
\begin{aligned}
&\frac{b^2}{\rho_0}\cdot\mathcal{C}_0[\mathcal{B}^0_0] \delta^2 \int_0^\epsilon \dot{u}^2 + 2\mathcal{B}_0^0 \cdot \mathcal{C}_0[\mathcal{B}^0_0] \delta^{-2} \int_0^\epsilon |\dot{r}(\frac{\sigma}{\epsilon})|^2 d\sigma \\
+ &\frac{b^2}{\rho_0} \cdot \mathcal{C}_0[\mathcal{B}^0_0] \delta^2 \int_0^\epsilon \dot{r}^2 \int_{-1}^1 \ddot{r}^2 + 2\mathcal{B}_0^0 \cdot \mathcal{C}_0[\mathcal{B}^0_0] \int_0^\epsilon \dot{r}(\sigma) \dot{r}(\frac{\sigma}{\epsilon}) d\sigma \\
- &2b^2 \cdot \mathcal{C}_0[\mathcal{B}^0_0] \delta^{-1} \int_0^\epsilon \dot{r}(\frac{\sigma}{\epsilon}) \dot{r}(\sigma) d\sigma \geq 0.
\end{aligned}
\] (5.8)

In deriving the above equation we have used the identities

\[
\int_{-1}^1 \dot{r}(\tau) \ddot{r}(\tau) d\tau = \int_{-1}^1 \dot{r}(\tau) \ddot{r}(\tau) d\tau = 0, \quad \int_{-1}^1 r(\tau) \ddot{r}(\tau) d\tau = -1,
\]

which are consequences of (5.6)\(_1\).

We note that the change of variables $y = \frac{\sigma}{\epsilon}$ yields

\[
\epsilon^{-1} \int_0^\epsilon \hat{r}(\frac{\sigma}{\epsilon}) \dot{r}(\sigma) d\sigma = \int_0^1 \dot{r}(y) \dot{y}(y) dy
\]

and hence by the bounded convergence theorem and (5.6)\(_2\) we find that

\[
\lim_{\epsilon \to 0^+} \epsilon^{-1} \int_0^\epsilon \hat{r}(\frac{\sigma}{\epsilon}) \dot{r}(\sigma) d\sigma = \int_0^1 \dot{r}(y) dy = -1.
\] (5.9)

Finally, we note that $\mathcal{P}$ is bounded and let $\epsilon \to 0^+$ followed by $\delta \to 0^+$ in (5.8) to conclude, with the aid of (5.9), that

\[
0 \leq 2b^2 \cdot \mathcal{C}_0[\mathcal{B}^0_0] \mathcal{T} = 2b \cdot \mathcal{C}_0[\mathcal{B}^0_0] \mathcal{T} \geq 0.
\]

Since $b$ is arbitrary we find that

\[
\mathcal{C}_0[\mathcal{B}^0_0] \mathcal{T} = 0 \quad \text{for any } \mathcal{T} \perp \mathcal{P}_0.
\] (5.10)

The desired result now follows from (5.5) and (5.10).

The first step in proving the sufficiency portion of Theorem 1 is to define a Fourier transform in the tangential variables.
With this in mind we choose coordinates so that $x_0 = 0$, $\mathbb{R} := \mathbb{R}_0 = (-1, 0, 0, 0, \ldots, 0)$ and write $x = (s, \chi)$ where $s \in \mathbb{R}$ and $\chi \in \mathbb{R}^{n-1}$.

For any $\xi \in \mathbb{R}^{n-1}$, $\alpha \in \mathbb{R}$, and $z \in C_0^\infty((0, \infty), \mathbb{C}^n)$ we write

$$Q_\alpha^\xi(z) := \int_0^\infty \frac{1}{H(z(s), \xi)} \cdot C_0[H(z(s), \xi)]^{1+\alpha^2} |z(s)|^2 ds, \quad (5.11)$$

$$H(z(s), \xi) := -\frac{1}{z(s)} \otimes \mathbb{n} + i z(s) \otimes (0, \xi).$$

The following result then utilizes van Hove's [29] technique of reducing an analytic inequality to an algebraic inequality in the transform variables. It is essentially due\(^{17}\) to Agmon [1, Theorem 5.1] and De Figueiredo [8, Theorem 3.1].

**Lemma 5.3.** A necessary and sufficient condition for (5.1) to be satisfied for all $\chi \in \text{Var} \mathfrak{k}_\mathfrak{n}$ is that

$$Q_\alpha^\xi(z) \geq 0 \quad (5.12)$$

for every $z \in C_0^1((0, \infty), \mathbb{C}^n)$, $\alpha > 0$, and $\xi \in \mathbb{R}^{n-1}$.

**Remark.** Since $C_0^1$ is dense in $H^1$ and $Q$ is continuous on $H^1$ inequality (5.12) is satisfied by all $z \in H^1((0, \infty), \mathbb{C}^n)$ and hence, in particular, by all $z \in C_\infty^\infty((0, \infty), \mathbb{C}^n)$ with $z$ and all its derivatives contained in $L^2((0, \infty), \mathbb{C}^n)$.

**Proof of Lemma 5.3.** ** Sufficiency.** Given $\chi \in \text{Var} \mathfrak{k}_\mathfrak{n}$ we extend the domain of $\chi$ to $\overline{\mathbb{R}}$ by setting $\chi(x) = 0$ for $x \notin \mathbb{R}$ and define

$$\hat{\chi}(s, \xi) := (2\pi)^{-(n-1)/2} \int_{\mathbb{R}^{n-1}} \chi(s, \chi) \exp(-i\xi \cdot \chi) d\chi.$$

Then

\(^{17}\)See also Chen [7, Proposition 1].
\[ \int_{\mathbb{R}^n} v_y \cdot C_0[v_y] dx = \int_{\mathbb{R}^n} \int_{0}^{\infty} v_y \cdot C_0[v_y] dy \, ds \]

and hence by Plancherel's Theorem and (5.11)

\[ \int_{\mathbb{R}^n} v_y \cdot C_0[v_y] dx = \int_{\mathbb{R}^n} Q_0^\xi (\hat{y}(\cdot, \xi)) d\xi. \]

Now, if \( Q_0^\xi \geq 0 \) for every \( \alpha > 0 \) and \( \xi \in \mathbb{R}^{n-1} \) it follows by continuity that \( Q_0^\xi \geq 0 \) for every \( \xi \in \mathbb{R}^{n-1} \) and hence by the last equation we conclude that (5.1) is satisfied for all \( y \in \text{Var}(\mathbb{R}^n) \).

**Necessity.** We write \( \mathbb{R}^{n-1} \) for the unit ball in \( \mathbb{R}^{n-1} \) and let \( \gamma \in C_0^1(\mathbb{R}^{n-1}, \mathbb{R}) \), \( \xi^0 \in \mathbb{R}^{n-1} \), and \( \zeta \in C_0^1([0, \infty), \mathbb{C}^n) \). For \( \varepsilon > 0 \) we define

\[ \gamma^\varepsilon(s, \chi) := \varepsilon \gamma(s) \chi(s/\varepsilon) \exp(i \xi_0^0 \cdot \chi/\varepsilon) \]

and note that, for \( \varepsilon \) sufficiently small, both \( \gamma^\varepsilon := \text{Re}(\gamma^\varepsilon) \) and \( \chi^\varepsilon := \text{Im}(\chi^\varepsilon) \) are contained in \( \text{Var}(\mathbb{R}^n) \).

Now \( \hat{\gamma}^\varepsilon(s, \xi) = \varepsilon \hat{\gamma}(\xi-\xi^0/\varepsilon) \chi(s/\varepsilon) \) and thus (5.1), (5.11), and Plancherel's Theorem imply that

\[ 0 \leq \int_{\mathbb{R}^n} \left( v_y \cdot C_0[v_y^\varepsilon] + v_y^\varepsilon \cdot C_0[v_y^\varepsilon] \right) dx \]

\[ = \int_{\mathbb{R}^n} v_y \cdot C_0[v_y] dx = \int_{\mathbb{R}^n} Q_0^\xi (\chi(s/\varepsilon)) |\hat{\gamma}(\xi-\xi^0/\varepsilon)|^2 d\xi. \]

If we make the change of variables \( \eta = \xi - \xi^0/\varepsilon \) and \( \sigma = s/\varepsilon \) we find that, for every (sufficiently small) \( \varepsilon > 0 \),

\[ 0 \leq \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} H(z(\sigma), \varepsilon \eta + \xi^0) \cdot C_0[H(z(\sigma), \varepsilon \eta + \xi^0)] |\hat{\gamma}(\eta)|^2 d\sigma \, d\eta, \]

\[ H(z(\sigma), \varepsilon \eta + \xi^0) = -\hat{\zeta}(\sigma) \otimes \eta + i \hat{\zeta}(\sigma) \otimes (0, \varepsilon \eta + \xi^0). \]

Thus, since the last expression is continuous in \( \varepsilon \), we let \( \varepsilon \to 0^+ \) to conclude that
\[
0 \leq Q^0_0(z) \int_{R^{n-1}} |\hat{\tau}(n)|^2 \, d\theta
\]

and hence that

\[
0 \leq Q^0_0(z) \leq Q^0_\alpha(z)
\]

for all \(z \in C^1_0([0,\infty), C^n)\).

**Proof of Theorem 1 (Sufficiency).** Case I. \(N = Q\). Then condition (iii) and (3.6) imply that \(N = Q\). Thus (3.6) and the Legendre-Hadamard condition imply that

\[
Q^0_\alpha(z) = \int_0^\infty \bar{z} \cdot \tau^\alpha z \, ds \geq \alpha^2 \int_0^\infty |z(s)|^2 \, ds,
\]

where \(\tau = (0, \xi)\). Therefore \(Q^0_\alpha\) is nonnegative and hence by Lemma 5.3 we find that (5.1) is satisfied for all \(y \in Var(x\omega)\).

6. Quadratic Forms on a Half-line I. Regular Forms

In order to complete the sufficiency portion of the proof of Theorem 1 we will need to establish some auxiliary results concerning quadratic forms on a half-line. Motivated by (3.5) and (5.11) we let \(A:(0,\infty) \rightarrow Sym^m\), \(B:(0,\infty) \rightarrow Sym^m\), and \(F:(0,\infty) \rightarrow Lin^m\) be continuous and consider the quadratic functional

\[
q_\alpha(x) := \int_0^\infty \bar{z} \cdot A(\alpha)z + \bar{x} \cdot B(\alpha)x - 2 \Re\{ix \cdot F(\alpha)x\} \, ds.
\]

For fixed \(\alpha > 0\) we associate with \(q_\alpha\) the tensor field \(B:R \rightarrow Sym^m\) defined by

\[
B(\lambda) := \lambda^2 A(\alpha) + \lambda F(\alpha) + F^T(\alpha) + B(\alpha),
\]

the system of ordinary differential equations (the Euler
equations corresponding to $q_\alpha$)

$$-A(\alpha)\ddot{x} + i(E(\alpha) + F^T(\alpha))\dot{x} + B(\alpha)x = 0 \text{ on } (0, \infty),$$  \hspace{1cm} (6.2)

and the natural boundary condition

$$A(\alpha)\ddot{x}(0) - iE(\alpha)\dot{x}(0) = 0.$$  \hspace{1cm} (6.3)

**Definition.** Fix $\alpha > 0$. We say that $q_\alpha$ is:

(i) **regular** provided that there are constants $c_1 = c_1(\alpha) > 0$ and $c_2 = c_2(\alpha) > 0$ such that, for every $\xi \in \mathbb{R}^m$,

$$\xi \cdot E(\lambda)\xi \geq (c_1 \lambda^2 + c_2) |\xi|^2;$$

(ii) **coercive** provided that there is a constant $k = k(\alpha) > 0$ such that (cf. (2.1))

$$q_\alpha(\xi) \geq k \|\xi\|_1^2$$

for all $\xi \in C^1_0([0, \infty), \mathbb{C}^m)$.

We note that if $q_\alpha$ is regular and $z$ is any bounded solution to (6.2) then, by Lemma 3.2, $z$ is $C^\infty$ and $z$ and all its derivatives are contained in $L^2$. The main tool we use is the following result of De Figueiredo [8, Theorem 1.2], a proof of which can be found in the Appendix.

**Proposition 6.1.** Let $\alpha > 0$ be given. Then necessary and sufficient conditions for $q_\alpha$ to be coercive are that $q_\alpha$ be regular and that $q_\alpha(\xi)$ be strictly positive whenever $\xi$ is a nontrivial bounded solution of (6.2).
Remark. The quadratic form $Q_0$ is regular at every $\xi \in \mathbb{R}^{n-1}$ if and only if $Q_0$ is strongly elliptic, i.e.,

$$\xi \cdot \mathbb{Q}_\xi \xi > 0$$

whenever $\xi, \eta \in \mathbb{R}^n$ with $\xi \neq 0$, $\eta \neq 0$. Thus, given that $Q_0$ is strongly elliptic (which precludes condition (iii) of Theorem 1) a necessary and sufficient condition for the nonnegativity of the second variation (eq. (5.1)) is either Agmon's condition or equivalently De Figueiredo's condition, that is, for every $\alpha > 0$ and $\xi \in \mathbb{R}^{n-1}$ $Q_\alpha$ is strictly positive on the finite dimensional space of solutions to (3.7).

A direct consequence of Proposition 6.1 is the following result.

**Proposition 6.2.** Let $q_\alpha$ be regular for all $\alpha > 0$ and nonnegative for sufficiently large $\alpha$. Suppose there is an $\alpha_* > 0$ such that $q_{\alpha_*}$ is not nonnegative. Then there is an $\alpha_0 > 0$ and a nontrivial $f_\alpha \in C^\infty((0, \infty), \mathbb{C}^m)$, with $f_\alpha$ and all its derivatives contained in $L^2((0, \infty), \mathbb{C}^m)$, such that

(a) $q_{\alpha_0}(f_\alpha) = 0$,

(b) $q_{\alpha_0}(f) \geq 0$ for all $f \in C^1_0((0, \infty), \mathbb{C}^m)$.

Moreover, $f_\alpha$ satisfies (6.2) and (6.3) with $\alpha = \alpha_0$.

**Proof.** Define

$$\alpha_0 := \inf\{\alpha > 0: q_\beta \text{ is nonnegative for all } \alpha > \beta\}. \quad (6.4)$$
Then by hypothesis $0 < \alpha_0 < +\infty$. Also the continuity of the maps 
$\alpha \mapsto \hat{A}(\alpha)$, $\alpha \mapsto \hat{B}(\alpha)$, and $\alpha \mapsto \hat{F}(\alpha)$ implies that (b) is satisfied.

Suppose, for the sake of contradiction, that $q_\alpha(\xi)$ is 
strictly positive whenever $\xi \in C^\infty([0, \infty), \mathbb{R}^m) \setminus \{0\}$ with $\xi$ and all 
its derivatives contained in $L^2([0, \infty), \mathbb{R}^m)$. Since $q_\alpha$ is regular 
all bounded solutions of (6.2) are contained in $C^\infty$ (see Lemma 
3.2) and hence $q_\alpha$ is strictly positive on solutions of (6.2). 
Therefore, by Proposition 6.1, $q_{\alpha_0}$ is coercive. However, the 
continuity of the maps $\alpha \mapsto \hat{A}(\alpha)$, $\alpha \mapsto \hat{B}(\alpha)$, and $\alpha \mapsto \hat{F}(\alpha)$ then 
implies that $q_\alpha$ is coercive for all $\alpha$ in some neighborhood of $\alpha_0$.

This contradicts (6.4). Thus there must exist a nontrivial 
$\xi_p \in C^\infty([0, \infty), \mathbb{R}^m)$, with $\xi_p$ and all its derivatives contained in 
$L^2([0, \infty), \mathbb{R}^m)$, that satisfies (a).

Finally, (a) and (b) imply that the first variation of $q_{\alpha_0}$
at $\xi_p$ is zero and hence that $\xi_p$ is a weak solution of the 
corresponding Euler equation (6.2) and that $\xi_p$ satisfies the 
natural boundary condition (6.3).

Our next result gives a sufficient condition for the 
quadratic form $\frac{\xi}{q_\alpha}$ (as given by (5.11)) to be regular.

Lemma 6.3. Let $C_0$ satisfy the Legendre-Hadamard condition.

Suppose, in addition, that $\mathcal{M}$ is strictly positive definite. Then 
for every $\alpha > 0$ and $t \in \mathbb{R}^n$ there are constants $c_1 = c_1(\alpha, t) > 0$ 
and $c_2 = c_2(\alpha, t) > 0$ such that (cf. (3.9)) 

$$ g \cdot \mathcal{L}(\lambda)g = g \cdot [\lambda^2 \mathcal{M} + \lambda (N_\xi + N_\xi^T) + P^\alpha_{\xi}] g \geq (c_1 \lambda^2 + c_2) |g|^2 $$

for every $\lambda \in \mathbb{R}$ and $g \in \mathbb{R}^n$. Here $\mathcal{M}, N_\xi$ and $P^\alpha_{\xi}$ are given by (3.6).
Proof. Given $\alpha > 0$ and $\xi \in \mathbb{R}^N$, (3.10) and the Legendre-Hadamard condition imply that, for every $\lambda \in \mathbb{R}$ and $\xi \in \mathbb{R}^N$,

$$\xi \cdot L(\lambda)\xi \geq \alpha^2 |\xi|^2. \quad (6.5)$$

Suppose, for the sake of contradiction, that for every positive integer $i$ there is a $\lambda_i \in \mathbb{R}$ and an $\xi_i \in \mathbb{R}^N$, with $|\xi_i| = 1$, such that

$$\xi_i \cdot L(\lambda_i)\xi_i < (\frac{1}{i} \lambda_i^2 + \frac{1}{2} \alpha^2) |\xi_i|^2. \quad (6.6)$$

Since the unit ball is compact in $\mathbb{R}^n$, there is an $\xi \in \mathbb{R}^n$, with $|\xi| = 1$, and a subsequence (also denoted $\xi_i$) such that $\xi_i \to \xi$ as $i \to \infty$. In addition, there is a sub-subsequence (also denoted $\lambda_i$) for which either $|\lambda_i| \to +\infty$ or $\lambda_i \to \lambda$ (for some $\lambda \in \mathbb{R}$) as $i \to \infty$.

**Case I.** $\lambda_i \to \lambda$ as $i \to \infty$. We note that $L$ is continuous in both $\lambda$ and $\xi$ and let $i \to \infty$ in (6.6) to conclude that

$$\xi \cdot L(\lambda)\xi \leq \frac{1}{2} \alpha^2 |\xi|^2.$$

This contradicts (6.5).

**Case II.** $|\lambda_i| \to +\infty$ as $i \to +\infty$. We first divide (6.6) by $\lambda_i^2$ and then let $i \to +\infty$ to conclude, with the aid of (3.9), that

$$\xi \cdot M\xi \leq 0.$$

This contradicts the assumption that $M$ is strictly positive definite.

Next, we show that the assumptions of the above lemma imply that $Q_\alpha^\xi$ also satisfies the other hypothesis needed to invoke Proposition 6.2.
Lemma 6.4. Let $C_0$ satisfy the Legendre-Hadamard condition.
Suppose, in addition, that $M$ is strictly positive definite. Then
for every $\xi \in \mathbb{R}^{n-1}$ there is an $\alpha_1 > 0$ such that
\[ Q_\alpha^\xi(z) \geq 0 \quad \text{for all} \quad z \in C_0([0, \infty), \mathbb{C}^m) \]
whenever $\alpha \geq \alpha_1$.

Proof. By (3.6) we can rewrite (5.11) in the form
\[ Q_\alpha^\xi(z) = \int_0^\infty \left( \overline{\xi} \cdot \mathcal{M}_\xi + \frac{\alpha}{2} \cdot P_\xi^\alpha - 2 \Re \{ i \overline{\xi} \cdot N_\xi z \} \right) \, ds \]
where $t = (0, \xi)$. However, $M$ is strictly positive definite and $C_0$
satisfies the Legendre-Hadamard condition. Thus, for every
$\xi \in \mathbb{R}^n$, there are constants $k > 0$ and $K > 0$ such that
\[ k |z|^2 \leq \overline{\xi} \cdot \mathcal{M}_\xi, \quad |\overline{\xi} \cdot N_\xi b| \leq K |z| |b| \]
\[ \alpha^2 |b|^2 \leq \overline{b} \cdot P_\xi^\alpha b, \]
for every $z, b \in \mathbb{C}^n$ and $\alpha > 0$. Therefore the quadratic form
\[ \overline{\xi} \cdot \mathcal{M}_\xi + \frac{\alpha}{2} \cdot P_\xi^\alpha b - 2 \Re \{ i \overline{\xi} \cdot N_\xi b \} \]
will be strictly positive definite for $\alpha$ sufficiently large,
which implies the desired result.

Proof of Theorem 1 (Sufficiency). Case II. $M$ is strictly
positive definite. Fix $\xi \in \mathbb{R}^{n-1}$. Then the Legendre-Hadamard
condition, Lemma 6.3, and Lemma 6.4 imply that $Q_\alpha^\xi$ is regular for
all $\alpha > 0$ and nonnegative for sufficiently large $\alpha$.

Suppose, for the sake of contradiction, that there is an
$\alpha_* > 0$ such that $Q_{\alpha_*}^\xi$ is not nonnegative. Then by Proposition 6.2
there is an \( \alpha_0 > 0 \) and a nontrivial \( f_p \in C^\infty([0, \infty), \mathbb{C}^m) \), with \( f_p \) and all its derivatives contained in \( L^2([0, \infty), \mathbb{C}^m) \), such that \( f_p \) satisfies (6.2) and (6.3) (with \( \alpha = \alpha_0 \)) where \( A(\alpha) = M \), \( B(\alpha) = P_\xi^\alpha \), and \( F(\alpha) = N_\xi^\alpha \) \( (\xi = (0, \xi')) \). Therefore (cf. (3.7)-(3.8)) Agmon's condition is not satisfied, a contradiction. Thus \( Q_\alpha^\xi \) is nonnegative for every \( \alpha > 0 \) and \( \xi \in \mathbb{R}^{n-1} \) and hence by Lemma 5.3 we find that (5.1) is satisfied for all \( \eta \in \text{Var}(\mathbb{K}) \).

7. Quadratic Forms on a Half-line II. Singular Forms

Thus far we have proven the sufficiency portion of Theorem 1 under the additional hypothesis that either \( M = 0 \) or \( M \) is strictly positive definite. In this section we consider the final case where \( M \neq 0 \) has a nontrivial kernel.

The Legendre-Hadamard condition implies that \( M \) is positive semi-definite and that \( P_\xi^\alpha \) is strictly positive definite for \( \alpha > 0 \). Since \( M \) and \( P_\xi^\alpha \) are also symmetric we apply the spectral theorem and write

\[
M = \begin{bmatrix}
A^*_M & 0 \\
0 & 0
\end{bmatrix}, \quad P_\xi^\alpha = \begin{bmatrix}
P_\alpha^*_M & E_T \\
E & D_\alpha
\end{bmatrix}, \quad (7.1)
\]

where \( A^*_M \in \text{Sym}^m \), \( B_\alpha^* = P_0^* + \alpha^2 I \) \( \in \text{Sym}^m \) and \( D_\alpha = D_0 + \alpha^2 I \) \( \in \text{Sym}^{n-m} \) are strictly positive definite for all \( \alpha > 0 \) and some positive integer \( m < n \). In addition, condition (iii) of Theorem 1 implies that certain blocks in such a representation for \( N_\xi^\alpha \)
must be zero. In particular

\[ N_x = \begin{bmatrix} \xi_* & \xi^T \\ 0 & 0 \end{bmatrix} \quad (7.2) \]

Thus, if we write

\[ Z(s) = \begin{bmatrix} \xi(s) \\ Z_0(s) \end{bmatrix} \quad (7.3) \]

then (3.6), (5.11), and (7.1)-(7.3) imply that

\[
\begin{align*}
\xi^T \xi &= \int_0^\infty \left( P(\dot{Z}, Z) + r(\dot{Z}, Z, Z_0) \right) ds \\
P(\xi, \eta) &= 2 \Re\left( \bar{\xi} \cdot A_\alpha \xi + \bar{\eta} \cdot B_\alpha^T \eta \right) \\
r(\xi, \eta, \xi_0) &= \bar{\xi} \cdot D_\alpha \xi + 2 \Re\left( \bar{\xi} \cdot E_\alpha \eta - i \bar{\xi} \cdot G^T \xi \right). \quad (7.4)
\end{align*}
\]

If \( \xi, \eta, \xi_0 \in \mathbb{C}^m \) are fixed then (7.4) is quadratic in the vector \( \xi \). Since \( D_\alpha \) is strictly positive definite this quadratic has a minimum that is achieved by a unique vector \( Z_M \). If we take the first variation of (7.4) with respect to \( \xi \) we find that, for every \( \xi_0 \in \mathbb{C}^{n-m} \),

\[ h \cdot D_\alpha \xi_M + \bar{h} \cdot D_\alpha \xi_M + 2 \Re(\bar{h} \cdot (E_\alpha \bar{\xi} - i \xi_0 \bar{\xi})) = 0 \]

and hence that

\[ D_\alpha \xi_M + D_\alpha \xi_M + 2 \Re(\bar{h} \cdot (E_\alpha \bar{\xi} - i \xi_0 \bar{\xi})) = 0, \quad (7.5) \]

\[ D_\alpha \xi_M - D_\alpha \xi_M - 2i \Im(\bar{h} \cdot (E_\alpha \bar{\xi} - i \xi_0 \bar{\xi})) = 0. \]

If we add (7.5) to (7.5) and solve for \( Z_M \) we find that

\[ Z_M = -D_\alpha^{-1}(E_\alpha \bar{\xi} + i \xi_0 \bar{\xi}) \]

and hence

\[ r(\xi, \eta, Z_M) = -(E_\alpha \bar{\xi} + i \xi_0 \bar{\xi}) \cdot D_\alpha^{-1}(E_\alpha \bar{\xi} + i \xi_0 \bar{\xi}). \]

Since \( Z_M \) minimizes (7.4) we arrive at the following result.
Proposition 7.1. Let $\mathcal{C}_0$ satisfy the Legendre-Hadamard condition and condition (iii) of Theorem 1. Suppose that $\mathcal{M} \neq \emptyset$ is singular. Then for every $z = [f] \in \mathcal{C}^1_0([0, \infty), \mathbb{C}^n)$

$$Q_\alpha(z) \geq q_\alpha(f)$$

with equality if and only if

$$z_0(s) = -D^{-1}_\alpha(\mathcal{E}_f(s))$$

for every $s \in [0, \infty)$. Here

$$q_\alpha(f) := \int_0^\infty \left( z^* \cdot A(\alpha) z + z^* \cdot B(\alpha) z - 2 \text{Re}(z^* \cdot F(\alpha)f) \right) ds$$

$$A(\alpha) := A_\alpha - E^T D^{-1}_\alpha E, \quad B(\alpha) := E^*_\alpha - E^T D^{-1}_\alpha E,$$

$$F(\alpha) := E^*_\alpha - E^T D^{-1}_\alpha E$$

(7.6)

In order to apply Proposition 6.2 we show that $q_\alpha$ is regular.

Lemma 7.2. Let $\mathcal{C}_0$ satisfy the Legendre-Hadamard condition and condition (iii) of Theorem 1. Suppose that $\mathcal{M} \neq \emptyset$ is singular. Then for every $\alpha > 0$ and $\xi \in \mathbb{R}^n$ there are constants $c_1 = c_1(\alpha, \xi) > 0$ and $c_2 = c_2(\alpha, \xi) > 0$ such that (cf. (6.1)), for every $\lambda \in \mathbb{R}$ and $g \in \mathbb{R}^m$,

$$g \cdot R(\lambda) g = g \cdot [\lambda^2 A(\alpha) + \lambda (F(\alpha) + F(\alpha)^T) + B(\alpha)] g \geq (c_1 \lambda^2 + c_2) |g|^2,$$

where $A(\alpha)$, $B(\alpha)$, and $F(\alpha)$ are given by (7.6).

Proof. Given $\alpha > 0$ and $\xi \in \mathbb{R}^n$, (3.10) and the Legendre-Hadamard condition imply that, for every $\lambda \in \mathbb{R}$ and $g \in \mathbb{R}^n$

$$g \cdot L(\lambda) g \geq \lambda^2 |g|^2.$$

If we let $g = [g | g]^T$ then by (7.1), (7.2), and (6.1) we find that
\[
\begin{bmatrix}
\lambda^2 \mathbf{e} \cdot \mathbf{A} \mathbf{e} + \lambda \mathbf{e} \cdot (\mathbf{E}^T \mathbf{e} + \mathbf{V}^T \mathbf{e}) + \mathbf{e} \cdot \mathbf{B} \mathbf{e}
\end{bmatrix} \geq \begin{bmatrix}
\alpha^2 |\mathbf{e}|^2
\end{bmatrix}.
\]

In particular we let \( \mathbf{e} = -\mathbf{D}^{-1}_\alpha (\mathbf{E} \mathbf{e} + \lambda \mathbf{e}) \) to conclude, with the aid of (7.6), that

\[
\mathbf{e} \cdot \mathbf{R}(\lambda) \mathbf{e} \geq \alpha^2 |\mathbf{e}|^2
\]

for every \( \mathbf{e} \in \mathbb{R}^m \).

The proof of Lemma 6.3 now shows that (7.7) implies the desired result provided \( \mathbf{A}(\lambda) \) is strictly positive definite for every \( \lambda > 0 \). In order to prove this we let \( \mathbf{e}_0 \in \mathbb{R}^n \) and \( \mathbf{y} \in \mathbb{R}^n \) be of the form

\[
\mathbf{e}_0 = \begin{bmatrix} \mathbf{0} \\ \mathbf{u}_0 \end{bmatrix}, \quad \mathbf{y} = \begin{bmatrix} \mathbf{u}_* \\ \mathbf{q} \end{bmatrix}.
\]

Then (7.1), (7.2), and Lemma 3.1 imply that

\[
|\mathbf{u}_* \mathbf{G}^T \mathbf{y}_0|^2 \leq (\mathbf{u}_0 \cdot \mathbf{D}_0 \mathbf{u}_0)(\mathbf{u}_* \mathbf{A}_* \mathbf{u}_*).
\]

Define

\[
\mathcal{I}_\alpha := \begin{bmatrix} \mathbf{A}_* & \mathbf{G}^T \\ \mathbf{G} & \mathbf{D}_\alpha \end{bmatrix}.
\]

Then \( \mathcal{I}_\alpha \) is symmetric and

\[
\begin{bmatrix} \mathbf{x} \mathbf{u}_* \\ \mathbf{y} \mathbf{y}_0 \end{bmatrix} \mathcal{I}_\alpha \begin{bmatrix} \mathbf{x} \mathbf{u}_* \\ \mathbf{y} \mathbf{y}_0 \end{bmatrix} = \mathbf{x}^2 (\mathbf{u}_* \mathbf{A}_* \mathbf{u}_*) + \mathbf{y}^2 (\mathbf{y}_0 \cdot \mathbf{D}_0 \mathbf{y}_0) + 2\mathbf{x} \mathbf{y} (\mathbf{u}_* \mathbf{G}^T \mathbf{y}_0) + \mathbf{y}^2 (\alpha^2 |\mathbf{y}_0|^2).
\]

Since \( \mathbf{A}_* \) is strictly positive definite and \( \mathbf{D}_0 \) is positive semi-definite (by the Legendre-Hadamard condition), equations (7.8) and (7.9) imply that \( \mathcal{I}_\alpha \) is strictly positive definite for every \( \alpha > 0 \).
Finally, if we let \( y \in \mathbb{R}^n \) be of the form

\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_n \\ -D^{-1}_\alpha \mathbf{g} y_n \end{bmatrix}
\]

we find that

\[
y \cdot T_\alpha y = y_n \cdot (A_n - G^T D^{-1}_\alpha G) y_n.
\]

Therefore \( A(\alpha) = A_n - G^T D^{-1}_\alpha G \) is strictly positive definite.

Next, we show that the assumptions of the above lemma imply that \( q_\alpha \) also satisfies the other hypothesis needed to invoke Proposition 6.2.

**Lemma 7.3.** Let \( C_0 \) satisfy the Legendre-Hadamard condition and condition (iii) of Theorem 1. Suppose that \( M \neq 0 \) is singular. Then for every \( t \in \mathbb{R}^n \) there is an \( \alpha_1 > 0 \) such that

\[
q_\alpha(f) \geq 0 \quad \text{for all} \quad f \in C^1_0([0, \infty), \mathbb{C}^m)
\]

whenever \( \alpha \geq \alpha_1 \). Here \( A(\alpha) \), \( B(\alpha) \), and \( F(\alpha) \) are given by (7.1), (7.2), and (7.6).

**Proof.** We note that \( D_\alpha = D_0 + \alpha^2 \mathbf{I} \) and hence for every \( \varepsilon > 0 \) there is an \( \alpha_2 > 0 \) such that

\[
|D^{-1}_{\alpha_2}| \leq \varepsilon \quad \text{whenever} \quad \alpha > \alpha_2.
\]

Thus by (7.6) and the fact that \( A(\alpha) \) is positive definite (cf. the proof of Lemma 7.2) there is an \( \alpha_3 > \alpha_2 \) and constants \( k > 0 \) and \( K > 0 \) such that

\[
k|\mathbf{a}|^2 \leq \mathbf{a} \cdot A(\alpha) \mathbf{a}, \quad |\mathbf{a} \cdot F(\alpha) \mathbf{b}| \leq K|\mathbf{a}||\mathbf{b}|
\]

\[
(\alpha^2 - 1)|\mathbf{b}|^2 \leq \mathbf{b} \cdot B(\alpha) \mathbf{b}
\]

for every \( \alpha > \alpha_3 \) and every \( \mathbf{a}, \mathbf{b} \in \mathbb{C}^m \). Therefore the quadratic
will be strictly positive definite for $\alpha$ sufficiently large, which implies the desired result.

Proof of Theorem 1 (Sufficiency). Final Case. $M \neq 0$ is singular. Fix $\xi \in \mathbb{R}^{n-1}$. Then the Legendre-Hadamard condition, condition (iii) of Theorem 1, Lemma 7.2, and Lemma 7.3 imply that $q_\alpha$ is regular for all $\alpha > 0$ and nonnegative for sufficiently large $\alpha$.

Suppose, for the sake of contradiction that there is an $\alpha_0 > 0$ such that $Q_\alpha^\xi$ is not nonnegative. Then by Proposition 7.1, $q_{\alpha_0}$ is not nonnegative. Thus, by Proposition 6.2 there is an $\alpha_0 > 0$ and a nontrivial $f_p \in C^\infty([0, \infty), \mathbb{C}^m)$, with $f_p$ and all its derivatives contained in $L^2([0, \infty), \mathbb{C}^m)$, such that $f_p$ satisfies (6.2) and (6.3), with $\alpha = \alpha_0$.

Define

$$z_p = \begin{bmatrix} f_p \\ -D_\alpha^{-1}(e^{i f_p} + 1\xi \cdot \nabla f_p) \end{bmatrix}.$$ 

Then a straightforward computation shows that $z_p$ satisfies (3.7) and (3.8). Therefore Agmon's condition is not satisfied, a contradiction. Thus $Q_\alpha^\xi$ is nonnegative for every $\alpha > 0$ and $\xi \in \mathbb{R}^{n-1}$ and hence by Lemma 5.3 we find that (5.1) is satisfied for all $y \in \text{Var}(\mathbb{H}^m)$.  

8. Some Examples

Our first example shows that condition (iii) of Theorem 1 is not a consequence of the Legendre-Hadamard condition and Agmon's condition. In particular we let

\[ W(\mathcal{F}) = h(\det \mathcal{F}) \quad (8.1) \]

for every \( \mathcal{F} \in \mathcal{N} \) and \( \mathcal{F} \in \text{Lin}_+ \) where \( h \in C^2((0, \infty), \mathbb{R}) \). Then the Piola-Kirchhoff stress \( \mathcal{S} \) and the elasticity tensor \( \mathcal{C} \) are given by

\[ \mathcal{S}(\mathcal{F}) = th'(t)\mathcal{F}^{-T}, \quad t := \det \mathcal{F} \quad (8.2) \]
\[ \mathcal{C}(\mathcal{F})[\mathcal{H}] = -th'(t)\mathcal{F}^{-T}\mathcal{T}_h\mathcal{F}^{-T} + (t^2h''(t) + th'(t))(\mathcal{F}^{-T}\mathcal{H})\mathcal{F}^{-T}. \]

We now fix \( \mathcal{F} \in \text{Lin}_+ \) and define \( \mathcal{A} : \text{Lin}^n \to \text{Lin}^n \) by

\[ \mathcal{A}[\mathcal{H}] := \mathcal{F}^T \mathcal{C}(\mathcal{F})[\mathcal{F} \mathcal{H}] = a_k \mathcal{H}^T + b(\mathcal{K}^T \mathcal{L}), \quad (8.3) \]
\[ a := -th'(t), \quad b := t^2h''(t) + th'(t). \]

Since \( \mathcal{F} \) is invertible it is then clear that

\[ \int_\Omega \forall \mathcal{Y} \cdot \mathcal{C}(\mathcal{F})[\forall \mathcal{Y}] \geq 0 \text{ for all } \forall \mathcal{Y} \in \text{Var} \]

if and only if

\[ \int_\Omega \forall \mathcal{Y} \cdot \mathcal{A}[\forall \mathcal{Y}] \geq 0 \text{ for all } \forall \mathcal{Y} \in \text{Var}. \]

We will prove

Proposition 8.1. Let \( \mathcal{A} \) be given by (8.3) and \( \mathcal{F} \in \mathcal{N} \). Then

(i) \( \mathcal{A} \) satisfies the Legendre-Hadamard condition if and only if \( a + b \geq 0 \);

\[ ^{18} \text{It is known (see, e.g., Simpson & Spector [25, Section 8]) that Agmon's condition is not a consequence of the Legendre-Hadamard condition and condition (iii) of Theorem 1. It is not clear whether or not the Legendre-Hadamard condition is a consequence of the other two conditions.} \]
(ii) \((A, \eta)\) satisfies Agmon's condition if and only if \(a + b \geq 0\);

(iii) \((A, \eta)\) satisfies condition (iii) of Theorem 1 if and only if \(a = 0\).

An immediate consequence of Proposition 8.1 and Theorem 1 is

Corollary 8.1.1. Let \( A \) be given by (8.3) and \( \eta \in \mathbb{R}^n \). Then necessary and sufficient conditions for

\[ 0 \leq \int_{\mathbb{R}^n} \eta y A(\eta y) \quad \text{for all} \quad y \in \text{Var}(\mathbb{R}^n) \]

are that \( a = 0 \) and \( b \geq 0 \).

Remark. The above corollary implies that, for the special material (8.1), \( A \) must be positive semi-definite in order for (5.1) to be satisfied. To see this choose \( K = W = -W^T \) and \( E_0 = E_0^T \) with \( \text{trace}(E_0) = 0 \) to conclude, with the aid of (8.3), that

\[ W \cdot A[W] = -a |W|^2, \]

\[ E_0 \cdot A[E_0] = a |E_0|^2. \]

Thus \( a = 0 \) is necessary for \( A \) to be positive semi-definite. When \( a = 0 \) we find that

\[ K \cdot A[K] = b(K \cdot I)^2. \]

Therefore \( b \geq 0 \) is necessary for \( A \) to be positive semi-definite. Clearly \( a = 0 \) and \( b \geq 0 \) are also sufficient.
Proof of Proposition 8.1. (i). Let $e, p \in \mathbb{R}^n$. Then, by (8.3)$_1$,

$$e \otimes p - A[e \otimes p] = (a + b)(e \cdot p)^2$$  (8.4)

and the result is clear.

(ii). Without loss of generality let $p = (-1, 0, 0, 0, \ldots, 0)$ and $t = r(0, 1, 0, 0, 0, \ldots, 0)$. Then, by (3.6) and (8.3)$_1$,

$$N\mathbf{e} = -(a + b)e_1B, \quad N\mathbf{t} = -ae_1t + bte_2B,$$

$$F\mathbf{x} = (a + b)te_2 \mathbf{t} + a^2 \mathbf{e},$$

and hence (3.7) and (3.8) reduce to

$$\begin{cases}
-(a + b)\dot{z}_1 - i\tau(a + b)\dot{z}_2 + a^2 z_1 = 0 \\
-\tau(a + b)\dot{z}_1 + [\tau^2(a + b) + a^2]z_2 = 0
\end{cases} \quad \text{on } (0, \infty), \quad (8.5)$$

$$(a + b)\dot{z}_1(0) + i\tau b z_2(0) = 0,$$  \quad (8.6)

$$i\tau b z_1(0) = 0.$$

Case I. $a + b = 0$. Then (8.5) implies that $z_1 = z_2 = 0$ and thus Agmon's condition is satisfied.

Case II. $a + b < 0$. Let $\tau = 0$. Then it is straightforward to show that $z_2 = 0$ and $z_1(s) = \cos(\alpha s/(-a - b)^{1/2})$ will satisfy (8.5) and (8.6). Thus $a + b \geq 0$ is necessary for Agmon's condition to be satisfied.

Case III. $a + b > 0$. If we differentiate (8.5)$_2$, solve for $\dot{z}_2$, and substitute the result into (8.5)$_1$ we find that (8.5) is equivalent to

$$\ddot{z}_1(s) - c^2 z_1(s) = 0, \quad z_2(s) = i\tau \dot{z}_1(s)/c^2,$$  \quad (8.7)

where
\[ c := \left[ \frac{\alpha^2 + (a+b)\tau^2}{a+b} \right]^{1/2} \]

is real and strictly positive. In addition (8.7) implies that (8.6) is equivalent to

\[ (\alpha^2 + a\tau^2)z_1(0) = 0, \quad a\tau z_1(0) = 0. \quad (8.8) \]

Since the only nontrivial bounded solution to (8.7) is \( z_1(s) = \exp(-cs) \) we find that in order for (8.8) to be satisfied we must set \( a\tau = 0 \) and \( \alpha^2 + a\tau^2 = 0 \). However the last two equations imply that \( \alpha = 0 \). Therefore Agmon's condition is satisfied.

(iii). Let \( \varepsilon, \eta \in \mathbb{R}^n \). Then, by (8.4), necessary and sufficient conditions for

\[ \varepsilon \cdot \eta \cdot A[\varepsilon \otimes \eta] = 0 \quad (8.9) \]

are either \( \varepsilon \cdot \eta = 0 \) or \( a+b = 0 \).

Case I. \( a+b \neq 0 \). Then \( \varepsilon \cdot \eta = 0 \) and hence

\[ A[\varepsilon \otimes \eta] = a\eta \otimes \varepsilon. \]

Thus a necessary and sufficient condition for condition (iii) of Theorem 1 to be satisfied is \( a = 0 \).

Case II. \( a+b = 0 \). Then given \( \eta \in \mathbb{R}^n \) (8.9) is satisfied for every \( \varepsilon \in \mathbb{R}^n \). In particular choose \( \varepsilon \perp \eta \). This reduces the problem to Case I.

The above example is not completely satisfactory from a physical viewpoint since the constitutive relation (8.1) is that
of an elastic fluid. We therefore give a second example that shows that condition (iii) of Theorem 1 is not a consequence of the other two conditions. Let \( \mathbf{g} \in \mathbb{R}^n \), with \( |\mathbf{g}| = 1 \), and

\[
W(F) = \frac{\mu}{2} F : F + h(\det F) + \frac{\omega}{2} |\mathbf{g}|^2 + \frac{\omega}{2} |F^{-T}\mathbf{g}|^2.
\]

Then

\[
\mathcal{G}(F) = \begin{bmatrix}
\mu F + (\det F)h'(\det F)F^{-T} \\
+ \omega F\mathbf{g}\mathbf{g} - \omega F^{-T}\mathbf{g}\mathbf{g}^{-1}F^{-T}\mathbf{g}
\end{bmatrix},
\]

\[
\mathcal{C}(I)[\mathbf{H}] = 2\mu I + \lambda(\mathbf{E} : I)I + 2\omega \mathbf{g}\mathbf{g} + 2\omega \mathbf{g}\mathbf{g},
\]

where \( \lambda = h''(1) - \mu \) and \( \mathbf{E} = \frac{1}{2}(\mathbf{H} + \mathbf{H}^T) \). We note that the choice 
\[
\mu = -h'(1)
\]

insures that the reference configuration is a natural state.

We now let \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \) and define

\[
\alpha := \mathbf{a} \cdot \mathbf{g}, \quad \mathbf{A} := \mathbf{a} - \alpha \mathbf{g}, \\
\beta := \mathbf{b} \cdot \mathbf{g}, \quad \mathbf{B} := \mathbf{b} - \beta \mathbf{g}.
\]

Then

\[
\mathcal{C}(I)[\mathbf{a} \otimes \mathbf{b}] = \begin{bmatrix}
\mu (\mathbf{a} \otimes \mathbf{b} + \mathbf{b} \otimes \mathbf{a}) + \lambda (\mathbf{a} \cdot \mathbf{b})I \\
+ \omega (\mathbf{a} \otimes \mathbf{g} + \mathbf{g} \otimes \mathbf{a}) + \omega (\mathbf{b} \otimes \mathbf{g} + \mathbf{g} \otimes \mathbf{b})
\end{bmatrix} \tag{8.10}
\]

and hence

\[
\mathbf{a} \otimes \mathbf{b} \cdot \mathcal{C}[\mathbf{a} \otimes \mathbf{b}] = \begin{bmatrix}
\mu |\mathbf{A}||\mathbf{B}|^2 + (\mu + \lambda)(\mathbf{A} \cdot \mathbf{B})^2 + (2\mu + \lambda + 4\omega)\alpha^2 \beta^2 \\
+ 2(\mu + \lambda + \omega)\alpha \beta \cdot (\mu + \omega)(\alpha^2 |\mathbf{B}|^2 + \beta^2 |\mathbf{A}|^2)
\end{bmatrix}
\]

where we have written \( \mathcal{C} \) for \( \mathcal{C}(I) \). We let

\[
2\mu + \lambda + 4\omega = 0 \tag{8.11}
\]

and apply the arithmetic-geometric mean inequality to conclude that
\[ s^\alpha \mathcal{C}[s^\beta] \geq \mu |A|^2 |B|^2 + (\mu + \lambda)(A \cdot B)^2 - \lambda \frac{2}{2} |B|^2 + \beta |A|^2 \].

Thus, given (8.11), the Legendre-Hadamard condition will be satisfied if
\[ \mu \geq 0, \ 2\mu + \lambda \geq 0, \text{ and } \lambda < 0. \quad (8.12) \]

Next, we combine (8.10) and (8.11) to conclude that
\[ \mathcal{C}[s^\alpha] = \lambda [I - s^\alpha] \]
and hence that
\[ s^\alpha \mathcal{C}[s^\alpha] = 0 \]

Thus, given (8.11) and (8.12), condition (iii) of Theorem 1 will not be satisfied.

Finally, in order to verify that Agmon's condition is satisfied, we let \( \eta = \varphi \) and, without loss of generality, we choose coordinates so that \( \eta = (-1, 0, 0, \ldots, 0) \) and \( \xi = (0, 0, 0, \ldots, 0) \). Then by (3.6), (8.10), and (8.11)
\[
\begin{align*}
M_\xi &= (\mu + \omega) [\varphi - (\varphi \cdot \eta) \eta], \\
N_\xi &= (\mu + \omega) (\varphi \cdot \eta) \xi + \lambda (\varphi \cdot \xi) \eta, \\
\overline{E}_\xi &= (\mu \tau^2 + \alpha^2) \varphi + (\mu + \lambda) (\varphi \cdot \xi) \xi + \omega \tau^2 (\varphi \cdot \eta) \eta.
\end{align*}
\]
and hence (3.7) and (3.8) reduce to
\[
\begin{bmatrix}
-\tau (\mu + \lambda + \omega) \ddot{z}_2 + [(\mu + \omega) \tau^2 + \alpha^2] \dot{z}_1 &= 0 \\
-(\mu + \omega) \ddot{z}_2 - \tau (\mu + \lambda + \omega) \ddot{z}_1 + [(2\mu + \lambda) \tau^2 + \alpha^2] \dot{z}_2 &= 0 \\
-(\mu + \omega) \ddot{z}_j + (\mu \tau^2 + \alpha^2) \dot{z}_j &= 0
\end{bmatrix}
\]
on \( (0, \infty) \) \quad (8.13)
\[ \lambda \tau z_2(0) = 0, \quad (\mu + \omega) z_j(0) = 0 \]
\[ (\mu + \omega)(\dot{z}_2(0) - 1 \tau z_1(0)) = 0 \]  
(8.14)

for \( j = 3, 4, \ldots, n \).

If we assume that \( \mu \) and \( \lambda \) satisfy (8.12) then, by (8.11),

\[ \mu + \omega > 0 \]  
(8.15)

and hence \((8.13)_3\), \((8.14)\), and the fact that \(|z_j|\) is bounded imply that \( z_j \equiv 0 \) for \( j = 3, 4, \ldots, n \).

If we differentiate \((8.13)_1\) and substitute the result into \((8.13)_2\) we find, with the aid of \((8.12)\), \((8.13)_1\), \((8.14)\), and \((8.15)\), that

\[-\left( \frac{\mu + \lambda + \omega}{\mu + \omega} \right) \tau^2 z_2 + \left( \frac{\mu + \lambda + \omega}{\mu + \omega} \right) \tau \alpha z_2 = 0 \text{ on } (0, \infty), \]

\[ \tau z_2(0) = 0, \quad \left[ 1 + \frac{\tau^2(\mu + \lambda + \omega)}{(\mu + \omega)\tau^2 + \alpha^2} \right] z_2(0) = 0. \]

It is now easy to show that \((8.12)\) implies that the coefficients in the above differential equation have opposite signs for every \( \alpha \neq 0 \) and hence that \( z_2 \equiv 0 \) is the only bounded solution to this initial value problem. It then follows from \((8.13)_1\) that \( z_1 \equiv 0 \) and hence that \( z \equiv 0 \) is the only bounded solution to \((8.13)\) and \((8.14)\).

Our third example shows that, unlike Agmon's condition, the complementing condition can fail at the unique global minimizer of the energy. Following Ball & James [4, Section 7b] we let

---

19The complementing condition is equivalent to the requirement that \( \chi = 0 \) be the only bounded exponential solution to (3.2) when \( \alpha = 0 \).
\[ n = 2 \text{ and} \]
\[
W(F) = \frac{1}{2} F F^T + h(\det F) \tag{8.16}
\]

where \( h \in C^2(\mathbb{R}^+,\mathbb{R}) \) and satisfies

\[
\lim_{t \to 0^+} h(t) = \lim_{t \to \infty} h(t) = +\infty,
\]
\[
h''(t) > 0 \text{ for } t \in (0,1) \cup (1,\infty),
\]
\[
h'(1) = -1, \quad h''(1) = 0. \tag{8.17}
\]

Then, by (8.16) and (8.17),

\[
\xi(F) = F + (\det F)h'(\det F)F^{-T},
\]
\[
\zeta(I)[H] = H + H^T - (H \cdot I)I. \tag{8.18}
\]

Thus (cf., e.g., Simpson & Spector [24, 25]) the complementing condition fails at \((\zeta(I), \eta)\) for any \( \eta \in \mathbb{R}^2 \).

We now consider the problem of minimizing the energy of a half-ball composed of material with constitutive relation (8.10). We claim that

\[
\int_{B_0} W(I)dx < \int_{B_0} W(I + \nabla \chi)dx
\]

for every nontrivial \( \chi \in \text{Var}(\mathbb{R}^2) \) and hence that \( \varphi = \chi \) is the unique global minimizer of the energy.

To verify the above claim we first minimize (8.16). By (8.17) we find that a global minimizer to (8.16) must exist and satisfy \( \xi = 0 \). By (8.18) we then conclude that this minimizer must satisfy

\[
F F^T = kI, \quad k = (\det F)h'(\det F) \tag{8.19}
\]

and hence

\[
W_{\text{min}} = k + h(k).
\]
If we minimize the last expression with respect to $k$ we find that
$h'(k) = -1$ and therefore we conclude, with the aid of (8.17)$_2$ and
(8.17)$_3$ that $k = 1$. Thus the global minimizers of (8.16) are the
orthogonal linear transformations with positive determinant.

By the previous paragraph we find that any global minimizer
of the energy must satisfy

$$v_f(x)v_f(x)^T = I.$$  

However a standard result$^{20}$ then implies that $v_f(x) \equiv c_0$, a
constant. Since $f(x) = x$ on $\delta(M)/\partial M$ this proves our assertion.

Remark. Ball & James [4, Section 7b] consider a family of
constitutive relations that include (8.16) with (8.17)$_1$, (8.17)$_3$, and

$$h''(t) = 0 \text{ for } t \in (1-a, 1+b),$$
$$h''(t) > 0 \text{ for } t \in (0, 1-a) \cup (1+b, +\infty).$$

(Thus any global minimizer must satisfy (8.19) with $k \in (1-a, 1+b)$.)
They show that there are an infinite number of linearly
independent global minimizers to this problem. (In particular
any analytic function whose derivative is uniformly close to 1 on
$\partial M$ will minimize the energy.) They use this example to
illustrate the occurrence of minimizers that contain arbitrarily
small oscillations at the boundary.

9. Appendix

We herein sketch a proof of the sufficiency portion of
Proposition 6.1. All of the following results are taken from
De Figueiredo [8].

$^{20}$Cf., e.g., Gurtin [9, p. 49].
Proposition 9.1. Let $q_\alpha$ be regular at a given $\alpha > 0$. Then there is a constant $k_1 = k_1(\alpha) > 0$ such that (cf. (2.1))

$$q_\alpha(\xi) \geq k_1 \| \xi \|_1^2$$

for all $\xi \in C^0_0([0, \infty), \mathbb{C}^m)$ that satisfy $\xi(0) = 0$.

Proof. Given $\xi \in C^0_0([0, \infty), \mathbb{C}^m)$ that satisfies $\xi(0) = 0$ extend the domain of $\xi$ to $\mathbb{R}$ by setting $\xi(s) = 0$ for $s \leq 0$. Define

$$\hat{\xi}(\tau) := (2\pi)^{-1/2} \int_{-\infty}^{+\infty} \xi(s) \exp(-i\tau s) ds.$$

Then, by Plancherel's Theorem,

$$q_\alpha(\xi) = \int_{-\infty}^{+\infty} \left( \tau \frac{2\pi}{\alpha} \hat{\xi} \cdot A \hat{\xi} + \frac{\alpha}{2} \hat{\xi} \cdot B \hat{\xi} + \tau \hat{\xi} \cdot (F + \xi^T \xi) \hat{\xi} \right) d\tau.$$

Therefore, since $q_\alpha$ is regular, there are constants $c_1 = c_1(\alpha) > 0$ and $c_2 = c_2(\alpha) > 0$ such that

$$q_\alpha(\xi) \geq \int_{-\infty}^{+\infty} (c_1 \tau^2 + c_2) |\hat{\xi}(\tau)|^2 d\tau.$$

The desired result now follows from Plancherel's Theorem.

The following is then a standard corollary.\(^{21}\)

Corollary 9.1.1. Let $q_\alpha$ be regular at a given $\alpha > 0$. Then for any $\xi \in \mathbb{C}^m$ there exists a unique $\xi \in C^0([0, \infty), \mathbb{C}^m)$, with $\xi$ and all its derivatives contained in $L^2([0, \infty), \mathbb{C}^m)$, such that $\xi$ satisfies (6.2) and $\xi(0) = \xi$.

---

\(^{21}\)Cf., e.g., De Figueiredo \([8, \text{Section 3]}\) or Agmon, Douglis & Nirenberg \([2, \text{Theorem 3.2]}\).
Lemma 9.2. Let \( q_\alpha \) be regular at a given \( \alpha > 0 \). Suppose in addition that \( q_\alpha(f) \) is strictly positive whenever \( f \) is a nontrivial solution of (6.2). Then there is a constant \( k_2 = k_2(\alpha) > 0 \) such that

\[
q_\alpha(f) \geq k_2 \| f \|_1^2
\]

whenever \( f \) is a solution of (6.2).

Proof. The set of functions that satisfy (6.2) is a finite dimensional vector space. It is not difficult to show that both \( q_\alpha(\cdot) \) and \( \| \cdot \|_1 \) are norms on this space. Since any two norms are equivalent on a finite dimensional vector space, the result follows.

We now define a bilinear form associated with \( q_\alpha \). Let

\[
b_\alpha(f, g) := \int_0^\infty \left( \frac{1}{2} \sum_{j=1}^N (\xi_{j}\cdot \xi_{j} + \eta_{j}\cdot \eta_{j}) \right) - 2 Re (i\xi_{j}\cdot \eta_{j}) ds.
\]

Proof of Proposition 6.1 (Sufficiency). Suppose that \( q_\alpha \) is regular and strictly positive on bounded solutions of (6.2). Let \( g \in C_0^1([0, \infty), \mathbb{C}^m) \). Define \( \xi \in C^\infty([0, \infty), \mathbb{C}^m) \) to be the unique bounded solution of (6.2) with \( \xi(0) = g(0) \) and let \( \eta := g - \xi \).

Then

\[
q_\alpha(\eta) = q_\alpha(\xi) + b_\alpha(\eta, \xi) + b_\alpha(\xi, \eta) + q_\alpha(\eta).
\]

Now the middle two terms on the right-hand side of the above equation are zero since \( \xi \) satisfies (6.2) and \( \eta(0) = 0 \).

Therefore, by Proposition 9.1 and Lemma 9.2 we find that

\[
q_\alpha(\eta) \geq k_2(\alpha) \| \xi \|_1^2 + k_1(\alpha) \| \eta \|_1^2
\]

\[
\geq k \| \xi + \eta \|_1^2 = k \| g \|_1^2
\]

where \( k = \min(k_1, k_2)/2 \). This is the desired result.
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