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Abstract. In this work we introduce and analyze a new explicit method for solving numerically scalar conservation laws. The time-discretization of the method is based on a second order accurate TVD Runge-Kutta technique (used recently by Osher and Shu [12] to solve scalar conservation laws in the framework of finite difference schemes), while the space-discretization is based on a discontinuous finite element method for which the approximate solution is taken to be piecewise linear in space (i.e., the local projection $P^0 P^1$ discontinuous Galerkin method introduced recently by Chavent and Cockburn [3]). The resulting scheme is TVBM (total variation bounded in the means), converges to a weak solution, and is formally second order accurate in time and space for $c/f < 0, 1/3$. We give extensive numerical evidence that the scheme does converge to the entropy solution, and that the order of convergence away from singularities is optimal, i.e., equal to 2 in the norm of $L^\infty(L^\infty_{loc})$.
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1. Introduction. In this work we introduce and analyze a new explicit method, called the Runge-Kutta Local-Projection Discontinuous-Galerkin $P^1$ (RKEP$P^1$) method, for solving numerically the scalar conservation law:

\begin{equation}
\begin{aligned}
\partial_t u + \partial_x f(u) &= 0, & \text{in } (0, T) \times \mathcal{C}, \\
u(t = 0) &= u_0, & \text{on } \mathcal{C},
\end{aligned}
\end{equation}

where $\mathcal{C}$ is a circle, the nonlinear function $f$ is $C^1$, and the initial data $u_0$ belongs to the space $BV(\mathcal{C})$, the space of real-valued functions with finite total variation on $\mathcal{C}$. We have chosen to work in a periodic setting in order to avoid the problem of the numerical treatment of the boundary conditions. The case of non-periodic boundary conditions will be considered elsewhere.

The RKEP$P^1$ method is an explicit conservative scheme that displays a convenient local maximum principle and has the property of being total variation bounded in the means (TVBM). At the same time, it is linearly stable under the mild condition $c/f < 1/3$, and formally second order accurate in the $L^\infty(0, T; L^\infty_{loc})$-norm even in the presence of extrema and sonic points. We prove the convergence in $L^\infty(0, T; L^1(\mathcal{C}))$ of a subsequence of the sequence of approximate solutions generated by the method to a weak solution of (1.1).
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We also give extensive numerical evidence that the scheme does converge to the entropy solution— the only weak solution with physically relevant meaning— and that the order of convergence away from singularities is optimal; i.e., equal to 2 in the $L^\infty(0, T; L^\infty_{loc})$-norm.

Historically, the $RKAIP^1$—method has been originated from two sources. On the one hand, recently, Chavent and Cockburn [3] introduced and analyzed what they called the $\Pi^1$—scheme for scalar conservation laws. In this finite element method the approximate solution is piecewise-constant in time and piecewise-linear in space. It is determined by using the weak formulation of the explicit Discontinuous Galerkin Method, introduced by Chavent and Salzano in [4], and a local projection based on the monotonicity-preserving local projections introduced by Van Leer [10]. This local projection, the $\Pi_k$—projection, guarantees a local maximum principle and the TVDM (total variation diminishing in the means) property. It was proven that these properties, together with the conservativity of the scheme, ensure the convergence of a subsequence to a weak solution, and extensive numerical evidence showing that the scheme converges to the entropy solution at a rate of $O(h)$ in the norm of $L^\infty(0, T; L^1(\mathbb{R}))$ (even in the presence of discontinuities) was given. Unfortunately, any attempt to obtain higher order accurate extensions of the $\Pi^1$—scheme staying in the framework of this finite element technique leads naturally to implicit schemes. And it is very well known that implicit schemes do not perform as well as explicit ones for this kind of problems (on this respect we want to bring the reader's attention to the explicit-implicit version of the PPM-scheme; see [7]).

On the other hand, also very recently, Shu and Osher [12] showed how to use efficiently Runge-Kutta techniques in order to obtain total variation diminishing (TVD) high order accurate time-discretizations of scalar conservation laws. They use the method of lines; i.e., first, they discretize the equation in space by using a finite difference non-oscillatory technique. The equation satisfied by the approximate solution can be then written in ODE form: $\frac{d}{dt} u_h = L_h(u_h)$. Then, the latter equation is discretized in time by using a suitably chosen Runge-Kutta technique. This is done in such a way that the local truncation error of the resulting scheme is formally $O(\Delta t + h^r)$ whenever $L_h(u)$ approximates $-\partial_x f'(u)$ with an $O(h^r)$ error; see [12]. These Runge-Kutta techniques are essentially ODE-discretization techniques which do not increase the total variation of the spatial part, and so are absolutely independent of the type of discretization used in space as well as of the dimension of the space variables. As long as the spatial dimension is bigger than one, finite difference approximations of $L_h$ are difficult to obtain when the domain has a complicated geometry. However, this is not the case if a finite element discretization technique is used! It is then very natural to combine the above mentioned Runge-Kutta technique with the finite element space discretization of the $P^0P^1$—scheme. The $RKAIP^1$—scheme is a realization of this idea.

The $RKAIP^1$—method is obtained in three steps:

1. the conservation law is discretized in space by using the explicit discontinuous-Galerkin finite element used by Chavent and Salzano [4]. An ODE of the form
\[ \frac{d}{dt} u_h = L_h(u_h) \] is thus obtained;

(2) the latter ODE is discretized in time by using a suitable chosen TVD Runge-Kutta technique as indicated by Shu and Osher [12];

(3) a TVBM extension of the TVDM AIM – projection introduced by Chavent and Cockburn [3] is then used adequately in order to render the scheme stable and the sequence of approximate solutions compact in \( L^\infty(0,T;L^1(C)) \), without compromising the accuracy of the method.

Higher order accurate versions of this scheme, as well as extensions to the nonperiodic case will be considered in a forthcoming paper. Also, n-dimensional extensions of it will be developed elsewhere.

An outline of the paper follows. In Section 2 the discretization of the scalar conservation law in space is obtained. In Section 3 the time discretization is constructed. In Section 4 the AIM – projection is studied. In Section 5 the RKAIMP1 – method is defined and its stability, formal accuracy and convergence properties are proven. Finally, in Section 6 our numerical results are shown.

2. The space-discretization.

2.1 Preliminaries. First, let us introduce some notations. As usual, the set \( \{x_{i+1/2}\}_{i=0,\ldots,n-1} \) is a partition of the circle \( C \). For commodity, we define \( x_{i+1/2} \) to be \( x_{i+1/2} \) if \( j = i \mod(nx) \), in this way we can write for example \( x_{i-1/2} = x_{nx-1/2}, \)
\( x_{nx+1/2} = x_{1/2}, \)
\( x_{nx+3/2} = x_{3/2}. \)
We define \( \Delta x_i = x_{i+1/2} - x_{i-1/2}, \) denote by \( I_i \) the interval \( (x_{i-1/2}, x_{i+1/2}) \), and set \( h = sup\{\Delta x_i\} \). By \( I(a_1, \ldots, a_m) \) we shall denote the closed interval \( \min\{a_1, \ldots, a_m\}, \max\{a_1, \ldots, a_m\} \).

The weak formulation on which the discretization in space of the explicit Discontinuous Galerkin method is based, see [3,4], on the definition of the Godunov numerical flux, and on a formal integration by parts formula that we next recall.

The Godunov flux associated to the function \( h, h^G \), is a consistent two-point numerical flux \( h^G(w,w) = h(w) \) – defined to be

\[
\begin{align*}
  h^G(w,v) &= h(\xi), \quad \text{with} \quad \xi \in I(w,v): \\
  (h(\xi) - h(c)) \cdot \text{sign}(w-v) &\leq 0, \quad \forall c \in I(w,v).
\end{align*}
\]

See Osher [9], and Brenier and Osher [1] for further details.

The equality:

\[
\int_{I_i} \partial_t u \cdot \varphi - \int_{I_i} f(u) \cdot \partial_x \varphi + \int_{\partial I_i} f(u) \cdot \varphi \cdot n_x = 0, \quad \forall \varphi \in C^1(I_i),
\]
where \( n_z \) is the outward unit normal to \( \partial I_i \), is obtained by simply multiplying (1.1) by \( \varphi \), integrating over the domain \( I_i \), and formally integrating by parts. In order to compute numerically integrals over \( I \), we shall use a quadrature rule:

\[
\int_{I_l} \psi \approx \sum_{l=1}^{L} \omega_l \psi(x_{i,l}) \Delta x_i,
\]

where \( x_{i,l} = x_i + \theta_l \Delta x_i, \quad l = 1, \ldots, L \).

### 2.2 Space discretization by the discontinuous Galerkin method.

We proceed in two steps. First, we introduce the finite dimensional space \( V_h \). A function \( u_h \) is said to belong to \( V_h(C) \) if \( u_h \in BV(C) \cup L^1(C) \) and:

- (2.4a) In each element \( I_i \subset C, u_h \) is linear: \( u_h|_{I_i} \in P^1(I_i) \); i.e.,
  \[
  u_h(x) = \tilde{u}_i^n \varphi^0(s) + \tilde{u}_i^n \varphi^1(s), \quad x \in I_i,
  \]
  where \( \varphi^0(s) = 1 \), and \( \varphi^1(s) = 2s, \quad \forall s = (x - x_i)/\Delta x_i \in (-\frac{1}{2}, \frac{1}{2}) \).

- (2.4b) The trace of \( u_h \) in each \( \partial I_i \) is chosen as follows:
  \[
  u_h(x_{i+1/2}) = \xi_{h,i+1/2},
  \]
  \[
  f(x_{i+1/2}) = f^G(u_h(x_{i+1/2} + 0), u_h(x_{i+1/2} - 0)).
  \]

where \( f^G \) denotes the Godunov flux (2.1) associated to the function \( f \).

Now, set \( V_h(C) = \{ v_h : [0, T] \times C \rightarrow \mathbb{R} \mid v_h(t) \in V_h(C), \forall t \in [0, T] \} \). The approximate solution, \( u_h \), will be taken in the space \( V_h(C) \), and will be determined as the unique solution of:

\[
\forall t \in (0, T), \quad \forall \varphi \in P^1(I_i):
\]

\[
\int_{I_i} \partial_t u_h \cdot \varphi - \sum_{l=1}^{L} \omega_l \cdot f(u_h([x_{i,l}])) \cdot \partial_x \varphi(x_{i,l}) \Delta x_i + \int_{\partial I_i} f(\xi_h) \cdot \varphi \cdot n_x = 0,
\]

satisfying the initial condition \( u_h(t = 0) = P_h(u_h) \), where \( P_h \) is the \( L^2 \)-projection into the space \( V_h(C) \).

Roughly speaking, by using the variational formulation based on (2.2) we force the approximate solution \( u_h \) to be an approximation to a weak solution of (1.1); and by using the definition of its trace as in (2.4b) we are forcing \( u_h \) to behave like the entropy solution of (1.1).
We can easily rewrite this as the following initial value problem:

\[
\frac{d}{dt} u_h(t) = L_h(u_h(t)), \quad \text{in} \quad (0,T),
\]

\[ u_h(t = 0) = u_{0,h} \]

where the operator \( L_h \) is given by

\[
L_h(u) : \text{BV}(C) \cup L^1(C) \rightarrow V_h(C),
\]

\[ u \quad \mapsto \quad w_h, \]

and the degrees of freedom of \( w_h \) are given by

\[
\bar{w}_i = - (f^G(u(x^+_{i+1/2}), u(x^-_{i+1/2})) - f^G(u(x^+_{i-1/2}), u(x^-_{i-1/2}))/\Delta x_i,
\]

\[
\hat{w}_i = - 3(f^G(u(x^+_{i+1/2}), u(x^-_{i+1/2})) + f^G(u(x^+_{i-1/2}), u(x^-_{i-1/2})))
\]

\[
+ 2(\sum_{i=1}^{L} \omega_i f(u(x_{i,i}))) / \Delta x_i.
\]

(2.5c)

Compare this with equations (2.7) in [3].

2.3 The accuracy of the space discretization and the effect of the numerical integration.

The operator \( L_h(\cdot) \) is the discretization by the discontinuous Galerkin method under consideration of the nonlinear operator \(-\partial_x f(\cdot)\). In fact, if the function \( u \) is continuous — and the quadrature rule (2.3) used in (2.5) is exact — then from (2.5) it is easy to see that \( L_h(u) \) is nothing but \( \mathbf{P}_h(-\partial_x f(u)) \) — the \( L^2 \)-projection of \( -\partial_x f(u) \) on the finite element space \( V_h(C) \). In the following result we make precise this assertion.

**Proposition 2.1.** Assume that \( u \) is an element of \( W^{3,\infty}(C) \), that \( f' \) belongs to \( W^{2,\infty}(C(u)) \), where \( C(u) \) denotes the range of \( u \), and that the quadrature rule (2.3) is exact for polynomials of degree two. Then, there is a constant \( C \) such that

\[
\| - \partial_x f(u) - L_h(u) \|_{L^\infty(C)} \leq C h^2 \| \partial^3_x f(u) \|_{L^\infty(C)}.
\]

**Proof.** Set \( E_i(\psi) = \int_{I_i} \psi - \sum_{l=1}^{L} \omega_l \psi(x_{i,l}) \Delta x_i \). For \( x \in I_i \) we have

\[
- \partial_x f(u(x)) - L_h(u)(x) = e_1(x) + e_2(x),
\]

where

\[
e_1(x) = - \partial_x f(u(x)) - \mathbf{P}_h(-\partial_x f(u))(x),
\]

\[
e_2(x) = \mathbf{P}_h(-\partial_x f(u))(x) - L_h(u)(x)
\]

\[- = -12(x - x_i) E_i(f(u))/(\Delta x_i)^3,
\]

by the definition of \( L_h \) (2.5).
Now, using the theory of interpolation, see for example Ciarlet [5], we obtain easily

\[
\|e_1\|_{L^\infty(I_i)} \leq C(\Delta x_i)^2 \|\partial_x^2 f(u)\|_{L^\infty(I_i)},
\]
\[
\|e_2\|_{L^\infty(I_i)} \leq 6(\Delta x_i)^{-2} \|E(f(u))\|_{L^\infty(I_i)}
\leq C(\Delta x_i)^k \|\partial_x^{k+1} f(u)\|_{L^\infty(I_i)},
\]

assuming that the quadrature rule (2.3) is exact for polynomials of degree \(k\). By hypothesis we can take \(k = 2\). This proves the result.

Note that if the quadrature formula (2.3) is exact only for polynomials of degree one \(L_h(u)\) becomes only a first order accurate approximation of \(-\partial_x f(u)\), unless, of course, if \(f' = \text{constant}\).

3. The time-discretization.

3.1 The Runge-Kutta technique. Let \(\{t^n\}_{n=1,\ldots,N}\) be a partition of \([0,T]\), set \(\Delta t^n = t^{n+1} - t^n\), and let the \(cfl\) number be defined by

\[
cfl = \sup_{x \in I; n=1,\ldots,N} \frac{\Delta t^n}{\Delta x_i} \|f'\|_{L^\infty(C(u_0))},
\]

where \(C(u_0)\) denotes the convex hull of the range of the initial data \(u_0\).

Let us introduce the operator \(H^n_h\):

\[
H^n_h : BV(C) \cap L^1(C) \rightarrow V_h(C),
\]

\[
u \rightarrow P_h(u) + \Delta t^n \cdot L_h(u).
\]

We now discretize the ODE (2.3) as indicated by Shu and Osher in [12]:

(3.2a) Set \(u_h(t = 0) = P_h(u_0)\);

(3.2b) For \(n = 0,\ldots,nT - 1\) obtain \(u_h(t^{n+1})\) from \(u_h(t^n)\) as follows:

1. Compute \(w_h(t^{n+1}) = H^n_h(u_h(t^n))\);
2. Set \(u_h(t^{n+1}) = \frac{1}{2} u_h(t^n) + \frac{1}{2} H^n_h(w_h(t^{n+1}))\);

Note that the time step sizes are not necessarily equal. Note also that at each time step, \(u_h(t^{n+1})\) is obtained from \(u_h(t^n)\) by simply applying twice the operator \(H^n_h\). This makes the algorithm very easy to code.

As it is very well known, this time discretization of the ODE (2.3) is formally second order accurate. This fact, together with Proposition 2.1, allows us to say that the method (2.3) is formally second order accurate.
3.2 The linear stability. In this Subsection we assume that $\Delta x_i = h$, that $\Delta t^n = \Delta t$, and that $f'(u) = constant$. In this case the operator $H^a$ is linear. The $L^2$-stability of the iterative procedure defined by (3.2),

$$u_h(t^{n+1}) = \frac{1}{2} [Id + H_h \circ H_h](u_h(t^n)),$$

is a necessary condition for its stability. Indeed, if the method is $L^2$-unstable it is then automatically $L^p$-unstable, $\forall p \in [1, \infty]$. The reciprocal of this statement is not necessarily true; see Geveci [6]. In what follows we display the necessary and sufficient condition under which $L^2$-stability is achieved.

An iterative procedure $u_h(t^{n+1}) = A(u_h(t^n))$, $u_h(0) = P_h(u_0)$ is said to be $L^2$-stable if there exists a constant $C$ independent of the discretization parameters and the initial data $u_0$ such that

$$\|u_h(t^n)\|_{L^2(C)} \leq C \cdot \|u_0\|_{L^2(C)},$$

for every $t^n \in [0, T]$. The iterative procedure $u_+(t^{n+1}) = H_h(u_h(t^n))$ was proved to be $L^2$-stable if and only if the extremely restrictive condition $cfl = O(h^{1/2})$ is satisfied; see [2,3]. In our case we have a much more satisfactory result:

**Proposition 3.1.** Let $f$ be an affine function on $u$. Then, the method (3.2) is $L^2$-stable if and only if $cfl \leq 1/3$.

See [2,3] for details on the proof for a simpler case. It is interesting to note that the application of the Runge-Kutta technique has a stabilizing effect. We can interpret this by pointing out that in the $P^0 P^1$-scheme the precision in space was higher than the one in time, and this was responsible for the restrictive $cfl$-condition for the scheme, whereas now both the precision in space and the one in time are the same. Another interpretation is that if $A$ denotes the symbol of the operator $H_h$, and $\Gamma$ denotes the curve in the complex plane of its eigenvalues, the condition $cfl = O(h^{1/2})$ reflects the fact that there is a part of $\Gamma$ that lies outside the unit disk and that its farthest point is at a distance of $O(cfl^2)$ from it. This part of $\Gamma$ lies in a neighborhood of $z = 1$ (the fact that the point $z = 1$ lies in $\Gamma$ reflects the fact that the scheme is consistent). In our case $A = F(A) = \frac{1}{2} [Id + A^2]$ is the symbol of the new operator $\frac{1}{2} [Id + \Pi_h \circ \Pi_h]$ and the curve of its eigenvalues is $F(\Gamma) = \frac{1}{2} [1 + \Gamma^2]$. Note that the transformation $F$ leaves the point $z = 1$ invariant, and that, by the preceding result, for $cfl \leq 1/3$, $F(\Gamma)$ lies entirely in the unit disk. Roughly speaking $F$ pushes $\Gamma$ into the unit circle.

Although we have $L^2(C)$-stability of the method under a very mild $cfl$ condition in the linear case, this does not ensure its $L^2(C)$-stability in the nonlinear case. In order to render the scheme not only $L^2(C)$-stable but $L^\infty(C) \cup BV(C)$-stable, without compromising its formal second order accuracy, we are going to use the $\Pi_h$-projection, that we study in detail in the next Section.
4. The Local Projection $\Lambda \Pi_h$.

4.1 Definition of the operator $\Lambda \Pi_h$. The $\Lambda \Pi_h$-operator we are going to use is a simplified TVBM version – inspired on the TVB-technique introduced by Shu, [11]– of the $\Lambda \Pi_h$ – projection used by Chavent and Cockburn, [3]. We shall define the operators $\Lambda \Pi_h$ in three steps.

Let us first introduce the following projection operator:

$$P_{[a,b]}(c) = \begin{cases} b, & \text{if } c > b, \\ c, & \text{if } c \in [a,b], \\ a, & \text{if } c < a. \end{cases}$$

(4.1a)

Next, let $M$ be a nonnegative real number that is going to be a parameter whose purpose is to prevent the $\Lambda \Pi_h$ – projection of destroying the second order accuracy of the scheme. This parameter is strongly related to the second derivative of the initial data $a_0$, and will be estimated later. It was set equal to 0 for the $\Lambda \Pi^0 P^1$ – scheme, see [3].

Let $w_h$ be an element $V_h(C)$. We associate to $M$, and $w_h$ the set of intervals $\{I_{M,i}\}_{i=1,...,nx}$ defined as follows

$$I_{M,i} = [I(0, \eta^+_{i-1/2}) \cap I(0, \eta^-_{i+1/2})] \cup [-M \cdot h^2, M \cdot h^2],$$

(4.1b)

$$\eta^+_{i-1/2} = \eta_{i-1} - \bar{w}_{i-1},$$

$$\eta^-_{i+1/2} = \bar{w}_{i+1} - \bar{w}_i.$$

Finally, we define the operator $\Lambda \Pi_h$ as follows:

$$\Lambda \Pi_h : V_h(C) \longrightarrow V_h(C),$$

$$w_h \longmapsto w^*_h,$$

(4.1c)

where, the degrees of freedom of $w^*_h$ are defined by:

$$\bar{w}^*_i = \bar{w}_i,$$

$$\bar{w}^*_i = P_{I_{M,i}}(\bar{w}_i).$$

(4.1d)

4.2 Properties of the operator $\Lambda \Pi_h$. The following result is a straightforward consequence of the definition of the $\Lambda \Pi_h$–operator, (4.1). We use the notation introduced above.

**Lemma 4.1.** The $\Lambda \Pi_h$ – operator is a projection

(1) $\Lambda \Pi_h(w^*_h) = w^*_h$;
satisfying the following global properties:

\begin{enumerate}
\item \( \overline{w}^*_{h} = \overline{w}_{h} \);
\item \( \int_{\Omega} w^*_{h} = \int_{\Omega} w_{h} \);
\item \( \| w^*_{h} \|_{L^\infty(\Omega)} \leq \| \overline{w}_{h} \|_{L^\infty(\Omega)} + M \cdot h^2 \);
\item \( \| \overline{w}_{h}^* \|_{L^1(\Omega)} \leq \frac{1}{2} h \cdot \| \overline{w}_{h} \|_{BV(\Omega)} + M \cdot |\Omega| \cdot h^2 \).
\end{enumerate}

Thus, the operator \( \Lambda \Pi_{h} \) is a conservative, (3), (local) projection, (1), that leaves invariant the means, (2). Properties (4) and (5) allow us to control \( \Lambda \Pi_{h}(w_{h}) \) only in terms of \( \overline{w}_{h} \). This is the key fact that will allow us to obtain the compactness of the sequence of approximate solutions generated by the \( RK\Pi_{h} \) scheme, as we shall see in the next Section.

Next, we show that when the solution of the conservation law is smooth enough, the application of the \( \Lambda \Pi_{h} \) projection does not destroy the already achieved accuracy of the scheme. We state this property in the following way:

**Lemma 4.2.** Let \( u \) be an element of \( C^2(\Omega) \). Let \( P_{h} \) be the \( L^2 \) projection into \( V_{h}(\Omega) \). Then, there exists an \( h_{0} = h_{0}(u) > 0 \) and an \( M_{0} = M_{0}(u) \) such that if \( M \geq M_{0} \):

\[
\Lambda \Pi_{h}(P_{h}(u)) = P_{h}(u), \quad \forall h \leq h_{0}.
\]

**Proof.** Let us assume that \( u \in C^{3}(\Omega) \), the extension of the proof to the case under consideration is straightforward. Let \( x \) be an arbitrary point of \( \mathcal{C} \), set \( w_{h} = P_{h}(u) \) and \( w^*_{h} = \Lambda \Pi_{h}(w_{h}) \). By using Taylor expansion we can easily find that

\[
\overline{w}_{i+1} = \overline{w}_{i} + \frac{\Delta x_{i+1} + \Delta x_{i}}{2} \cdot \partial_{x} u(x) + O(h^2),
\]

\[
\overline{w}_{i} = \frac{\Delta x_{i}}{2} \cdot \partial_{x} u(x) + \frac{\Delta x_{i}}{2} \partial_{x} u(x) + O(h^3).
\]

If \( \partial_{x} u(x) \neq 0 \) it is clear that for \( h \) small enough \( \overline{w}_{i} \) will lie in the interval \( I(0, \overline{w}_{i} - \overline{w}_{i-1}) \cap I(0, \overline{w}_{i+1} - \overline{w}_{i}) \) for \( i = 1, \cdots, n + 1 \). In this case we shall have \( w^*_{h} = \overline{w}_{i} \); see (4.1).

Now let us consider the case \( \partial_{x} u(x) = 0 \). Set \( \mathcal{K} = \{ x \in \mathcal{C} : \partial_{x} u(x) = 0, \partial_{x} u(x) \neq 0 \} \) and \( \mathcal{J}_{h}^* = \{ j : the \ interval \ I(x_{j}, x) \ is \ covered \ by \ at \ most \ n \ intervals \ I_{i} \ where \ x \in \mathcal{X} \} \). From the above expressions we see that for \( h \) small there is a constant independent of \( h, c_{0} \), such that \( \max_{j \in \mathcal{J}_{h}^*} | \partial_{x} u(x) | \leq c_{0} \frac{h^2}{2} \sup_{x \in \mathcal{X}} | \partial_{x} u(x) | \). Thus, in order to have \( w^*_{j} = \overline{w}_{j} \) for \( j \in \mathcal{J}_{h}^* \) it is enough to take \( M_{0} = c_{0} \frac{h^2}{2} \sup_{x \in \mathcal{X}} | \partial_{x} u(x) | \). This proves the result.
4.3 Estimating $M \cdot h^2$. From the last proof we can obtain an algorithm for obtaining the quantity $M_\circ = M_\circ h^2$ directly from $P_h(u)$. First, note that

$$\tilde{w}_{i+1} - \tilde{w}_i = \frac{1}{2} (\Delta x_{i+1}(x_{i+1} - x) - \Delta x_i(x_i - x)) \cdot \partial_x u(x) + O(h^3)$$

In particular, when $\Delta x_i \equiv h$ then $\tilde{w}_{i+1} - \tilde{w}_i = \frac{1}{2} h^2 \cdot \partial_x u(x) + O(h^3)$. The interest of this expression is that in fact it does not depend on $x$ as $h \downarrow 0$. Next, note that if $u$ has a local maximum or minimum at $x$ and $x \in I_j$ then for $h$ small enough at $x$ the function $\tilde{w}_h$, where $w_h = P_h u$, has also a local maximum or minimum, respectively. These remarks motivate the following algorithm for estimating numerically $M_\circ = M_\circ h^2$.

(4.2a) Compute $w_h = P_h u$;
(4.2b) Set $I_h = \{ j : (\tilde{w}_{j+1} - \tilde{w}_j) \cdot (\tilde{w}_{j-1} - \tilde{w}_j) \geq 0 \text{ and } u_\circ \text{ has no jumps in } I_j \}$;
(4.3b) Set $M_\circ = 2 \max \{ |\tilde{w}_{j+1} - \tilde{w}_j|, |\tilde{w}_{j-1} - \tilde{w}_j| \}$.

The set $I_h$ is an approximation of $J_h$. Note that when $\Delta x_i \equiv h$, then $M_\circ = h^2 \cdot \sup_{x \in X} |\partial_x u(x)| + O(h^3)$. Compare this with the $M_\circ \cdot h^2$ obtained in the proof of Lemma 4.2.

We end this Section by noting that if the solution of (1.1) is always smooth, the absolute values of its second derivative at its extrema never increase. In this way if $M_\circ = M_\circ(u_\circ)$ is such that $\Lambda \Pi_h(u_\circ, h) = u_\circ, h$ it is reasonable to expect that $\Lambda \Pi_h(u_h(t^n)) = u_h(t^n)$ for $n = 1, \ldots, nt$.

5. The RKAP$^3$ - method.

5.1 Definition. We can now define the RKAP$^3$ - method as follows:

(5.1a) Set $u_h(t = 0) = P_h(u_0)$;
(5.1b) For $n = 0, \ldots, nt - 1$ the approximate solution $u_h(t^{n+1})$ is obtained from $u_h^n$ as follows:

1. Compute $w_h(t^{n+1}) = \Lambda \Pi_h(\tilde{H}_h^n(u_h(t^n)))$;
2. Set $u_h(t^{n+1}) = \Lambda \Pi_h(\tilde{w}_h(t^n) + \frac{1}{2} \tilde{H}_h^n(w_h(t^{n+1})))$.

Compare with algorithm (3.2).

5.2 Convergence properties of the RKAP$^3$ - method. We need the following result.

Lemma 5.1. Let $u_h$ be any element of the space $C_h(C) = \Lambda \Pi_h(V_h(C))$, and suppose that $h \cdot n x \leq C_0 |C|$. Then, for $cfr \in [0, 1/2]$:

$$\| \tilde{H}_h^n(u_h) \|_{BV(C)} \leq \| \tilde{w}_h \|_{BV(C)} + C \cdot h,$$
where \( C = 8C_0 \cdot cfl \cdot M \cdot |C| \).

**Proof.** Set \( \bar{w}_h = \Pi_h^n(u_h) \). The means of \( w_h \) are given by:

\[
\bar{w}_i = \bar{u}_i - (\Delta t^n / \Delta x_i) (f^n_{i+1/2} - f^n_{i-1/2}).
\]

In order to rewrite this equation adequately, note that as \( u_h \in C_h(C) = \Pi_h(V_h(C)) \) we have that \( \bar{u}_i = \Pi_{h,i}(\bar{u}_i) \); see (4.1c). Then, if we set

\[
\bar{u}_i = \Pi_{h,M=3,i}(\bar{u}_i),
\]

\[
r_i = \bar{u}_i - \bar{u}_i,
\]

we have that \( |r_i| \leq h^2 M \). Now, we rewrite this equation as follows:

\[
\bar{w}_i = \bar{u}_i + C_i^n(\bar{u}_{i+1} - \bar{u}_i) + D_i^n(\bar{u}_{i-1} - \bar{u}_i) + A_i^n(-r_{i+1} + r_i) + B_i^n(r_{i-1} - r_i),
\]

where

\[
A_i^n = \frac{\Delta t^n}{\Delta x_i} \cdot \frac{f^n_{i+1/2} - f^n_{i-1/2}}{(\bar{u}_{i+1} - \bar{u}_{i+1/2}) - (\bar{u}_i - \bar{u}_{i-1/2})},
\]

\[
B_i^n = \frac{\Delta t^n}{\Delta x_i} \cdot \frac{f^n_{i-1/2} - f^n_{i+1/2}}{(\bar{u}_{i-1} - \bar{u}_{i-1/2}) - (\bar{u}_i + \bar{u}_i)}.
\]

and

\[
C_i^n = (1 - \frac{\bar{u}_{i+1} - \bar{u}_i}{\bar{u}_{i+1} - \bar{u}_i}) \cdot A_i^n,
\]

\[
D_i^n = (1 + \frac{\bar{u}_{i-1} - \bar{u}_i}{\bar{u}_{i-1} - \bar{u}_i}) \cdot B_i^n.
\]

We only have to follow [3] in order to obtain

\[
\|\bar{w}_h\|_{BV(C)} \leq \|u_h\|_{BV(C)} + 8\max_i \{A_i^n, B_i^n\} \cdot \max_i \{|r_i|\} n \tau,
\]

for \( cfl \in [0, 1/2] \). Finally, as \( \max_i \{A_i^n, B_i^n\} \leq cfl \), \( \max_i \{|r_i|\} \leq h^2 M \), and \( \tau \leq C_0 |C| h^{-1} \) the result follows.

Let \( \{u_h(t^n)\}_{n=0, \ldots, nt} \) be the sequence generated by the \( RKAIP^1 \) method (5.1). Let us define its \( Q^1 \) interpolator, denoted again by \( u_h \), as follows:

\[
u_h(t) = \frac{t - t^n}{\Delta t^n} u_h(t^n) + \frac{t^{n+1} - t}{\Delta t^n} u_h(t^{n+1}), \forall t \in [t^n, t^{n+1}].
\]

**Theorem 5.2.** Suppose that \( cfl \in [0, 1/2] \), that \( n \tau \cdot h \leq C_0 |C| \), and that \( n t \cdot h \leq C_1 T \). Let \( \{u_h\}_{h>0} \) be the sequence of \( Q^1 \) interpolates of the approximate solution defined by the \( RKAIP^1 \) method (5.1). Then

\[
\|\bar{u}_h(t)\|_{BV(C)} \leq \|u_0\|_{BV(C)} + C,
\]

\[
\|\bar{u}_h(t)\|_{L^1(C)} \leq h \cdot \{\frac{1}{2} \|u_0\|_{BV(C)} + C\}, \forall t \in [0, T],
\]
where \( C = \max \{ 8C_0 C_1 \cdot cfl \cdot M \cdot T \cdot |C|, 2M \cdot |C| \cdot h \} \). In other words, the scheme is TVB.

Proof. It is enough to prove these inequalities for \( t = t^n \). Noting that \( u_h(t^{n+1}) = \bar{w}_h = \Lambda \Pi_h (w_h) \), with \( w_h = \frac{1}{2} u_h(t^n) + H^*_h(\Lambda \Pi_h (H^*_h(u_h(t^n)))) \), the second inequality is obtained easily from the first one:

\[
\| \bar{u}_h(t^{n+1}) \|_{L^1(C)} = \| \bar{w}_h \|_{L^1(C)} \\
\leq \frac{1}{2} h \cdot \| \bar{w}_h \|_{BV(C)} + M \cdot |C| \cdot h^2, \text{ by (5), Lemma 4.1,} \\
= \frac{1}{2} h \cdot \| \bar{w}_h \|_{BV(C)} + M \cdot |C| \cdot h^2, \text{by (2), Lemma 4.1,} \\
\leq \frac{1}{2} h \cdot \| \bar{w}_h(t^{n+1}) \|_{BV(C)} + \frac{1}{2} C.
\]

The first one is obtained as follows:

\[
\| \bar{u}_h(t^{n+1}) \|_{BV(C)} = \| \bar{w}_h \|_{BV(C)} \\
= \| \frac{1}{2} \bar{u}_h(t^n) + \frac{1}{2} H^*_h(\Lambda \Pi_h (H^*_h(u_h(t^n)))) \|_{BV(C)} \\
\leq \frac{1}{2} \| \bar{u}_h(t^n) \|_{BV(C)} + \| H^*_h(\Lambda \Pi_h (H^*_h(u_h(t^n)))) \|_{BV(C)} \\
\leq \frac{1}{2} \| \bar{u}_h(t^n) \|_{BV(C)} + \| H^*_h(u_h(t^n)) \|_{BV(C)} + C' \cdot h, \\
\text{by Lemma 5.1, and (2), Lemma 4.1,} \\
\leq \frac{1}{2} \| \bar{u}_h(t^n) \|_{BV(C)} + \| \bar{u}_h(t^n) \|_{BV(C)} + 2 C' \cdot h, \\
\text{again by Lemma 5.1,} \\
\leq \| \bar{u}_h(t^n) \|_{BV(C)} + C' \cdot h, \\
\leq \| u_{a_0} \|_{BV(C)} + C' \cdot n t \cdot h, \\
\leq \| u_{a_0} \|_{BV(C)} + C' \cdot C_1 \cdot T, \text{ by hypothesis.}
\]

The result follows from the fact that \( C' = 8C_0 \cdot cfl \cdot M \cdot |C| \); see Lemma 5.1.

**Corollary 5.3.** Suppose the hypothesis of the preceding Theorem are verified. Then, there is a subsequence of the sequence \( \{ u_h \}_{k=10} \) generated by the RKAPPe method (5.1) that converges to a weak solution of (1.1).

**Proof.** By Theorem 5.2 there is a subsequence \( \{ u_{h_k} \}_{k=10} \) that converges in \( L^\infty(0, T; L^1(C)) \) to a function \( u^* \in L^\infty(0, T; L^1(C)) \cap BV(C) \). Let us think of the functions \( \bar{u}_h \) as already known parameters that tend to 0 in \( L^\infty(0, T; L^1(C)) \), and let us consider the scheme (5.1) as a scheme only for the means \( \bar{u}_h \). It can be easily seen that this scheme is a conservative scheme whose numerical flux is consistent with \( f \). Thus, the limit \( u^* \) must be a weak solution of (1.1) by the well known Lax-Wendroff Theorem, [8]. This proves the result.

6.1 The test problems. In this Subsection we test the RKAMP\(^1\) method in six different problems (1.1) for which we can calculate the exact solution. Our test problems are defined by giving the circle \(C\) that we identify with the intervall \([0, 1]\), the final time \(T\), the nonlinearity \(f\), and the initial data \(u_0\) on \(\Omega\); see the table 6.1. Their corresponding exact solutions are displayed on Figures 6.1. On table 6.2 we define the sets \(C'\) on which the entropy solution \(u\) can be considered smooth. They have been obtained from \(C\) by subtracting subsets of it that contained discontinuities of either \(u\) or \(\partial_ux\).

Table 6.1. Definition of the test problems.

<table>
<thead>
<tr>
<th>problem</th>
<th>(C)</th>
<th>(T)</th>
<th>(f(u))</th>
<th>(u_0(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2a</td>
<td>([0, 1])</td>
<td>0.15</td>
<td>(u)</td>
<td>(\frac{1}{2}(1 + \frac{1}{2}\sin(4\pi x)))</td>
</tr>
<tr>
<td>2b</td>
<td>([0, 1])</td>
<td>{ 0.15, 0.55 }</td>
<td>(u^2/2)</td>
<td>(\frac{1}{2}(\frac{4}{2} + \sin(2\pi x)))</td>
</tr>
<tr>
<td>2c</td>
<td>([0, 1])</td>
<td>0.35</td>
<td>(\frac{1}{2} \frac{x^2}{u^2 + (1-u)^2})</td>
<td>(\frac{1}{2}(1 + \frac{1}{2}\sin(4\pi x)))</td>
</tr>
<tr>
<td>3</td>
<td>([0, 1])</td>
<td>0.1</td>
<td>(u)</td>
<td>{ 1, \text{ if } x \in (0.4, 0.6), }</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>{ 0, \text{ otherwise.} }</td>
</tr>
<tr>
<td>4</td>
<td>([0, 1])</td>
<td>0.15</td>
<td>(u)</td>
<td>{ 1, \text{ if } x \in (0.5, 1.5), }</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>{ 0, \text{ otherwise.} }</td>
</tr>
<tr>
<td>5</td>
<td>([0, 2])</td>
<td>0.5</td>
<td>(u(1-u))</td>
<td>{ 1, \text{ if } x \in (0.5, 1.5), }</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>{ 0, \text{ otherwise.} }</td>
</tr>
<tr>
<td>6</td>
<td>([0, 2])</td>
<td>0.5</td>
<td>(\frac{x^2}{2} \frac{x^2}{u^2 + (1-u)^2})</td>
<td>{ 1, \text{ if } x \in (0.5, 1.5), }</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>{ 0, \text{ otherwise.} }</td>
</tr>
</tbody>
</table>

6.2 The results. The quadrature rule (2.3) used in these computations is the three-point Gauss rule. Although Corollary 5.3 ensures the convergence of the method for \(cfl \in [0, 1/2]\), Proposition 3.1 guarantees \(L^2\)-stability only for \(cfl \in [0, 1/3]\) in the linear case. This is why we are going to perform our computations with \(cfl = 1/3\). On table 6.3 we display the \(L^1(C')\)-errors, and on table 6.4 the \(L^\infty(C')\) ones. Details of how the discontinuities are captured are shown on Figures (6.2).

Let us point out that the algorithm (4.2) that allows us to compute \(M_o = M \cdot h^2\), although convenient for the test problems we considered, is not unique. A more complete treatment of the way in which this quantity can be estimated numerically will be considered in a forthcoming paper.
Figures 6.1. The entropy solutions $u(T)$ of the test problems.
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Table 6.2. Definition of the domains $C'$ on which $u(T)$ is smooth.

<table>
<thead>
<tr>
<th>problem</th>
<th>$C'$</th>
<th>singularities of $u(T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0,1)$</td>
<td>none</td>
</tr>
<tr>
<td>2a</td>
<td>$[0,1)$</td>
<td>none</td>
</tr>
<tr>
<td>2b</td>
<td>$[0.04,0.14)$</td>
<td>shock appears near $x=0.08$</td>
</tr>
<tr>
<td>2c</td>
<td>$[0.03,0.19)$</td>
<td>shock near $x=0.14$</td>
</tr>
<tr>
<td>3</td>
<td>$[0.1)$</td>
<td>none</td>
</tr>
<tr>
<td>4</td>
<td>$[0.5,0.6,0.7,0.8,1)$</td>
<td>two contact disc. at $x=0.55$, 0.75</td>
</tr>
<tr>
<td>5</td>
<td>$[0.05,0.45,0.55,0.95,1.05,1.95)$</td>
<td>stationary shock at $x=0.5$, two disc. of $\partial_x u$ at $x=1, 2.$</td>
</tr>
<tr>
<td>6</td>
<td>$[0.75,0.85,1.75,1.85,2)$</td>
<td>two shocks near $x=0.8,1.8$</td>
</tr>
</tbody>
</table>

Table 6.3. $L^1$-errors and orders of convergence for $cfl = 1/3$. The quantity $\epsilon_1$ is equal to $\|u(T) - u_h(T)\|_{L^1(C')}$, and $\alpha_1$ is the corresponding order of convergence. For all the tests we have taken $\Delta x = \frac{1}{200}$. The sets $C'$ are defined in table 6.2.

<table>
<thead>
<tr>
<th>problem</th>
<th>$10^4 \cdot \epsilon_1$</th>
<th>$\alpha_1$</th>
<th>$10^4 \cdot \epsilon_1$</th>
<th>$\alpha_1$</th>
<th>$10^4 \cdot \epsilon_1$</th>
<th>$\alpha_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.57</td>
<td>1.97</td>
<td>1.28</td>
<td>2.24</td>
<td>0.57</td>
<td>1.97</td>
</tr>
<tr>
<td>2a</td>
<td>0.21</td>
<td>1.96</td>
<td>0.34</td>
<td>2.11</td>
<td>0.21</td>
<td>1.96</td>
</tr>
<tr>
<td>2b</td>
<td>0.09</td>
<td>2.01</td>
<td>0.30</td>
<td>2.25</td>
<td>0.09</td>
<td>2.01</td>
</tr>
<tr>
<td>2c</td>
<td>0.02</td>
<td>2.00</td>
<td>0.02</td>
<td>2.00</td>
<td>0.02</td>
<td>2.00</td>
</tr>
<tr>
<td>3</td>
<td>0.87</td>
<td>1.94</td>
<td>1.25</td>
<td>2.06</td>
<td>0.87</td>
<td>1.94</td>
</tr>
<tr>
<td>4</td>
<td>21.4</td>
<td>1.00</td>
<td>0.0004</td>
<td>-</td>
<td>0.0004</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>7.20</td>
<td>1.13</td>
<td>6.19</td>
<td>0.99</td>
<td>6.19</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>248</td>
<td>0.002</td>
<td>0.39</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>
Table 6.4. $L^\infty$-errors and orders of convergence for $cfl = 1/3$. The quantity $e_\infty$ is equal to $\|u(T) - u_h(T)\|_{L^\infty(C')}$, and $\alpha_\infty$ is the corresponding order of convergence. For all the tests we have taken $\Delta x = \frac{1}{200}$. The sets $C'$ are defined in table 6.2.

<table>
<thead>
<tr>
<th>problem</th>
<th>no projection</th>
<th>$M = 0$</th>
<th>$M \cdot h^2 = M_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^4 \cdot e_\infty$</td>
<td>$\alpha_\infty$</td>
<td>$10^3 \cdot e_\infty$</td>
</tr>
<tr>
<td>1</td>
<td>1.56</td>
<td>1.94</td>
<td>10.1</td>
</tr>
<tr>
<td>2a</td>
<td>1.28</td>
<td>1.98</td>
<td>5.04</td>
</tr>
<tr>
<td>2b</td>
<td>1.22</td>
<td>2.04</td>
<td>6.51</td>
</tr>
<tr>
<td>2c</td>
<td>0.15</td>
<td>1.81</td>
<td>0.15</td>
</tr>
<tr>
<td>3</td>
<td>10.5</td>
<td>1.95</td>
<td>10.5</td>
</tr>
<tr>
<td>4</td>
<td>199.4</td>
<td>1.16</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>24.15</td>
<td>1.82</td>
<td>16.31</td>
</tr>
<tr>
<td>6</td>
<td>1966</td>
<td>0.08</td>
<td>2.63</td>
</tr>
</tbody>
</table>

(Some of the results corresponding to problem 4 have not been included, for in this case a superconvergene, that is far from being typical, is observed. This is due to the facts that, on $C'$, we have $\partial^2_\nu u \equiv 0$, $\forall \nu \geq 0$, and that the approximate solution does not oscillate! When the projection is not used, strong oscillations away of the discontinuities appear.)

As the preceding results show, $L^1$ second order accuracy has been obtained for test problems 1, 2, and 3, and this is regardless of the values of $M$. Uniform second order accuracy away from discontinuities has also been obtained, but this time the influence of the $\Pi_h$ projection is evident, as expected.

For $M$ small enough the $\Pi_h$ projection is not equal to the identity, and its application produces loss of accuracy only near the extrema:

1. that the influence of the $\Pi_h$ projection appears only in the presence of extrema can be verified by noting that in problem 2c, for which the entropy solution does not have extrema but two smooth monotone regions between the shocks, the results are independent of the value of $M$ (the value of $M$ for problems 4, 5, 6 is zero);

2. that this lost of accuracy is indeed of a local character can be verified by comparing the corresponding $L^1$ and $L^\infty$ errors on tables 6.3 and 6.4, respectively (consider the problems 1, 2a,b and 3 — that are the only ones for which the entropy solution does have extrema). Note how the lost of accuracy is greater when $M = 0$, and
how in this case the order of convergence is lowered dramatically for the $L^\infty$ norm while the one of the $L^1$ norm remains the same. (This cannot be seen for problem 3 because the maximum error is attained not at the extrema but at some points between them at which the function $|\partial_x u|$ becomes very big); (3) that for "big" values of $M$ the $\Pi_h$ projection reduces to the identity can be verified by noting that the results with no projection coincide with the ones obtained with $M$ calculated by (4.2).

In problems 4, 5, and 6 for which the initial data presents a discontinuity, we see that the introduction of the $\Pi_h$ projection (i) improves the accuracy of the method, and (ii) enforces the convergence to the entropy solution. The most dramatic case is, of course, problem 6 (the nonlinearity $f$ is nonconvex) for which the scheme without projection does not converge to the entropy solution.

**Figure 6.2a. Detail of the convergence in test problem 5:** Approximation to a discontinuity of $\partial_x u$ when the nonlinearity $f$ is concave. Note how the discontinuity of $\partial_x u$ is approximated without any oscillation. The "corner" is very well reproduced by the approximate solution $u_h$ in a single element. However, its position with respect to the "right corner" is correct up to an element. We found that in this case the $L^1(C)$-error is $O(\Delta x)$. This reflects the fact that the initial data is discontinuous, and indicates that this picture is essentially the same for all the values of $\Delta x$. In this case algorithm (4.2) gives $M = 0$, so that the $\Pi_h$ projection maintains the range of the approximate solution in $[0,1]$. 
Figure 6.2b. Detail of the convergence in test problem 2c: Approximation to a discontinuity of \( u \) when the nonlinearity \( f \) is convex. The discontinuity has been captured within a single element. In this case the value of \( M \) is different from zero, nevertheless, no visible oscillation has been introduced, as expected.

Figure 6.2c. Detail of the convergence in test problem 2c: Approximation to a discontinuity of \( u \) when the nonlinearity \( f \) is nonconvex. This is the most difficult case. Note, however, how the discontinuity of \( u \) is approximated without any oscillation, and how at least 90% of it has been captured within a single element.
All these calculations have been redone for \(cfl = 1/6\) with identical results. The influence of this decrease of \(cfl\) – number was negligible.

6.3 Conclusion. Our numerical results indicate that theRKAIIP\(^1\) – method is a stable method that converges to the entropy solution, even in the presence of a nonconvex nonlinearity \(f\). In smooth regions of the entropy solution the method was found to be uniformly second order accurate away from the discontinuities when the initial data was smooth, and was able to capture shocks, essentially, within a single element.

We want to stress the fact that this method is easy to code, and that its definition does not depend on the type of nonlinearity \(f\) under consideration.

Higher order versions of this method, as well as extensions to the nonperiodic case, constitute the object of work in progress.
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