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ABSTRACT

This paper presents a new approach to solving partial differential equations (PDEs) using a combination of analytical and numerical methods. The proposed method is applied to a specific class of PDEs, demonstrating its effectiveness in obtaining accurate solutions. The results are compared with existing methods, showing significant improvements in computational efficiency and accuracy.
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1. Introduction

The morphology of a crystal may show several phases and these may be altered with changes in its mechanical or thermal environment. For example some crystals may be deformed to consist of several twin related phases. To understand this in the context of thermoelasticity, Ericksen [21-23],[25-31] has derived a stored energy density which shows invariance with respect to change of the crystallographic lattice basis of the material. Such a density is invariant with respect to an infinite discrete group as well as frame indifferent. A body governed by it is rendered highly unstable with respect to certain motions. For example, at a smooth local minimum of energy in a constant temperature heat bath, the Cauchy stress reduces to a pressure, cf. Ericksen [20]. So it seems unlikely that even setting homogeneous boundary conditions leads to a homogeneous extremal.

In this note we wish to determine by direct methods equilibrium configurations under displacement loading conditions. We favor this approach as a means of surmounting the difficulties imposed by the defect structures on the stability of smooth solutions. Our first objective, then, is to calculate the minimum energy of a configuration. An important role in the thermodynamics of the crystal is played by its subenergy, introduced by Ericksen [24] and based in part on a method of Flory [32]. In many
cases, the energy assumed by a configuration is its subenergy and its stress is a pressure determined by it. This may be reconciled with one common thermodynamic view where phase diagrams are expressed in terms of pressure, or specific volume, and temperature [66]. What this means from the perspective of analysis and why it should be so we may succeed in clarifying in the course of this discussion.

There are two facets to these questions as topics in the calculus of variations. One is to study energy functions in general to seek those properties of material symmetry and continuity which permit resolution of minimum energy issues. Fonseca [34,35] has undertaken an analysis in this direction. Another is to restrict attention to the elastic crystal to assess the behavior of minimizing sequences and their various state functions. This is the topic here. The two methods are complementary and they agree in their calculation of the minimum energy available to a configuration.

A viewpoint that we shall adopt is that one reasonable choice of solutions is given by measure valued solutions, or parametrized measures in the sense of Young [78]. These have been introduced to the study of differential equations by Tartar [75] in order to study hyperbolic conservation laws, cf. also [16,73]. They are reasonable in the sense that they predict state functions of the deformed body. For instance, the energy and the stress may be calculated. Morphology may be ascertained by inspection of the linearized equation that the parametrized measure provides. The parametrized measure serves as an accounting device to summarize properties of a minimizing sequence.

What emerges of these considerations is a coarse theory which in some manner accommodates information from a finer structure to yield macroscopic information. A limit configuration found in this way may be a macroscopically homogeneous but infinitely twinned array of states of minimum energy. It would seem that the crystal seeks to assume the lowest energy available to it by suffering small, kinematically admissible shears. Of course, a physical crystal cannot be infinitely twinned, but what we have constructed here can offer an approximation to the actual deformed body. From this point of view, the parametrized measure records mechanical properties of the microstructure.

At the conclusion of this paper we attempt to elaborate on these ideas and to provide the reader with some indication of the presence of fine scale structures, or microstructures, in nature.
Ericksen's ideas have stimulated a growing body of work. We might suggest consultation of some of the work of Ericksen already cited, James [38–43], Parry [61], and Pitteri [67–71]. More closely connected to this study is the work of Ball and James on fine twinning [6]. Mathematical analysis of the dead loading problem and related issues is due to Fonseca [33] and is briefly noted below. One interesting feature of these ideas is that they may be used to derive the relations of Müller's interaction theory for the ferroelectric transition in Rochelle salt, cf. [47] and [53]. An interesting earlier work about phase transitions is Tisza [77]. The failure of complementing conditions plays a role here. We refer to Simpson and Spector [72] for another view. A summary of the conclusions offered here appears in [46].

First we give a brief description of an elastic crystal and then an example which illustrates some of our concerns. By a (single) crystal we understand a three dimensional lattice given by three independent lattice vectors \( \{l_1, l_2, l_3\} \), written as a matrix \( L = (l_1 l_2 l_3) \) with columns \( \{l_i\} \). Owing to the frame indifference of the Helmholtz free energy \( \Phi \) and its invariance under change of lattice basis, cf.[21,23,25,31],

\[
\Phi = \Phi(L^T L) = \Phi(M^T LM), \quad M \in \text{GL}(\mathbb{Z}^3). \tag{1.1}
\]

With this fixed reference basis of lattice vectors, the energy density (per unit reference volume) is given by

\[
W(F) = \Phi(L^T CL), \quad C = F^T F, \quad \det F > 0. \tag{1.2}
\]

Thus

\[
W(F) = W(QFH) \quad \text{for } \det F > 0, \quad Q^T Q = I, \quad \det Q = 1, \quad H \in \text{Ihl}, \tag{1.3}
\]

where \( \text{Ihl} = \text{GL}(\mathbb{Z}^3)L^{-1} \) is a conjugate group of \( \text{GL}(\mathbb{Z}^3) \). We impose on \( W \), or \( \Phi \), the conditions

\[
W(F) \geq 0, \quad W(1) = 0, \quad \text{and} \quad \lim_{\det F \to 0} W(F) = \infty. \tag{1.4}
\]

The last condition in (1.4) is imposed in recognition of the notion
that infinite energy be required to compress the body to a point. It is
decidedly a hindrance in the analysis and may well be thought of as a
constraint. More generally, \( \Phi \) may depend as well on temperature, lattice
shifts (in the case of more complicated crystals), or polarization (when
electromagnetic fields are active.) For the present we do not consider
these alternatives.

One question of interest here is to study possible deformations \( y(x) \)
of a suitable bounded domain \( \Omega \subset \mathbb{R}^n \) \((n = 2 \text{ or } 3)\) with the property that

\[
\int_{\Omega} W(\nabla y) \, dx = \inf \left\{ \int_{\Omega} W(\nabla v) \, dx : v = y_0 \text{ on } \partial \Omega \right\}
\]

(1.5)

where \( y_0 \) is assigned and the infimum is taken over a suitable class.

Another question concerns possible deformations \( y(x) \) realizing
extrema of the dead loading problem

\[
\int_{\Omega} W(\nabla y) \, dx - \int_{\Omega} f \cdot y \, dx - \int_{\partial \Omega} g \cdot y \, dS
\]

\[
= 1 = \inf \left\{ \int_{\Omega} W(\nabla v) \, dx - \int_{\Omega} f \cdot v \, dx - \int_{\partial \Omega} g \cdot v \, dS \right\}
\]

This problem has been studied by I. Fonseca [33], who obtained the
very interesting result that \( 1 > -\infty \) only if \( f = g = 0. \)

![Schematic diagram of \( W \) as it varies with \( \det F \)](image-url)
The analytical difficulties encountered in the study of such $W$ are well publicized, by now, but may withstand a brief review. Note that given $F$, $\det F > 0$, and $H = 1 + a \otimes n \in H$, a direct calculation shows that the function

$$W(F(1 + \lambda a \otimes n))$$

is periodic of period one, [33]. In particular this implies that there are points $\lambda$ for which

$$c_{ijhk}a^i a^j n^h n^k < 0,$$

(1.6)

$$c_{ijhk} = \frac{\partial^2 W}{\partial F_{ij} \partial F_{hk}}(1 + \lambda a \otimes n).$$

Thus $W$ is not rank 1 convex, and in particular, neither quasiconvex nor lower semicontinuous. Indeed, the deformation $1 + \lambda a \otimes n$, with $\lambda$ satisfying (1.6), is infinitesimally unstable; whereas, homogeneous deformations are minima of quasiconvex energies by definition. This may also be contrasted with the result of Knops and Stuart [48]. Some recent discussions of the role of quasiconvexity in elasticity have been given by Ball [2-4] and Ball and Murat [7]. The book by Dacarogna [14] provides a treatment of quasiconvexity and lower semicontinuity in general.

A different way to study (1.5) is given by I. Fonseca, as noted earlier. Since the subenergy is a function of $\det \nabla v$ alone, it is useful to consider (1.5) for such $W$. The loadings under which this problem is stable have been considered by I. Fonseca and L. Tartar [36]. Directions in the continuum theory of crystalline solids are discussed in Metastability and incompletely posed problems, I. M. A. Volumes [31]. We refer in
particular to the articles by Ericksen, James, Kinderlehrer, Pitteri, and Wright. The paper by Ericksen [31] explains the basis for considering stored energy functions exhibiting the invariance we shall discuss.

2. A useful construction

To give a brief and simple example, suppose that we are given

\[ F_0, \text{ with } \det F_0 > 0, \]
\[ B = 1 + a \otimes b, \text{ with } \det B = 1 + a \cdot b > 0, \text{ and } \]
\[ \theta, \ 0 < \theta < 1, \quad (2.1) \]

and consider

\[ y(x) = F x \text{ where} \]
\[ F = F_0 (1 + \theta a \otimes b) = (1 - \theta) F_0 + \theta F_0 B. \quad (2.2) \]

We assume that \(|b| = 1\). Let \(x(t)\) be the characteristic function of the real interval \((0, \theta)\) in \((0, 1)\) and extend it to a 1-periodic function on \(\mathbb{R}\). Set

\[ f^k(x) = x(kb \cdot x), \quad k = 1, 2, 3, \ldots \quad (2.3) \]

Given any bounded domain \(\Omega \subset \mathbb{R}^3\) it is easy to check that

\[ f^k \to \theta \text{ in } L^\infty(\Omega) \text{ weak } *, \]

which, we are reminded, means that the averages

\[ |D|^{-1} \int_D f^k \, dx \to \theta \text{ for any } D \subset \Omega. \]

or equivalently, that

\[ \int_\Omega f^k \zeta \, dx \to \theta \int_\Omega \zeta \, dx \text{ for any } \zeta \in L^1(\Omega). \]

Defining
\[ u(\xi) = F_0(\xi + \int_{[0,r]} x(t) \, dt \, a) , \quad r = \xi \cdot b \]

and

\[ u^k(x) = k^{-1} u(kx) \quad (2.4) \]

it is clear that

\[ u^k \to y \quad \text{in } H^{1,m}(\Omega) \text{ weak*}. \quad (2.5) \]

This means that

\[ u^k \to y \quad \text{uniformly in } \Omega \quad \text{and} \]

\[ \nabla u^k = F^k = F_0(1 + f^k a \otimes b) = (1 - f^k) F_0 + f^k F_0 B \]

\[ \to F \quad \text{in } L^m(\Omega) \text{ weak*}. \]

Now

\[ W(F^k) = (1 - f^k) W(F_0) + f^k W(F_0 B) , \]

whence

\[ W(F^k) \to (1 - \theta) W(F_0) + \theta W(F_0 B) \quad \text{in } L^m(\Omega) \text{ weak*}. \]

Let us analyze this situation in several ways. First choose

\[ F_0 = 1 \quad \text{and} \quad B = H = 1 + a \otimes n \in H \quad (2.6) \]

so

\[ F^k = 1 + f^k a \otimes n \]

and

\[ W(F^k) = 0. \]

However,

\[ W(1 + \theta a \otimes n) > 0 = \lim_{k \to \infty} W(F^k) , \]

unless by some stroke of luck, \( 1 + \theta a \otimes n \in H \).
We have calculated the energy via a minimizing sequence without regard to the numerical value of \( W(F) \). We claim, nonetheless, that the successive shearing of a crystal among its natural states should give rise to a distribution of minimum energy, so the final energy density is indeed

\[
\overline{W} = \lim_{k \to \infty} W(F^k) = 0.
\]

In fact, for any continuous function \( \psi(F) \),

\[
\overline{\psi} = \lim_{k \to \infty} \psi(F^k) = (1-\theta)\psi(1) + \theta \psi(1 + a \otimes n).
\] (2.7)

For example, the Piola-Kirchhoff stress

\[
\overline{S} = (1-\theta)S(1) + \theta S(1 + a \otimes n) = 0,
\]

since \( W \) assumes its minimum value at both \( F = 1 \) and \( F = H = 1 + a \otimes n \in \mathbb{H} \). The limit solution may be interpreted in terms of a measure on the space \( \mathbb{M} \) of matrices with positive determinant given by

\[
\nu = (1-\theta)\delta_1 + \theta \delta_H,
\] (2.8)

where \( \delta_F \) denotes the Dirac measure at \( F \). So

\[
\overline{W} = \int_{\mathbb{M}} W(A) \, d\nu(A) = 0,
\]

\[
\overline{S} = \int_{\mathbb{M}} S(A) \, d\nu(A) = 0, \quad \text{and even}
\]

\[
1 + \theta a \otimes n = \int_{\mathbb{M}} A \, d\nu(A).
\]

As we noted in the introduction, a limit configuration found in this way may be macroscopically homogeneous but infinitely twinned array of states of minimum energy. It would seem that the crystal seeks to return to the lowest energy configuration available to it by undergoing small, kinematically admissible shears.

The evidence of defects like twinning, perhaps not immediately obvious from what has been described so far, is retained by the response of
the deformed body to small displacements, namely the linearized elasticity tensor, which is given by the formula (2.7) evaluated on the tensor

\[ S'(F) = (\partial S/\partial F_{ij}) = (\partial^2 W/\partial^2 F_{ij}). \]

The form of the tensor \( S'(F) \) may be available from the symmetry of the particular configuration, cf. [54]. The averaged tensor \( \overline{S}' \) may then yield information about the constitution of phases. In a particular application, the homogenized tensor associated to a minimizing sequence may be more appropriate. Some discussion of this is given in [13].

More generally, let \( F_0 \in \mathbb{M} \) be arbitrary. The sequence \( (u^k) \) of deformations has, as we have said, the property that

\[ u^k \to y \text{ in } H^{1,\infty}(\Omega) \text{ weak } \ast. \]

If \( \psi(A), A \in \mathbb{M}, \) is any continuous function, then

\[ \psi^k(x) = \psi(F^k) = \psi(F_0(1 + f^k a \otimes n)) \]
\[ = \psi(F_0((1-f^k)1 + f^kH)) \]
\[ = (1-f^k)\psi(F_0) + f^k\psi(F_0H), \]

so for any \( \zeta \in L^1(\Omega), \)

\[ \int_{\Omega} \psi(F^k)\zeta \, dx \to \int_{\Omega} \{(1-\Theta)\psi(F_0) + \Theta\psi(F_0H)\}\zeta \, dx. \]

In this way, the sequence \( (u^k) \) determines the parametrized measure

\[ \nu = \nu_x = (1-\Theta)\delta_{F_0} + \Theta\delta_{F_0H}, \]  \hspace{1cm} (2.9)

that is,

\[ \int_{\Omega'} \int_{\mathbb{M}} \psi(A)\zeta(x) \, d\nu \, dx = \lim_{k \to \infty} \int_{\Omega} \psi(F^k)\zeta \, dx, \; \zeta \in L^1(\Omega) \] \hspace{1cm} (2.10)

Suppose that \( \Omega \subset \Omega' \) is a bounded open subset with piecewise
smooth boundary and let us set

\[ E_\eta(F) = \inf_{A(F)} \int_\Omega W(\nabla v) \, dx , \]

\[ A(F) = A_\eta(F) = \{ v \in H^{1,\infty}(\Omega): \det \nabla v > 0 \text{ and } v = y \text{ on } \partial \Omega \}. \]  

We wish to verify that the sequence \((u_k)\) constructed above may be slightly modified so that it lies in \(A(F)\). Let \(\Omega^\prime \subset \Omega\), that is \(\Omega^\prime\) is compactly contained in \(\Omega\), with \(\delta = \text{dist}(\Omega, \Omega^\prime)\) and let \(\eta \in H^{1,\infty}(\Omega)\) be a cut off function,

\[ \eta = 1 \text{ on } \Omega \backslash \Omega, \]
\[ \eta = 0 \text{ in } \Omega^\prime, \text{ and} \]
\[ |\nabla \eta| \leq 2/\delta. \]

Set

\[ v = \eta y + (1-\eta)u_k \quad \text{in } \Omega. \]

We calculate that

\[ \nabla v = \eta F + (1-\eta)F_k + (y-u_k) \otimes \nabla \eta \]
\[ = F_0(1 + (f_k + \eta(\theta - f^k))a \otimes b) + (y-u_k) \otimes \nabla \eta. \]

Note that

\[ \det(1 + (f_k + \eta(\theta - f^k))a \otimes b) = 1 + (f_k + \eta(\theta - f^k))a \cdot b > 0 . \]

For each \(m \in \mathbb{N}, m > 0\), choose \(\delta = 1/m\), \(\Omega^\prime = \Omega_m\), and \(k = k_m\) so large that

\[ \det \nabla v = \det F_0 \det (1 + (f_k + \eta(\theta - f^k))a \otimes b) + F_0^{-1}(y - u_k) \otimes \nabla \eta) \]
\[ > 0 \]

and

\[ |\nabla v| \leq 2 |F_0||B|. \]

The \(v = v^m\) have the property
\[ v^m \in A(F) \quad \text{and} \]
\[ \|v^m\|_{H^{1,\infty}(\Omega)} \leq \text{Const.} = C \]

Also
\[ \left| \int_{\Omega} (\nabla v^m - F) \zeta \, dx \right| \leq \int_{\Omega} (F_k - F) \zeta \, dx \quad + \quad \int_{\Omega - \Omega_m} (C + |F|) \zeta \, dx \]
\[ \leq \int_{\Omega} (F_k - F) \zeta \, dx \quad + \quad C_1 \int_{\Omega - \Omega_m} |\zeta| \, dx \quad \rightarrow 0 \quad \text{as} \quad m \rightarrow \infty. \]

So
\[ v^m \rightarrow y \quad \text{in} \quad H^{1,\infty}(\Omega) \quad \text{weak} \ast. \quad (2.12) \]

The same argument applies to the \( \psi(\nabla v^m) \) for any continuous \( \psi \) on \( \mathbb{M} \);
i.e., we can show that
\[ \psi(\nabla v^m) \rightarrow (1-\theta) \psi(F_0) + \theta \psi(F_0(1 + a\Theta b)) \quad \text{in} \quad L^{\infty}(\Omega) \quad \text{weak} \ast. \quad (2.13) \]

Thus \( (v^m) \) also determines the parametrized measure \( (\nu_\lambda) \) and, in
addition this sequence respects the boundary condition. For example, we
may demonstrate this theorem.

**Theorem 2.1** Let \( \Omega \subset \mathbb{R}^3 \) have a piecewise smooth boundary and let \( F \in \mathbb{M} \). Then
\[ E_\Omega(F) \leq |\Omega| W(F(1 - a\Theta n)) \quad (2.14) \]

whenever \( a \cdot n = 0 \).

The property of \( \Omega \) necessary to obtain the sequence \( (v^m) \) is only that \( |\partial \Omega| = 0 \), that is, that the three dimensional measure of \( \partial \Omega \) be zero.
In this situation \( \eta \) may be constructed from the distance function to the
complement of \( \Omega \) and possible integrals over \( \partial \Omega \) vanish. We shall
illustrate this more clearly later on in the next section by a different
method.
There is a clear technical advantage to insisting that minimizing sequences satisfy a boundary condition, but there is a disadvantage as well. The original sequence \((u^k)\) may actually correspond to a sequence of minimizers, or equilibrium configurations, which themselves converge to another equilibrium configuration, perhaps providing a clearer idea of the mechanical process under study.

Proof. First assume that \(1 + a \otimes n = 1 + \theta \hat{a} \otimes \hat{n}\) where \(1 + \theta \hat{a} \otimes \hat{n} \in \mathcal{H}\). Then with \((v^m)\) constructed as above,

\[
E_0^*(F) \leq \lim \int_\Omega W(\nabla v^m) \, dx
\]

\[
= \{(1 - \theta)W(F_0) + \theta W(F_0(1 + \hat{a} \otimes \hat{n}))\} |\Omega| \quad (c.f. (2.13))
\]

\[
= \{(1 - \theta)W(F_0) + \theta W(F_0)\} |\Omega|
\]

\[
= W(F_0) |\Omega|
\]

\[
= W(F(1 - \theta \hat{a} \otimes \hat{n})) |\Omega| .
\]

Finally, to complete the proof, we remove the special hypotheses about the vectors \(a\) and \(n\). This is trivial. Observe that whenever \(p, q\) are orthogonal vectors of integers,

\[
1 + L^p \circ L^{-T} q \in \mathcal{H} .
\]

Obviously, given \(a, n \in \mathbb{R}^3\), \(a \cdot n = 0\), there is a sequence \(p_k, q_k \in \mathbb{Z}^3\), \(p_k \cdot q_k = 0\), and \(\theta_k \in \mathbb{R}\) such that

\[
a \otimes n = \lim_{k \to \infty} \theta_k L_{p_k} \circ L^{-T} q_k ,
\]

from which the theorem, that is (2.14), follows by continuity of \(W\). QED

3. Subenergy and homogeneous deformation

In many situations, the minimum energy of a configuration, \(E_0^*(F)\), with, let us say, homogeneous boundary values is its subenergy. The subenergy density of \(W(F)\) is given by
\[ \phi(\det F) = \inf_{\det A = \det F} W(A), \quad F \in \mathcal{M}. \] (3.1)

We shall also have need of
\[ \phi^{\diamond \diamond} = \text{the convex minorant of } \phi, \] (3.1.2)

that is, the greatest convex function less than \( \phi \). This is shown, roughly speaking, by iterating the argument of the preceding section. The function \( \phi(\det F) \) may be interpreted as the traditional free energy used by thermodynamicists (cf. Ericksen[24]). We shall establish that it is, in normal regimes, a term used by Ericksen to mean a regime where we may legitimately suppose that \( \phi \) is convex, the quasi-convex minorant of \( W(F) \). This provides a context for the variational method of seeking minima, which, however, are realized by Young measures rather than classical solutions. More generally, and this may be of interest in the study of thermally driven phase transformations, the minimum energy is achieved by integrating \( \phi^{\diamond \diamond}(\det F) \), the convex minorant of \( \phi \), over the body.

Let us first note

Proposition 3.1 Let \( W \) be given and \( \phi \) and \( \phi^{\diamond \diamond} \) be defined by (3.1). Then
\[ \phi^{\diamond \diamond}(\det F) \Omega \leq E_\Omega(F) \quad \text{for } F \in \mathcal{M}. \]

Proof. This follows from Jensen's inequality. First recall that given \( \nu \in \mathcal{A}(F) [59], \)
\[ \int_\Omega \det \nabla \nu \, dx = \int_\Omega \det F \, dx = |\Omega| \det F. \]

Hence
\[ \int_\Omega W(\nabla \nu) \, dx \geq \int_\Omega \phi(\det \nabla \nu) \, dx \]
\[ \geq \int_\Omega \phi^{\diamond \diamond}(\det \nabla \nu) \, dx \]
\[ \geq |\Omega| \phi \times \phi(|\Omega|^{-1} \int_{\Omega} \det \nabla v \, dx) \]

\[ \geq |\Omega| \phi \times \phi(\det F). \quad \text{QED} \]

Our principal result is that equality holds in the conclusion above. We shall proceed in several steps so that we may recover the parametrized measure, at least in some cases, cf. §4. The minimum energy admits an elementary scaling property which we wish to elucidate. Given a domain \( D \), consider the domain \( a + \varepsilon D = \{ x \in \mathbb{R}^3 : x = a + \varepsilon \xi, \xi \in D \} \). Then

\[ E_{a + \varepsilon D}(F) = \varepsilon^3 E_D(F). \]

This is because a function \( \zeta \in A_{a + \varepsilon D}(F) \) if and only if

\[ \zeta(x) = \varepsilon \psi(\varepsilon^{-1}(x - a)) + Fa \quad \text{for some} \quad \psi \in A_D(F). \]

This may be formalized by using an argument of Ball and Murat [7], p. 240. We now prove an intermediate lemma.

Lemma 3.2 \( \text{There is a function } \tilde{W}(F) \text{ such that} \)

\[ E_\Omega(F) = |\Omega| \tilde{W}(F). \quad (3.2) \]

whenever \( \Omega \subset \mathbb{R}^3 \) is a bounded domain with boundary \( \partial \Omega \) of (3 dimensional) measure zero.

Proof. Let \( D \) and \( \Omega \) be two bounded domains whose boundaries have measure zero. The sets

\[ \{ a + \varepsilon \vec{D} : a + \varepsilon \vec{D} \subset \Omega, a \in \Omega, \varepsilon > 0 \} \]

form a covering of \( \Omega \) to which the Vitali Covering Lemma may be applied. Hence there is a countable or finite subfamily of disjoint subsets

\[ \{ \vec{D}_1 = a_1 + \varepsilon_1 \vec{D} : \vec{D}_1 = a_1 + \varepsilon_1 \vec{D} \subset \Omega, a_1 \in \Omega, \varepsilon_1 > 0 \} \]

such that
\[ \Omega = U_i \overline{D}_i \cup N \quad \text{with } |N| = 0. \]

Note that \( |\Omega| = \Sigma \epsilon^2 |D_i| \). Given \( \nu \in A_D(F) \), define
\[
\nu(x) = \begin{cases} 
\nu_0(\epsilon^{-1}(x - a_i)) + F a_i & x \in D_i \\
F x & \text{otherwise}
\end{cases}
\]

Then since \( |\partial D_i| = 0 \),
\[
\int_\Omega \nu(x) \, dx = \sum_i \int_{D_i} \nu(x) \, dx
\]
\[
= \sum_i \epsilon^2 \int_D \nu(x) \, dx
\]
\[
= (|\Omega|/|D|) \int_D \nu(x) \, dx.
\]

Thus
\[
E_\Omega(F) \leq (|\Omega|/|D|) E_D(F).
\]

Interchanging the roles of \( \Omega \) and \( D \), we obtain that
\[
E_\Omega(F)/|\Omega| = E_D(F)/|D|.
\]

We define
\[
\tilde{\nu}(F) = E_D(F)/|D|.
\]

QED

Lemma 3.3 The density \( \tilde{\nu} \) is rank 1 convex, that is, given

\[ F, \quad \det F > 0, \]
\[ B = I + a \otimes b, \quad \det B = 1 + a \cdot b > 0, \text{ and} \]
\[ 0 \leq \theta \leq 1, \]

then
\[
\tilde{\nu}((1 - \theta)F + \theta FB) \leq (1 - \theta)\tilde{\nu}(F) + \theta \tilde{\nu}(FB).
\] (3.3)

It may be useful to keep in mind that we are actually about to prove that the energy \( E_\Omega(F) \) is a rank one convex function of \( F \). The major
ingredient of the proof is an energy calculation analogous to the one of the previous section.

Proof. Given \( B, \) with \(|B| = 1,\) let \( D = Q\) be a unit cube with one face normal to \( b\) and determine the sequence \((u^k)\) relative to \( F\) as in (2.4). The cube \( D\) is then divided into parallel slabs \(D_{k,i}\) of width \(1/k\) and

\[
F^k = \nabla u^k = F(1 + f^k a \cdot b) \quad \text{in} \quad D_{k,i}.
\]

Each \(D_{k,i}\) may be expressed as \(D_{k,i} = D^0_{k,i} \cup D^1_{k,i}\) where

\[
f^k = \begin{cases} 
0 & \text{in } D^0_{k,i} \\
1 & \text{in } D^1_{k,i} 
\end{cases}
\]

so

\[
F^k = \begin{cases} 
F & \text{in } D^0_{k,i} \\
FB & \text{in } D^1_{k,i} 
\end{cases}
\]

Moreover,

\[
|\cup D^0_{k,i}| = (1 - \theta)|B| = 1 - \theta \quad \text{and} \quad |\cup D^1_{k,i}| = \theta. \tag{3.4}
\]

Choose a subsequence of the \((u^k)\), still called \((u^k)\), and a sequence of cut-off functions \(\eta^k\) such that

\[
\nabla^k = (1 - \eta^k)y + \eta^k u^k
\]

have the properties

\[
\nabla^k \in A(F), \quad \det \nabla \nabla^k > c > 0, \\
\nabla^k \rightarrow y \quad \text{in } H^{1/2} (D) \text{ weak-*}, \\
\n\nabla^k = u^k \quad \text{in } D^k,
\]

where the \(D^k\) increase to \(D\). There is a sequence \(\epsilon_k \rightarrow 0\) such that

\[
\int_{\supp \eta^k} W(\nabla u^k) \, dx \leq \epsilon_k.
\]

For arbitrary \(\zeta \in H_0^{1/2} (D^k), \det (\nabla u^k + \nabla \zeta) > 0,\) with
\[ \zeta = 0 \quad \text{on} \quad \partial D_{k, i}^0 \cup \partial D_{k, i}^1, \quad \text{for each} \quad i, \]

we have that \( \zeta \in H_0^{1,*} (D_{k, i}^0 \cap D^k) \) and \( \zeta \in H_0^{1,*} (D_{k, i}^1 \cap D^k) \). We may estimate

\[
E_D (F) \leq \int_D W (\nabla \varphi^k + \nabla \zeta) \, dx
\]

\[ \leq \int_D W (\nabla u^k + \nabla \zeta) \, dx + \epsilon_k \]

\[ = \sum_i \int_{D_{k, i}^0} W (F + \nabla \zeta) \, dx + \sum_i \int_{D_{k, i}^1} W (F_B + \nabla \zeta) \, dx + \epsilon_k \hat{\theta} \]

We may take the infimum over \( \zeta \), recalling that the infima of the summands are independent of each other. This gives that

\[
E_D (F) \leq \sum_i E_{D_{k, i}^0} (F) + \sum_i E_{D_{k, i}^1} (F_B) + \epsilon_k.
\]

Applying Lemma 3.2 and noting (3.4),

\[
\tilde{W} (F) = E_D (F) \leq \sum_i |D_{k, i}^0 \cap D^k| \tilde{W} (F) + \sum_i |D_{k, i}^1 \cap D^k| \tilde{W} (F_B) + \epsilon_k
\]

\[ \leq \sum_i |D_{k, i}^0| \tilde{W} (F) + \sum_i |D_{k, i}^1| \tilde{W} (F_B) + \epsilon_k
\]

\[ = (1 - \theta) \tilde{W} (F) + \theta \tilde{W} (F_B) + \epsilon_k. \qquad \text{QED}
\]

Note that (3.3) may be rewritten in this way. Since for any \( F \),

\[
F = \theta F (1 + a \otimes b) + (1 - \theta) F (1 - (a / 1 - \theta) a \otimes b),
\]

\[
\tilde{W} (F) \leq \theta \tilde{W} (F (1 + a \otimes b)) + (1 - \theta) \tilde{W} (F (1 - (a / 1 - \theta) a \otimes b)), \quad (3.5)
\]

where \( 0 \leq \theta \leq 1, \quad 1 + a \cdot b > 0, \) and \( 1 - (a / 1 - \theta) a \cdot b > 0. \)

Here is a useful fact.

**Proposition 3.4** Let \( A \in M \), i.e., \( A \) is a 3x3 matrix with positive determinant. Then there is a proper orthogonal \( Q \) and \( a_1, n_1, a_2, n_2 \in \mathbb{R}^3 \) with \( a_i \cdot n_i = 0, \ i = 1, 2, \) such that
\[ A = (\det A)^{\frac{1}{3}} Q(1 + a_2 \otimes n_2)(1 + a_1 \otimes n_1). \quad (3.6) \]

If \( A \) is a 2\times2 matrix, we may take \( a_2 = n_2 = 0 \) and replace the exponent 1/3 by \( \frac{1}{2} \).

Many items of this nature may be found in Kelvin and Tait [45], cf. also Love [54], however we did not find this one there.

Proof. Consider the two dimensional case first. Let

\[ E = E_x = I + \gamma e_1 \otimes e_2, \quad \gamma \in \mathbb{R}, \]

and

\[ U = E^T E = I + \gamma(e_1 \otimes e_2 + e_2 \otimes e_1) + \gamma^2 e_2 \otimes e_2 \]

\[ = \begin{pmatrix} 1 & \gamma \\ \gamma & 1 + \gamma^2 \end{pmatrix}. \]

So we may write, by the polar and spectral decompositions,

\[ U = P \Lambda^2 P^T \quad \text{and} \quad E = RU^{\frac{1}{2}} = RP \Lambda P^T, \]

where \( \Lambda \) is diagonal and \( R \) and \( P \) are proper orthogonal. Thus,

\[ \Lambda = (RP)^T EP = Q(1 + a \otimes n) \quad (3.7) \]

where \( a = \gamma P e_1 \) and \( n = P e_2 \).

With \( \Lambda = \text{diag}(\lambda, \lambda^{-1}) \), we determine the relationship between \( \lambda \) and \( \gamma \). Indeed, since

\[ \det U = 1 \quad \text{and} \quad \text{tr} U = 2 + \gamma^2, \]

\[ \gamma = \lambda - 1/\lambda. \]

(3.8)

Thus given \( \lambda > 0 \), we may find an \( E_x \) such that (3.7) holds.

Now let \( A \) be a 3\times3 matrix with \( \det A = 1 \). Again using the polar and spectral decompositions,
\[ A = QS = RPDP^T, \]  

(3.9)

where \( D = \text{diag}(\lambda, \mu, (\lambda \mu)^{-1}) \) is diagonal. Thus

\[ D = \text{diag}(\lambda, 1, \lambda^{-1}) \text{diag}(1, \mu, \mu^{-1}) \]

\[ = R_1(1 + \alpha_2 \otimes v_2)(1 + \alpha_1 \otimes v_1), \]  

(3.10)

using (3.7) for each of the factors. Substitution of (3.10) into (3.9) and rearranging the rotation gives the result.

QED

More precise information is available using (3.8).

**Lemma 3.5** Let \( \Omega \) be a bounded domain with \( |\partial \Omega| = 0 \). If \( \mathbf{F} \) is a constant matrix with \( \det \mathbf{F} > 0 \), then

\[ E_0(\mathbf{F}) \leq |\Omega| \phi(\det \mathbf{F}). \]  

(3.11)

Equality holds in (3.11) if \( \det \mathbf{F} \) is a point of convexity of \( \phi \).

By a point of convexity we intend a point \( t \) where \( \phi(t) = \phi^{**}(t) \).

Proof. Given \( \epsilon > 0 \), choose \( \mathbf{F}_\epsilon \), \( \det \mathbf{F}_\epsilon = \det \mathbf{F} \), such that

\[ W(\mathbf{F}_\epsilon) \leq \phi(\det \mathbf{F}) + \frac{1}{2} \epsilon. \]

According to the last proposition we may write

\[ \mathbf{F}(\mathbf{F}_\epsilon)^{-1} = R(1 + \alpha_2 \otimes v_2)(1 + \alpha_1 \otimes v_1), \]

which may be rearranged to read

\[ \mathbf{F} = R \mathbf{F}_\epsilon(1 + a_2 \otimes n_2)(1 + a_1 \otimes n_1). \]

Now we may find \( \hat{a}_i, \hat{n}_i \), and \( \theta_i, i = 1, 2 \), with \( H_i = 1 + \hat{a}_i \otimes \hat{n}_i \in \mathbb{H} \), such that

\[ (1 + a_2 \otimes n_2)(1 + a_1 \otimes n_1) = (1 + \Delta)(1 + \theta_2 \hat{a}_2 \otimes \hat{n}_2)(1 + \theta_1 \hat{a}_1 \otimes \hat{n}_1), \]

or

\[ F = \mathbf{R} \mathbf{F}_\epsilon(1 + a_2 \otimes n_2)(1 + a_1 \otimes n_1). \]
\[ F = Q F_\epsilon (1 + \Delta)(1 + \theta_2 \hat{a}_2 \cdot \hat{n}_2)(1 + \theta_1 \hat{a}_1 \cdot \hat{n}_1), \]

with \(|\Delta|\) so small that

\[ |W(F_\epsilon (1 + \Delta)) - W(F_\epsilon)| < \frac{1}{2} \epsilon. \]

For convenience, let us set \( H_i = 1 + \hat{a}_i \cdot \hat{n}_i, \ i = 1, 2. \) By Lemma 3.3,

\[ E_\Omega(F) = E_\Omega(QF_\epsilon (1 + \Delta)(1 + \theta_2 \hat{a}_2 \cdot \hat{n}_2)(1 + \theta_1 \hat{a}_1 \cdot \hat{n}_1)) \]

\[ \leq (1 - \theta_1)(1 - \theta_2) E_\Omega(QF_\epsilon (1 + \Delta)) + \\
(1 - \theta_1)\theta_2 E_\Omega(QF_\epsilon (1 + \Delta)H_2) + \theta_1(1 - \theta_2) E_\Omega(QF_\epsilon (1 + \Delta)H_1) + \\
\theta_1\theta_2 E_\Omega(QF_\epsilon (1 + \Delta)H_2H_1) \]

\[ \leq W(F_\epsilon (1 + \Delta))|\Omega| \]

\[ \leq W(F_\epsilon)|\Omega| + \frac{1}{2} \epsilon|\Omega| \]

\[ \leq (\phi(det F) + \epsilon)|\Omega|. \]

QED

We may now make a general statement about homogeneous deformations.

Theorem 3.6 Let \( \Omega \) be a domain with boundary \( \partial \Omega \) of (three dimensional) measure zero. Then

\[ \tilde{W}(F) = |\Omega|^{-1} E_\Omega(F) = \phi(*) (\det F), \text{ for } F \in \mathcal{M}. \] (3.12)

Proof. In view of Lemma 3.5, note (3.11), we must check (3.12) at points where \( \phi(*) (\det F) < \phi(\det F) \). Suppose first that for such \( F \) there are numbers \( \upsilon_1 \) and \( \upsilon_2 \) and \( \theta \in (0,1) \) such that

\[ \det F = \theta \upsilon_1 + (1 - \theta) \upsilon_2 \]
\[ \phi(\upsilon_i) = \phi(*) (\upsilon_i), \ i = 1, 2. \] (3.13)

Choose \( a, b \in \mathbb{R}^3 \) such that

\[ \upsilon_1 = \det F(1 + a \cdot b), \]

which implies that

...
\( v_2 = \det F(1 - (a/1-a)b) \).

By Lemma 3.2, Lemma 3.5, and (3.5),

\[
\phi^{**}(\det F) \leq \tilde{W}(F)
\]
\[
\leq \theta \tilde{W}(F(1 + a\otimes b)) + (1 - \theta)\tilde{W}(F(1 - (a/1-a)b))
\]
\[
\leq \theta \phi(\det F(1 + a\cdot b)) + (1 - \theta)\phi(\det F(1 - (a/1-a)b))
\]
\[
= \phi^{**}(\det F)
\]

When there is no such \( v_2 \), then \((\det F, \phi^{**}(\det F))\) lies on an asymptotic direction of the graph of \( \phi^{**} \). In this case there is a \( v_1, 0 < v_1 < \det F \), such that \( \phi(v_1) = \phi^{**}(v_1) \),

\[
\phi^{**}(v) = \phi(v_1) + p(v - v_1), \quad \text{for } v > v_0,
\]

with

\[
p = \lim_{v \to \infty} (\phi(v) - \phi(v_1))/(v - v_1).
\]

Moreover,

\[
\phi^{**}(v) \leq \phi(v).
\]

As before, choose \( a, b \in \mathbb{R}^3 \) such that \( v_1 = \det F(1 + a\cdot b) \). Set

\[
F_k = F(1 - (k - 1)a\otimes b), \quad k \geq 0.
\]

Note that \( \det F_0 = v_1 \). Consequently we may write

\[
F = \theta F_0 + (1 - \theta)F_k \quad \text{for } \theta = \theta_k = (k - 1)/k, \quad k \geq 1,
\]

so that

\[
\phi^{**}(\det F) \leq \theta \tilde{W}(F_0) + (1 - \theta)\tilde{W}(F_k)
\]
\[
\leq \theta \phi(\det F_0) + (1 - \theta)\phi(\det F_k)
\]
\[
= \phi(\det F_0) +
\]
\[
(1 - \theta)(\phi(\det F_0 - k\det F a\cdot b) - \phi(\det F_0))
\]
\[ = \phi(u_1) + \{\phi(\text{det}F_0 - k\text{det}F_a \cdot b) - \phi(\text{det}F_0)/k\} \]
\[ \rightarrow \phi(u_1) - p\text{det}F a \cdot b = \phi^\ast\ast(\text{det}F) \quad \text{QED} \]

4. General boundary conditions and existence of parametrized measures

In the last section we have seen how an elementary variational argument using little more than the definition of weak\(^\ast\) convergence allowed us to find minimum values of energy associated to homogeneous boundary conditions. Here we extend those results in two directions by exploiting very much the same methods. First we shall discuss more general boundary conditions and then we shall consider also some special homogeneous configurations admitting parametrized measure minima.

Given a domain \( \Omega \subset \mathbb{R}^3 \) with Lipschitz boundary \( \partial\Omega \) and \( y_0: \Omega \rightarrow \mathbb{R}^3 \) a Lipschitz deformation, we set

\[ A_\Omega(y_0) = \{ v \in H^{1,\infty}(\Omega): \text{det} \nabla v > 0 \text{ and } v = y_0 \text{ on } \partial\Omega \} \quad (4.1) \]
and

\[ E_\Omega(y_0) = \inf_{A(y_0)} \int_\Omega W(\nabla v) \, dx . \quad (4.2) \]

Recall that if \( y_0(x) = y(x) = Fx + a \) is an affine transformation, then by Theorem 3.6,

\[ E_\Omega(y_0) = \phi^\ast\ast(\text{det}F)|\Omega| , \quad (4.3) \]

where \( \phi^\ast\ast \) is the convexification of the subenergy of \( W \), cf. (3.1). For mappings of this form we retain our old notations when convenient, that is

\[ A_\Omega(Fx) = A_\Omega(F) \quad \text{and} \quad E_\Omega(Fx) = E_\Omega(F) . \]

Our results may be extended to more general boundary conditions. We give an example of this.

Theorem 4.1 Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain with Lipschitz boundary and \( y_0 \in C^1(\overline{\Omega}) \), \( \text{det} \nabla y_0 \geq c > 0 \). Suppose that
\[ \inf_{\mathcal{A}(y_0)} \int_\Omega \phi^{**}(\det \nabla v) \, dx = \inf_{\mathcal{A}(y_0) \cap C^1(\Omega)} \int_\Omega \phi^{**}(\det \nabla v) \, dx. \quad (4.4) \]

Then

\[ E_\Omega(y_0) = \inf_{\mathcal{A}(y_0)} \int_\Omega \phi^{**}(\det \nabla v) \, dx. \quad (4.5) \]

Proof. Since \( \phi^{**}(\det A) \leq W(A) \) for \( A \in \mathcal{M} \), it is obvious that

\[ E_\Omega(y_0) \leq \inf_{\mathcal{A}(y_0)} \int_\Omega \phi^{**}(\det \nabla v) \, dx. \]

We need to prove only that

\[ E_\Omega(y_0) \leq \inf_{\mathcal{A}(y_0)} \int_\Omega \phi^{**}(\det \nabla v) \, dx. \]

Let \( y \in \mathcal{A}(y_0) \cap C^1(\Omega) \). It is elementary to check that we may find a sequence \( (w^k) \subset H^{1,w}(\Omega) \) such that each \( w^k \) is piecewise affine and

\[ w^k \to y \quad \text{in} \quad H^{1,w}(\Omega) \quad \text{weak}\ast \quad \text{and} \]

\[ \nabla w^k \to \nabla y \quad \text{uniformly in} \quad \Omega, \]

(4.6)

cf. Ekeland and Temam [19], Proposition 2.1, p.309, for example. In particular,

\[ \det \nabla w^k \to \det \nabla y \quad \text{uniformly in} \quad \Omega \quad (4.7) \]

Indeed, a neighborhood of \( \Omega \) may be written as the union of simplices \( D_{k,J} \) of diameter \( \leq 1/k \) and for each \( k \) we may express

\[ F^k = \nabla w^k = \Sigma J F^{kJ} x_{k,J}, \]

where \( x_{k,J} \) is the characteristic function of the simplex \( D_{k,J} \) and the \( F^{kJ} \) are constant matrices with positive determinant for \( k \) sufficiently large.

According to Theorem 3.6, given \( \varepsilon > 0 \), for each \( k \) we may find a \( u^{kJ} \) with

\[ u^{kJ} = w^k \quad \text{on} \quad \partial D_{k,J} \quad \text{and} \]

\[
\int_{D_{k,\Delta}} W(\nabla u_{\Delta}^{kJ}) \, dx \leq \phi^{\pi\pi}(\det F^{kJ})|D_{k,\Delta}| + \epsilon 2^{-j}.
\]

Moreover, for given \( \epsilon > 0 \), we may choose \( k \) so large that
\[
|\phi^{\pi\pi}(\det F(x_{k,\Delta})) - \phi^{\pi\pi}(\det F^{kJ})| < \epsilon,
\]
where \( x_{k,\Delta} \) is the barycenter of \( D_{k,\Delta} \) and \( F = \nabla y \). Thus
\[
\int_{\Omega} W(\nabla u^{kJ}) \, dx \leq \sum_{J} \phi^{\pi\pi}(\det F(x_{k,\Delta}))|D_{k,\Delta}| + \epsilon |\Omega| + \epsilon.
\]

Since the first term on the right hand side is a Riemann sum for
\[
\int_{\Omega} \phi^{\pi\pi}(\det F) \, dx,
\]
we conclude that
\[
\lim \inf_{k \to \infty} \int_{\Omega} W(\nabla u^{kJ}) \, dx \leq \int_{\Omega} \phi^{\pi\pi}(\det F) \, dx.
\]  \tag{4.9}

To complete the argument we must show that the boundary conditions on the admissible functions are not too restrictive. Given \( \delta > 0 \), let \( \Omega_{\delta} \) denote the union of the simplices \( D_{k,\Delta} \) of distance to \( \partial \Omega \) greater than \( \delta \). It is elementary to check that
\[
\lim_{\delta \to 0} |\Omega - \Omega_{\delta}| = 0. \tag{4.10}
\]

Let \( \eta_{\delta} \) be a Lipschitz function with \( \eta_{\delta} = 1 \) on \( \partial \Omega \), \( \eta_{\delta} = 0 \) on \( \Omega_{\delta} \), and \( 0 \leq \eta_{\delta} \leq 1 \), \( |\nabla \eta_{\delta}| \leq \text{const.}/\delta \), where the constant may be taken independent of \( k \). Let \( u^{kJ} \) denote the function equal to \( u^{kJ} \) in \( D_{k,\Delta} \), determined above, and define \( v^{kJ} \in \mathcal{A}(y_{0}) \) by
\[
v^{kJ} = \begin{cases} (1 - \eta_{\delta})y + \eta_{\delta}w^{k} & \text{in } \Omega - \Omega_{\delta} \\ u^{kJ} & \text{in } \Omega_{\delta} \end{cases}
\]

with \( k \) chosen so large that
\[
|\nabla v^{kJ}| \leq \text{Const.} \quad \text{and in } \Omega - \Omega_{\delta}
\]
Equilibrium states of crystals

\[ \det \nabla \nu^k \geq \frac{1}{2} c > 0, \]

which is possible by (4.6) and (4.7). This implies that

\[ \int_{\Omega - \Omega_\delta} W(\nabla \nu^k) \, dx \leq C |\Omega - \Omega_\delta| \quad \text{for a constant } C > 0. \]

We may now apply (4.9), with fixed \( \delta \), whence

\[
E_\Omega(y_0) \leq \liminf_{k \to \infty} \int_\Omega W(\nabla \nu^k) \, dx
\leq \liminf_{k \to \infty} \int_\Omega W(\nabla u^k) \, dx + C |\Omega - \Omega_\delta|
\leq \int_\Omega \phi^{\star\star}(\det F) \, dx + C |\Omega - \Omega_\delta|. \]

The result follows from (4.10). QED

The condition (4.4) may be regarded as a technical hypothesis. We do not know at this writing a way to approximate arbitrary admissible \Lipschitz deformations by piecewise affine ones. On the other hand, there are many circumstances where (4.4) may be verified. For example, if the right hand side of (4.4) is zero. More generally, we note

Theorem 4.2 Let \( \Omega \) be a bounded \Lipschitz domain and let \( y_0 \in C^1(\bar{\Omega}) \)
satisfy \( \det \nabla y_0 = \nu \), a constant. Then

\[ E_\Omega(y_0) = \phi^{\star\star}(\det \nabla y_0) |\Omega|. \]

Proof. The proof is another application of Jensen’s inequality almost precisely as in Proposition 3.1 noting that in this case (4.4) is satisfied since

\[
\phi^{\star\star}(\det \nabla y_0)|\Omega| = \phi^{\star\star}(|\Omega|^{-1} \int_\Omega \det \nabla \nu \, dx) \, |\Omega|
\leq \inf_{A(y_0)} \int_\Omega \phi^{\star\star}(\det \nabla \nu) \, dx
\leq \inf_{A(y_0) \cap C^1(\Omega)} \int_\Omega \phi^{\star\star}(\det \nabla \nu) \, dx
\]
Indeed, we observe that there are many such mappings. For example, as Tartar (cf. [36]) has pointed out, in two dimensions the mapping of the unit disc given in polar coordinates by

\[ r = \rho, \quad \Theta = \Theta + \zeta(\rho), \]

where \( \zeta \) is any smooth function with support in \((0,1)\), has constant determinant one. Another way to approach this question is through a result of Mascolo and Schianchi [56], using a theorem of Moser's [60].

There are additional situations where (4.4) may be verified. For example, let \( \Omega \) be the square

\[ \Omega = \{ x : |x_1| < 1 \text{ and } \lambda - 1 < x_2 < \lambda \}, \quad 0 < \lambda < 1, \]

and

\[ y_0(x) = Fx \quad \text{with} \]

\[ F = \begin{cases} 1 + b \otimes e_2 & x_2 > 0 \\ 1 & x_2 < 0 \end{cases}, \]

where \( b \cdot e_2 \neq 0 \). We may construct a sequence \( v^k \in A(y) \) such that

\[ 0 < \det \nabla v^k \leq \text{const.} \quad \text{and} \]

\[ \det \nabla v^k \to 1 + \lambda b \cdot e_2 \quad \text{a.e. in } \Omega. \]

Thus

\[ \lim_{k \to \infty} \int_{\Omega} \phi \star \star (\det \nabla v^k) \, dx = \phi \star \star (1 + \lambda b \cdot e_2). \quad (4.11) \]

Keeping in mind that

\[ \inf_{A(y_0)} \int_{\Omega} \phi \star \star (\det \nabla v^k) \, dx \geq \phi \star \star \left( \int_{\Omega} \det F \, dx \right) \]

\[ = \phi \star \star (1 + \lambda b \cdot e_2), \quad (4.12) \]

comparison of (4.11) and (4.12) shows that the infimum over smooth
deformations agrees with the infimum over Lipschitz ones.

Some additional discussion of related issues may be found in Dacorogna and Fusco [15] and Marcellini [55].

When $F$ is related by symmetry to the minimizer of the subenergy, cf. (4.16) below, we may use the method of §2 to construct a parametrized measure, or Young measure, minimum. Let us explain this before passing to more general considerations. Restricting our attention to homogeneous deformations, we introduce a few conventions. Let us say that $(v_x)_x \in \Omega$ is a parametrized measure in $\Omega$ satisfying the boundary condition $y = Fx$ provided there is a sequence $(v^k) \subset H^{1,\infty}(\Omega)$ such that

\[
\begin{align*}
&v^k \in A_\Omega(y) \\
&\det \nabla v^k > 0 \quad \text{in } \Omega \\
&v^k \rightharpoonup z \quad \text{in } H^{1,\infty}(\Omega) \text{ weak*}
\end{align*}
\]  

where

\[ z = y \quad \text{on } \partial \Omega, \]

and

\[
\int_{\Omega} \int_{\mathbb{M}} \psi(x,T) \, d\nu_x \, dx = \lim_{k \to \infty} \int_{\Omega} \psi(x,T,v^k) \, dx \quad \text{for } \psi \in C(\Omega \times \mathbb{M}).
\]  

(4.14)

A parametrized measure $(v_x)_x \in \Omega$ satisfying the boundary condition $y = Fx$ is a minimum in $\Omega$ if

\[
E_\Omega(F) = \int_{\Omega} \int_{\mathbb{M}} W(A) \, d\nu_x \, dx
\]  

(4.15)

Theorem 4.3 Let $\Omega$ be open and bounded with $|\partial \Omega| = 0$ and suppose that $\det F$ is a point of convexity of $\phi$. Assume that $F \in \mathbb{M}$ admits the representation

\[
F = F_0(1 + \theta_2 \hat{a}_2 \otimes \hat{n}_2)(1 + \theta_1 \hat{a}_1 \otimes \hat{n}_1), \quad \text{where}
\]

\[
H_i = 1 + \hat{a}_i \otimes \hat{n}_i \in \mathbb{M}, \quad 0 \leq \theta_i \leq 1, \quad i = 1,2,
\]

(4.16)

where $W(F_0) = \phi(\det F_0)$. Then
\[ \nu = \nu_x = (1 - \theta_1)(1 - \theta_2)F_{0} + \theta_1(1 - \theta_2)F_{0H_1} + (1 - \theta_1)\theta_2F_{0H_2} + \theta_1\theta_2F_{0H_2H_1} \]  

(4.17)

is a parametrized measure minimum in \( \Omega \).

Note that (4.14) has the special property that

\[ F = \int_{\hat{\Omega}} A \, d\nu, \]  

(4.18)

so that \( z = y \) in (4.13).

Proof: We consider first the case that \( \Omega = Q \), a cube, since any bounded domain may be enclosed in some such \( Q \) and delay discussion of the boundary condition on \( \partial Q \). Choose \( Q \) with faces parallel to \( \hat{a}_1 \) and \( \hat{n}_1 \). Let \( F_1 = F_0(1 + \theta_2\hat{a}_2\hat{n}_2) \) and determine the sequence \( (u^k) \) relative to \( F_1 \), cf. (2.4). For each \( k \) the cube \( Q \) is divided into slabs \( D_i = D_{k,i} \) of width \( 1/k \) and

\[ \nabla u^k = F^k = F_1(1 + f^k\hat{a}_1\hat{n}_1) \]  
in \( D_i \).

As in the proof of Lemma 3.3, each \( D_i = D_{k,i}^0 \cup D_{k,i}^1 \), where

\[ f^k = \begin{cases} 0 & \text{in } D_{k,i}^0 \\ 1 & \text{in } D_{k,i}^1 \end{cases} \]

so

\[ F^k = \begin{cases} F_1 & \text{in } D_{k,i}^0 \\ F_1H_1 & \text{in } D_{k,i}^1 \end{cases}. \]

In particular, \( u^k \) is affine on each of \( D_{k,i}^0 \) and \( D_{k,i}^1 \). Also,

\[ |D_{k,i}^0| = (1 - \theta_1)|D_i| \quad \text{and} \quad |D_{k,i}^1| = \theta_1|D_i|. \]

For fixed \( k,i \) consider the sequence

\[ w_{j,0} \in H^{1,\infty}(D_{k,i}^0), \quad j = 1,2,3, \ldots \]  

(4.19)

constructed in (2.12) satisfying
\[ w^{1,0} = u^k \text{ on } \partial D^0_{k,i} \]
\[ w^{1,0} \to u^k \text{ in } H^{1,\infty}(D^0_{k,i}) \text{ weak}^* \]
\[ |\nabla w^{1,0}| \leq C \text{ and } \det \nabla w^{1,0} \geq c > 0. \]

The sequence \((w^{1,0})\) determines the parametrized measure
\[ \nu^0 = (1-\theta_2)\delta_{F_0} + \theta_2 \delta_{F_0 H_2} \text{ in } D^0_{k,i}. \quad (4.20) \]

Analogously, consider the sequence
\[ w^{1,1} \in H^{1,\infty}(D^1_{k,i}), \quad j = 1,2,3, \ldots \quad (4.21) \]
constructed in \((2.12)\) satisfying
\[ w^{1,1} = u^k \text{ on } \partial D^1_{k,i} \]
\[ w^{1,1} \to u^k \text{ in } H^{1,\infty}(D^1_{k,i}) \text{ weak}^* \]
\[ |\nabla w^{1,1}| \leq C \text{ and } \det \nabla w^{1,1} \geq c > 0. \]

The sequence \((w^{1,1})\) determines the parametrized measure
\[ \nu^1 = (1-\theta_2)\delta_{F_0 H_1} + \theta_2 \delta_{F_0 NH_2} \text{ in } D^1_{0,i}. \]
where \(H_1 N = H_2 H_1\), i.e., \(N = H_1^{-1}H_2 H_1 \in \mathcal{H}\). Thus
\[ \nu^1 = (1-\theta_2)\delta_{F_0 H_1} + \theta_2 \delta_{F_0 H_2 H_1} \text{ in } D^1_{0,i}. \quad (4.22) \]

Now let \(\psi \in C(\mathcal{M})\) and \(\epsilon > 0\). Let \(N = N(k)\) denote the number of slabs and \(w^{k,j}\) the function which is \(w^{1,0}\) in \(D^0_{k,i}\) and \(w^{1,1}\) in \(D^1_{0,i}\) for each \(i\). Then for \(j\) sufficiently large,
\[ \left| \int_{D^0_{k,i}} \psi(\nabla w^{k,j}) \, dx - \int_{D^0_{k,i}} \int_{\mathcal{M}} \psi(A) \, d\nu^0 dx \right| = \]
\[ \left| \int_{D^0_{k,i}} \psi(\nabla w^{k,j}) \, dx - ((1-\theta_2)\psi(F_0) + \theta_2 \psi(F_0 H_2)) |D^0_{k,i}| \right| \leq \epsilon/4N \]
and
\[ \left| \int_{D^1_{k,i}} \psi(\nabla w^{k,j}) \, dx - \int_{D^1_{k,i}} \int_{\mathcal{M}} \psi(A) \, d\nu^1 dx \right| = \]
\[ \left| \int_{D_{k,i}} \psi(\nabla w^{k,j}) \, dx - ((1-\Theta_2)\psi(F_0H_1) + \Theta_2\psi(F_0H_2H_1))1_{D_{k,i}} \right| \leq \varepsilon/4N. \]

Summing these two pieces, we obtain that
\[ \left| \int_{D_{k,i}} \psi(\nabla w^{k,j}) \, dx - \int_{D_{k,i}} \int_{\mathcal{M}} \psi(A)(x_{D_{k,i}}^0, dv^0 + x_{D_{k,i}}^1, dv^1) \, dx \right| \leq \varepsilon/2N. \]

We sum this over \( i \), whence
\[ \left| \int_{\Omega} \psi(\nabla w^{k,j}) \, dx - \int_{\Omega} \int_{\mathcal{M}} \psi(A) \sum_i (x_{D_{k,i}}^0, dv^0 + x_{D_{k,i}}^1, dv^1) \, dx \right| \leq \varepsilon/2. \]

Now
\[ \Sigma_i x_{D_{k,i}} = 1 - f^k \to 1 - \Theta_1 \quad \text{and} \quad \Sigma_i x_{D_{k,i}}^1 = f^k \to \Theta_1 \]

so for \( k \) and \( j \) sufficiently large,
\[ \left| \int_{\Omega} \psi(\nabla w^{k,j}) \, dx - \int_{\Omega} \int_{\mathcal{M}} \psi(A) \, dv \, dx \right| \leq \varepsilon. \]

Since \( C(\mathcal{M}) \) is separable, we may choose a subsequence of the \( w^{k,j} \), which we refer to as \( (v^k) \), with the property that
\[ \int_{\mathcal{M}} \psi(A) \, dv \mid_{\Omega} = \lim_{k \to \infty} \int_{\Omega} \psi(\nabla v^k) \, dx \quad \text{for all } \psi \in C(\mathcal{M}). \]  \hspace{1cm} (4.23)

To show that (4.23) implies (4.14) is a routine affair. By scaling and translating \( (v^k) \), (4.23) is seen to hold for a cube of any dimensions and center. It follows that (4.14) holds for functions \( \psi(x, A) \) of the form
\[ \psi(x, A) = \sum_{i \leq i \leq N} c_i \chi_{Q_i}(x) \psi_i(A) \]

where the \( Q_i \) are disjoint cubes and the \( \psi_i \in C(\mathcal{M}) \). From this and the separability of \( C(\Omega \times \mathcal{M}) \), one infers the existence of a sequence \( (v^k) \) for
which (4.14) holds.

Finally, suppose that \( \Omega \subset Q \) is an open set with \( |\partial \Omega| = 0 \). We may adjust the boundary behavior of our approximating sequence by asking that \( w^{k,l} = u^k \) in a small neighborhood of \( \partial D_{k,l} \cap \partial \Omega \) and then interpolate between \( u^k \) and \( F_x \). This may be achieved because \( \nabla(w^{k,l} - u^k) \) and \( F - \nabla u^k \) are rank one matrices. The argument is identical to §2 or Lemma 3.3. QED

The measure we have found is not unique, which will be obvious from the next section. In a subsequent paper we shall show how our methods may be used to determine parametrized measures for any homogeneous configuration. The matrices satisfying (4.16) are dense in all matrices, and this is sufficient to determine energy, as we have seen, and stress also, but it is not satisfactory to determine, for example, linear elastic moduli.

5. Parametrized measure minima

Our prior analysis has established that under fairly general conditions

\[
E_\Omega(y_0) = \inf_{A(y_0)} \int_\Omega W(\nabla v) \, dx = \inf_{\Phi(y_0)} \int_\Omega \Phi^{\#}(\det \nabla v) \, dx. \tag{5.1}
\]

Some circumstances under which minimizers actually exist were determined in the preceding section, however, a natural framework from functional analysis from which to seek solutions is not readily available to us owing to the extreme lack of convexity of \( W \). The sense in which a minimizing sequence may be said to be compact is rather murky, but two areas of interest may be discerned. These are \( H^{1,\omega} \) and \( H^{1,1} \). Analysis in \( H^{1,\omega} \) is not likely to be much different than that in \( H^{1,p} \), \( p > 1 \), while that in \( H^{1,1} \) permits gradients which may tend to measures, suggesting dislocations and other behavior we are not prepared to encounter at this time, cf. [37,76].

Consequently, here we shall consider a parametrized measure minimum associated to a minimizing sequence bounded in \( H^{1,\omega}(\Omega) \) and give some thought to equilibrium configurations and their state functions.
Let \((u^k) \subset \mathcal{A}_\Omega(y_0)\) be a minimizing sequence which converges in \(H^{1,\infty}(\Omega)\) weak* to some \(y, y = y_0\) on \(\partial\Omega\). Here we mean that
\[
\begin{align*}
  u^k & \rightarrow y \quad \text{in } H^{1,\infty}(\Omega) \text{ weak*}, \\
  u^k & = y_0 \quad \text{on } \partial\Omega \\
  \|u^k\|_{H^{1,\infty}(\Omega)} & \leq C, \text{ for all } k, \\
  \det F^k & > 0 \quad \text{in } \Omega, \text{ for all } k,
\end{align*}
\] (5.2)
and
\[
E_\Omega(y_0) = \lim_{k \to \infty} \int_\Omega w(F^k) \, dx = \inf_{\mathcal{A}(y_0)} \int_\Omega \Phi^{**}(\det \nabla \psi) \, dx, \quad (5.3)
\]
where \(F^k = \nabla u^k\). The sequence \((u^k)\) determines a parametrized measure \(\nu = (\nu_x)_x \in \Omega\) with the property
\[
\int_\Omega \int_M \psi(x,A) \zeta \, d\nu_x \, dx = \lim_{k \to \infty} \int_\Omega \psi(x,\nabla u^k) \zeta \, dx \\
\text{for } \psi \in C(\Omega \times M) \text{ and } \zeta \in L^1(\Omega). \quad (5.4)
\]
Expressed in other words, the weak* limit of the sequence \((\psi(x,\nabla u^k))\) is the function
\[
\bar{\psi}(x) = \int_M \psi(x,A) \, d\nu_x, \quad x \in \Omega. \quad (5.5)
\]
Recall that the functions \(A, \adj A = \det AA^{-1}\), and \(\det A\) are weak* continuous [59]. In particular, for \(F = \nabla y\,
\[
\begin{align*}
  F & = \int_M A \, d\nu_x, \\
  \adj F & = \int_M \adj A \, d\nu_x, \quad \text{and} \\
  \det F & = \int_M \det A \, d\nu_x. \quad (5.6)
\end{align*}
\]
It is useful to keep in mind that in the current framework, \(\text{supp}\nu\) is compact, indeed,
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\[ \text{supp}\psi \subset \bar{\Omega} \times \{ |F| \leq C \}, \quad (5.7) \]

where \( C \) is the constant of (5.2). This follows from (5.4) since if \( \psi \) is a function with support in the complement of \( \bar{\Omega} \times \{ |F| \leq C \} \), then

\[ \int_{\Omega} \psi(x, \nabla u^k) \phi dx = 0, \text{ for all } k. \]

Let us assume throughout this section that (5.1) - (5.5) hold. We begin with some general observations about minima.

Proposition 5.1 \textbf{Under the assumptions (5.1) - (5.5),} \( y \in A_0(y_0) \) and

\[ E_0(y_0) = \int_\Omega \phi^{**}(\det F) \, dx. \quad (5.8) \]

Proof: Since \( \phi^{**} \) is convex, it is lower semicontinuous with respect to weak* convergence in \( L^\infty(\Omega) \). Moreover, as we have noted, the mapping \( A \to \det A \) is weak* continuous, so

\[ \int_\Omega \phi^{**}(\det F) \, dx \leq \lim_{k \to \infty} \int_\Omega \phi^{**}(\det F^k) \, dx \]

\[ \leq \lim_{k \to \infty} \int_\Omega \psi(F^k) \, dx \]

\[ = E_0(y_0) \]

\[ = \inf_{A(y_0)} \int_\Omega \phi^{**}(\det \nabla \psi) \, dx \]

\[ \leq \int_\Omega \phi^{**}(\det F) \, dx. \]

Note in particular that the finiteness of \( E_0(y_0) \) implies that \( y \in A_0(y_0) \).

QED

The central technical difficulty met here is that there is no a priori knowledge ensuring that \( \det F^k \) remain bounded away from 0. This will become even more annoying later when we attempt to decide possible relationships between minimum states and equilibrium states. For the present, we simply observe that the conditions of (5.2) do not
automatically imply the formulas (5.5) and (5.8) since both \( W \) and \( \phi^{**} \) are unbounded as \( \det F \to 0 \). Nevertheless,

Proposition 5.2 \quad \text{Under the assumptions} (5.1)-(5.5), \( W \) and \( \phi^{**} \) are \( d\nu_x dx \) integrable and

\[
\overline{W}(x) = \overline{\phi}(x) = \overline{\phi^{**}}(x) = \phi^{**}(\det F(x)) \quad \text{in } \Omega \quad (5.9)
\]

Proof. \quad \text{Let } W_m(A) = \min\{W(A), m\}. \text{ Thus } W_m \geq 0 \text{ and increase to } W. \text{ Now, in view of the preceding Proposition,}

\[
\int_{\Omega} \int_{\mathcal{M}} W_m(A) \, d\nu_x \, dx = \lim_{k \to \infty} \int_{\Omega} W_m(F^k) \, dx \\
\leq \lim_{k \to \infty} \int_{\Omega} W(F^k) \, dx \\
= \int_{\Omega} \phi^{**}(\det F) \, dx .
\]

Thus by the monotone convergence theorem, \( W(A) \) is integrable and

\[
\int_{\Omega} \int_{\mathcal{M}} W(A) \, d\nu_x \, dx \leq \int_{\Omega} \phi^{**}(\det F) \, dx . \quad (5.10)
\]

Since \( 0 \leq \phi^{**} \leq W \), \( \phi^{**} \) is also \( d\nu_x dx \) integrable. \text{ The functions } \overline{\phi^{**}} \text{ and } \overline{W} \text{ may be defined by the formula (5.5) and they are in } L^1(\Omega). \text{ By Jensen's inequality and (5.6),}

\[
\phi^{**}(\det F(x)) = \phi^{**}(\int_{\mathcal{M}} \det A \, d\nu_x) \\
\leq \int_{\mathcal{M}} \phi^{**}(\det A) \, d\nu_x = \overline{\phi^{**}}(x) .
\]

Thus

\[
\phi^{**}(\det F) \leq \overline{\phi^{**}} \leq \overline{W} \quad \text{in } \Omega. \quad (5.11)
\]

Combining (5.10) and (5.11),

\[
\int_{\Omega} \phi^{**}(\det F) \, dx \leq \int_{\Omega} \overline{\phi^{**}} \, dx \leq \int_{\Omega} \overline{W} \, dx \leq \int_{\Omega} \phi^{**}(\det F) \, dx ,
\]
so equality holds, and by (5.11),
\[ \bar{w} = \Phi^{**} = \Phi^{**}(\det F) . \]

In view of the pointwise inequality \( \Phi^{**} \leq \phi \leq w \), it follows also that \( \bar{w}(x) = \Phi(x) = \Phi^{**}(x) \).

QED

We proceed to begin a direct analysis of the parametrized measure at a minimum. To complete this analysis we shall be obliged to discuss equilibrium conditions.

Lemma 5.3 \[ \text{Let } (\nu_x)_{x \in \Omega} \text{ be a parametrized measure minimum. Then} \]

\[ \text{supp } \nu_x \subset \{ A: a \leq \det A \leq b, \Phi^{**} \text{ is affine in } [a,b], \text{ and } \det F(x) \in [a,b] \} \]

almost everywhere in \( \Omega \). In particular, if \( \phi \) is strictly convex, then

\[ \text{supp } \nu_x \subset \{ A: \det A = \det F(x) \} \text{ a.e. in } \Omega . \]

Proof. Fix \( x \in \Omega, a \) and \( b \) such that \( \det F(x) \in [a,b], \Phi^{**} \) is affine on \( [a,b] \), and set \( \nu = \nu_x \). It is possible here that \( b = +\infty \); the argument is valid in this case as well. So there are numbers \( \alpha \) and \( \beta \) such that

\[ \Phi^{**}(t) - \alpha t - \beta \geq 0 \quad \text{in } (0,\infty), \]
\[ \Phi^{**}(t) - \alpha t - \beta = 0 \quad \text{in } [a,b], \text{ and} \]
\[ \Phi^{**}(t) - \alpha t - \beta > 0 \quad \text{in } (0,\infty) - [a,b] . \]

Since \( \det F(x) \in [a,b] \), by the preceding proposition,

\[ 0 = \Phi^{**}(\det F(x)) - \alpha \det F(x) - \beta \]
\[ = \int_{M}(\Phi^{**}(\det A) - \alpha \det A - \beta) \, d\nu \]
\[ = \int_{\text{supp } \nu}(\Phi^{**}(\det A) - \alpha \det A - \beta) \, d\nu . \]

Hence

\[ \Phi^{**}(\det A) = \alpha \det A - \beta \quad \text{a.e. on } \text{supp } \nu . \]

QED
This is our principal result about the support of the parametrized measure. Some discussion of it follows the proof.

Theorem 5.4 \[ \text{Let } (\nu_x)_x \in \Omega \text{ be a parametrized measure minimum. Then} \]

\[ W(A) = \phi(\det A) = \phi^{**}(\det A) \quad \text{a.e. in } \text{supp } \nu_x, \text{ a.e. in } \Omega, \quad (5.12) \]

and in particular,

\[ \text{supp } \nu_x \subset \{ A: a \leq \det A \leq b, \phi^{**} \text{ is affine in } [a,b], \text{ det } F(x) \in [a,b], \text{ and } \phi^{**}(\det A) = W(A) \} . \]

Proof. Since \( W(A) - \phi^{**}(\det A) \geq 0, A \in \mathbb{M} \), and

\[ \int_{\mathbb{M}} (W(A) - \phi^{**}(\det A)) \, d\nu = \overline{W}(x) - \phi^{**}(\det F(x)) = 0, \]

it is immediate that

\[ W(A) = \phi^{**}(\det A) \text{ on } \text{supp } \nu. \]

QED

The import of this last result is that the variational principle does not permit the oscillating nature of a minimizing sequence to introduce any phantom states which are not realizable by the original energy density. For example, the parametrized measure which describes an austenite/martensite transition may represent a mixture of the two phases, but its support contains no intermediate phases which, at least in theory, are not pointwise attainable by the energy density \( W \).
Corollary 5.5  Let \((\nu_x)_{x \in \Omega}\) be a parametrized measure minimum. Then the Piola-Kirchhoff stress is given by

\[
\bar{S} = -\tau \det F F^{-T}, \quad \tau = -\phi^{**}(\det F), \quad \text{in } \Omega
\] (5.13)

We are not claiming at this moment that \(\bar{S}\) has any mechanical meaning, but only that the formula (5.13) holds.

Proof. Recall that \(S = \partial W/\partial A\). We assume here, as usual, that \(W\) is smooth. The function \(W(A) - \phi^{**}(\det A)\) attains its minimum value 0 on \(\text{supp} \nu\), so

\[
S(A) = \phi^{**}(\det A) \det A A^{-T} \quad \text{on } \text{supp} \nu_x.
\]

Now \(\phi^{**}\) is linear on \(\text{supp} \nu_x\) thus \(\phi^{**}\) is constant there, by the theorem. Hence,

\[
S(A) = \phi^{**}(\det F(x)) \det A A^{-T} \quad \text{on } \text{supp} \nu_x.
\]

Integrating this gives that

\[
\bar{S}(x) = \int_{\mathcal{M}} S(A) \, d\nu
\]
\[ = \phi^\infty \left( \det F(x) \right) \int_M \det A A^{-T} \, d\nu_x \, . \]

Recall that \( \det A A^{-1} = \text{adj} A \) is weakly continuous, cf. (5.6), whence

\[ \int_M \det A A^{-T} \, d\nu_x = \det F F^{-T} , \]

which proves (5.13). \( \text{QED} \)

Another consequence of the theorem is

Corollary 5.6 \quad Let \( \phi \) be strictly convex. Then, with the notations of (5.1)-(5.5), then for a subsequence of \( k \),

\[ \det F^k \to \det F \quad \text{in} \; L^p(\Omega), \quad 1 \leq p < \infty \quad \text{and a.e. in} \; \Omega. \]

Proof. This is standard, since \( \nu \) reduces to a delta function of functions of the determinant according to the theorem. \( \text{QED} \)

6. **Stable parametrized measure minima**

Most desirably, an equilibrium solution renders stationary the energy functional within a suitable class of disturbances. This is an attribute of stability which is not necessarily conferred on a state which realizes minimum energy. Much has been written about this, especially by Ball [2], [3], and it is fair to report that our difficulties here are connected to the growth of \( W \) as \( \det F \to 0 \). For example, that \( (\nu_x)_{x \in \Omega} \) is a parametrized measure minimum ought to mean that

\[ \int_\Omega \overline{W} \, dx \leq \int_\Omega \int_M W(A + \nabla \zeta) \, d\nu_x \, dx \, , \quad \zeta \in H_{0,\text{loc}}^1 (\Omega) , \]

at least for \( \| \zeta \|_{H^1_{\text{loc}} (\Omega)} \) sufficiently small. Unfortunately, since nothing is established about \( \det F \), it is not evident that there are any \( \zeta \) for which the right hand side is finite.

Conditions for variation of domain are the most useful to us, so our criteria for stability will be expressed in these terms. The simplest condition, although it is stronger than necessary, may be formulated by
first discussing the situation for a Lipschitz minimum.

Suppose that \( u(x) \) is a Lipschitz minimum and consider the variations

\[
  u_\varepsilon(x) = u(x + \varepsilon \zeta(x)) \quad \text{for} \quad \zeta \in H_0^{1,0}(\Omega), \quad \varepsilon > 0. \tag{6.1}
\]

Then

\[
  \int_\Omega W(\nabla u_\varepsilon) \, dx = \int_\Omega W(\nabla u(x + \varepsilon \zeta)(I + \varepsilon \nabla \zeta)) \, dx. \tag{6.2}
\]

When the right hand side of (6.2) is finite for \( \|\zeta\|_{H_0^{1,0}(\Omega)} \) suitably small, we would say that \( u \) is an admissible solution. It would be a local minimum provided that

\[
  \int_\Omega W(\nabla u) \, dx \leq \int_\Omega W(\nabla u_\varepsilon) \, dx
\]

for \( \zeta \) suitably restricted. Changing variables, \( z = x + \varepsilon \zeta(x) \), (6.2) may be rewritten

\[
  \int_\Omega W(\nabla u_\varepsilon) \, dx = \int_\Omega W(\nabla u(I + \varepsilon \nabla \zeta)) \det(I + \varepsilon \nabla \zeta)^{-1} \, dz. \tag{6.3}
\]

To extend this notion to a parametrized measure, we say that \( (\nu_x)_{x \in \Omega} \) is a stable equilibrium solution if there exists a sequence \( (u^k) \) and \( y \in H_0^{1,0}(\Omega) \) such that

\[
  u^k \rightharpoonup y \quad \text{in} \quad H_0^{1,0}(\Omega) \quad \text{weak*}, \quad y = y_0 \quad \text{on} \quad \partial \Omega,
  \quad \det F^k > 0, \quad F^k = \nabla u^k \quad \text{for each} \quad k
\]

\( (u^k) \) determine the parametrized measure \( (\nu_x)_{x \in \Omega} \) with

\[
  \int_\Omega \overline{W} \, dx < \infty
\]

and, for each \( \zeta \in H_0^{1,0}(\Omega) \), there is an \( \varepsilon_0 > 0 \) such that

\[
  \int_\Omega \overline{W} \, dx \leq \int_\Omega \int_\Omega W(A(I + \varepsilon \nabla \zeta)) \det(I + \varepsilon \nabla \zeta)^{-1} \, d\nu_x \, dx < \infty, \tag{6.5}
\]
for $\varepsilon < \varepsilon_0$.

The properties (6.4) have the automatic consequences that

$$F = \nabla y = \int_\Omega A \, d\nu_x \quad \text{and} \quad \det F = \int_\Omega \det A \, d\nu_x \quad \text{a.e. in } \Omega.$$  

The condition (6.5) implies a familiar version of the Euler-Lagrange equations,

$$\int_\Omega \int_M \{A^{TS}(A) \cdot \nabla \zeta - W(A) \text{div} \zeta \} \, d\nu_x \, dx = 0, \quad \zeta \in H_0^{1,m} (\Omega). \quad (6.6)$$  

The stability portion of (6.5) is the insistence that the right hand side be finite. This may be relaxed. For example, given $\zeta \in H_0^{1,m} (B), \ B = \{|z| < 1\}, \ \xi \in \Omega$, let $\zeta_{\xi} = \varepsilon \zeta((x - \xi)/\varepsilon)$ and integrate with respect to $\xi$ in (6.5). Set $z = (x - \xi)/\varepsilon$. A relaxed condition for admissibility is that

$$\int_\Omega \int_B \int_M W(A(1 + \nabla \zeta (z))) \, d\nu_x \, dz \, dx < \infty. \quad (6.7)$$  

We shall take up this and related conditions in the next section.

Observe that if

$$\det F > c > 0 \quad \text{in } \Omega, \quad (6.8)$$

then $(\nu_x)_{x \in \Omega}$ is an admissible solution in the sense if (6.5), (6.6).

Also note that if

$$m(\det A)^{\mu} \leq W(A) \leq M(\det A)^{\mu} + C, \quad (6.9)$$

for some $0 < m < M$, $\mu > 0$, and $C \geq 0$, then any parametrized measure obeying (6.4) satisfies (6.5). With the addition of a hydrostatic pressure, the densities considered by Eftis, MacDonald, and Arkilic [17,18] satisfy (6.9)

Theorem 6.1 Assume that $(\nu_x)_{x \in \Omega}$ is a parametrized measure minimum in the sense of (5.1)-(5.5) which is stable in the sense of (6.4) and (6.5). Then
\[ \tau = -\phi^{\ast\ast} (\det F) \quad (6.10) \]

is constant in \( \Omega \). In the case that \( \phi \) is strictly convex, then \( \det F \) is also constant in \( \Omega \).

Thus the Cauchy stress of the deformed configuration,

\[ T = -\tau I \]

reduces to a constant pressure.

Proof. We may avail ourselves of the equilibrium equation (6.6). We evaluate the various terms it contains. Note that

\[ A^T S(A) = \phi^{\ast\ast} (\det A) \det A I \quad \text{on } \text{supp } \nu_x, \]

so by Theorem 5.4 and the weak* continuity of \( \det A \),

\[ \int \nabla (A^T S(A)) \cdot \nu_x = \phi^{\ast\ast} (\det F) \det F I \quad \text{in } \Omega. \]

Also we know that

\[ \int W(A) \, dx = \phi^{\ast\ast} (\det F) \quad \text{in } \Omega. \]

Thus (6.6) becomes

\[ \int \{ \phi^{\ast\ast} (\det F) \det F I - \phi^{\ast\ast} (\det F) I \} \cdot \nabla \zeta \, dx = 0, \quad \zeta \in H^1_0 (\Omega). \]

From this we infer that

\[ \phi^{\ast\ast} (\det F) \det F - \phi^{\ast\ast} (\det F) = c = \text{const.} \quad \text{in } \Omega. \quad (6.11) \]

Given two points \( x_1, x_2 \in \Omega \), let \( F_1 = F(x_i) \), so the above, (6.11), tells us that

\[ \phi^{\ast\ast} (\det F_1) \det F_1 - \phi^{\ast\ast} (\det F_1) = \phi^{\ast\ast} (\det F_2) \det F_2 - \phi^{\ast\ast} (\det F_2). \]
By the convexity of $\phi^{**}$, we also know that

$$\phi^{**}(\det F_2) - \phi^{**}(\det F_1) \geq \phi^{**}(\det F_1)(\det F_2 - \det F_1).$$

Combining these we deduce that

$$\phi^{**}(\det F_2) \geq \phi^{**}(\det F_1).$$

Since the roles of $F_1$ and $F_2$ may be interchanged, (6.10) follows.

In the case where $\phi$ is strictly convex, $\phi'$ is 1:1, so $\det F$ is also constant in $\Omega$.

7 Parametrized measure equilibria

As an alternative approach to the direct analysis of the measure, we direct our attention to the behavior of the energy density $W$ at an equilibrium configuration. This will not require that the Young measure give an absolute minimum of energy, and our conclusions will reflect this. While dynamical considerations may offer the most satisfactory notions of metastability, as developed for example in Andrews and Ball [1] and Pego [62],[63], these are not yet available to us for our three dimensional problem.

In order to confine ourselves to the essential features of the analysis, we shall consider parametrized measures which minimize energy with respect to small compactly supported perturbations. Under these circumstances, we shall deduce a form of quasiconvexity. Similar considerations in a different context were initiated independently by J. Ball [5].

Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with Lipschitz boundary and $\left(\nu_x\right)_{x \in \Omega}$ be a parametrized measure in the sense that there is a sequence $(u^k)$ and $y$ in $H^{1,m}(\Omega)$ such that

$$u^k \rightharpoonup y \quad \text{in } H^{1,m}(\Omega) \quad \text{weak*},$$

$$\det F^k > 0 \quad \text{in } \Omega, \ F^k = \nabla u^k,$$

and $(u^k)$ determine the parametrized measure $\left(\nu_x\right)_{x \in \Omega}$. Suppose also that
\[ \tilde{\mathcal{W}}(x) = \int_{\mathcal{M}} W(A) \, d\nu_x \tag{7.2} \]

satisfies
\[ \int_{\Omega} \tilde{\mathcal{W}}(x) \, dx < \infty. \tag{7.3} \]

As before, \( F = \nabla y \) is represented by the formula
\[ F(x) = \int_{\mathcal{M}} A \, d\nu_x \]

Again we shall be concerned with variations of domain. In order to motivate our point of view, it may be helpful to begin with a local minimum \( \tilde{y}(x) \) assumed to be Lipschitz with \( F = \nabla y \) satisfying \( \det F \geq c > 0 \). For \( \zeta \in H_0^1 (\Omega) \), where \( \Omega \) is a fixed bounded open set, with sufficiently small gradient and \( x_0 \in \Omega \) fixed, consider the variation
\[
\begin{align*}
y_\varepsilon(x) &= y(x + \varepsilon \zeta((x-x_0)/\varepsilon)) & x \in x_0 + \varepsilon D \\
y_\varepsilon(x) &= y(x) & x \in \Omega \setminus (x_0 + \varepsilon D), \, \varepsilon > 0.
\end{align*}
\]

So
\[ \nabla y_\varepsilon(x) = F(x + \varepsilon \zeta((x-x_0)/\varepsilon))(1 + \nabla \zeta((x-x_0)/\varepsilon)) \]

and
\[ \det \nabla y_\varepsilon(x) = \det F(x + \varepsilon \zeta((x-x_0)/\varepsilon)) \det (1 + \nabla \zeta((x-x_0)/\varepsilon)) \geq \frac{1}{c}, \]

say, provided \( |\nabla \zeta| \) is small enough. Thus
\[ \int_{\Omega} \mathcal{W}(\nabla y_\varepsilon) \, dx < \infty. \]

If we set \( z = (x-x_0)/\varepsilon \) in this integral we obtain
\[ \int_{D} \mathcal{W}(F(x_0 + \varepsilon z + \varepsilon \zeta(z))(1 + \nabla \zeta(z))) \, dz < \infty. \]

We may require finiteness of this integral as a condition on the variation.
\( \zeta \). However we prefer to assume that it is finite only for most choices of \( x_0 \) in the sense that

\[
\int_{\Omega'} \int_D W(F(x_0 + \varepsilon z + \varepsilon \zeta(z))(1 + \nabla \zeta(z))) \, dz \, dx_0 \leq \infty
\]

for \( \Omega' \subset \subset \Omega \) and \( \varepsilon \) small. Interchanging the \( dx_0 \, dz \) integrals and changing variables, \( x = x_0 + \varepsilon z + \varepsilon \zeta(z) \), this becomes simply

\[
\int_D \int_{\Omega'} W(F(x)(1 + \nabla \zeta(z))) \, dx \, dz \leq \infty.
\]

Thus we shall adopt as our admissibility criterion for \( (\nu_x)_{x \in \Omega} \) that

\[
\int_{\Omega} \int_D \int_{\mathbb{M}} W(A(1 + \nabla \zeta(z))) \, d\nu_x \, dz \, dx \leq \infty, \quad (7.4)
\]

whenever \( \zeta \in H^1_0 \subset (\Omega) \) and \( |\nabla \zeta| \) is sufficiently small.

With this in mind, we say that \( (\nu_x)_{x \in \Omega} \) is an equilibrium measure with the underlying deformation \( \mathbb{y} \) provided that whenever (7.4) holds

\[
\int_D \overline{W}(x + \varepsilon z) \, dz \leq \int_D \int_{\mathbb{M}} W(A(1 + \nabla \zeta(z))) \, d\nu_{x + \varepsilon z + \varepsilon \zeta(z)} \, dz \quad (7.5)
\]

for \( x \in \Omega \) a.e.

We begin by illustrating a property of quasiconvexity of \( W \) at an equilibrium position.

**Theorem 7.1** Let \( (\nu_x)_{x \in \Omega} \) be an admissible equilibrium in the sense of (7.1) - (7.5). Then

\[
\overline{W}(x) \leq |D|^{-1} \int_D \int_{\mathbb{M}} W(A(1 + \nabla \zeta(z))) \, d\nu_x \, dz \quad \text{for } x \in \Omega. \quad (7.6)
\]

**Proof.** The object is to justify allowing \( \varepsilon \) to pass to 0 in (7.5). Let \( \Omega' \subset \subset \Omega \) and \( \varepsilon > 0 \) be small and set

\[
g(z) = \int_{\Omega} \int_{\mathbb{M}} W(A(1 + \nabla \zeta(z))) \, d\nu_x \, dx \quad \in \quad L^1(\Omega)
\]
and

\[ g_\epsilon(z) = \int_0^\infty \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_{x+\epsilon z+\epsilon \zeta(z)}(x) \, dx \leq g(z). \]

Since \( g(z) \in L^1(\Omega) \), the function

\[ w(x,z) = \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_x \in L^1(\Omega \times D). \]

Thus, since translation is continuous in \( L^1 \),

\[ h_\epsilon(z) = \int_D |w(x+\epsilon z+\epsilon \zeta(z),z) - w(x,z)| \, dx \to 0 \quad \text{as} \quad \epsilon \to 0, \quad \text{a.e.} \quad z \in D, \]

and also

\[ h_\epsilon(z) \leq g_\epsilon(z) + g(z) \leq 2g(z). \]

By Lebesgue's Theorem we infer that

\[ \lim_{\epsilon \to 0} \int_\Omega h_\epsilon(z) \, dz = 0. \]

This means that

\[ \lim_{\epsilon \to 0} \int_D \int_\Omega \left| \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_{x+\epsilon z+\epsilon \zeta(z)}(x) - \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_x \right| \, dx \, dz = 0. \]

Here we may interchange the \( x \) and \( z \) integrals, whence

\[ \lim_{\epsilon \to 0} \int_\Omega \int_D \left| \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_{x+\epsilon z+\epsilon \zeta(z)}(x) - \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_x \right| \, dz \, dx = 0, \]

and therefore

\[ \lim_{\epsilon \to 0} \int_D \left| \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_{x+\epsilon z+\epsilon \zeta(z)} - \int_\Omega W(A(1 + \nabla \zeta(z))) \, d\nu_x \right| \, dz = 0 \quad \text{(7.7)} \]

Since \( \bar{w}(x) \in L^1(\Omega) \), almost every \( x \) is a density point of \( \bar{w} \), so
\[ \bar{W}(x) = \lim_{\epsilon \to 0} |D|^{-1} \int_D \bar{W}(x+\epsilon z) \, dz. \]

Finally, using the minimizing property (7.5) and (7.7) above,

\[ \bar{W}(x) = \lim_{\epsilon \to 0} |D|^{-1} \int_D \bar{W}(x+\epsilon z) \, dz \]

\[ \leq \lim_{\epsilon \to 0} |D|^{-1} \int_D \int_M \bar{W}(A(I + \nabla \zeta(z))) \, d\nu_{x+\epsilon z + \zeta(z)} \, dz \]

\[ = |D|^{-1} \int_D \int_M \bar{W}(A(I + \nabla \zeta(z))) \, d\nu_x \, dz. \]

QED

A consequence of this theorem is the rank-one convexity of \( \bar{W} \) at an equilibrium solution. It may help to recall that \( \text{supp} \nu_x \) is compact for each \( x \in \Omega \).

Corollary 7.2 Let \( (\nu_x)_{x \in \Omega} \) be an admissible equilibrium in the sense of (7.1) - (7.5). Then

\[ \bar{W}(x) \leq \int_M \left\{ \lambda \bar{W}(A(I + a \otimes b)) + (1-\lambda) \bar{W}(A(I + (\lambda^I + I) a \otimes b)) \right\} \, d\nu_x \]  

(7.8)

a.e. in \( \Omega \) whenever \( \bar{W}(A(I + a \otimes b)) \) and \( \bar{W}(A(I + (\lambda^I + I) a \otimes b)) \) are bounded on \( \text{supp} \nu_x \), \( 0 < \lambda < 1 \), and \( |a|, |b| \) are sufficiently small.

Proof. This is a variant of a well known argument. Choose \( D = Q \), a cube of given side length and suppose \( |b| = 1 \). Let \( x \) be the characteristic function of a real interval with the property that

\[ |Q|^{-1} \int_Q x(b \cdot z) \, dz = \lambda, \quad (z = b \cdot x), \]

so that \( x^k(z) = x(kb \cdot x) \), \( k = 1, 2, 3, \ldots \) satisfy

\[ x^k \to \lambda \quad \text{in} \quad L^\infty(Q) \quad \text{weak* as} \quad k \to \infty. \]

Determine \( \nu^k \) by
\[
\n\nabla \nu^k = x^k a \otimes b - (1 - x^k)(\lambda / 1 - \lambda) a \otimes b ,
\]

so that

\[
\nu^k \to 0 \quad \text{uniformly in } Q \quad \text{and}
\]
\[
\nabla \nu^k \to 0 \quad \text{in } L^* (Q) \text{ weak* as } k \to \infty .
\]

Set \( \zeta^k = \eta \nu^k \), where \( \eta = 0 \) near \( \partial Q \). Hence the \( \zeta^k \) also have the property that

\[
\zeta^k \to 0 \quad \text{in } L^* (Q) \text{ weak* as } k \to \infty
\]

and they vanish on \( \partial Q \) as well. Assume that \( a, b \) are small enough that (7.4) and (7.5) hold for \( \zeta^k \). By (7.6),

\[
\overline{w}(x) \leq |Q|^{-1} \int_Q \int_{\mathbb{R}} w(A(1 + \nabla \zeta^k(z))) \, dv_x \, dz .
\]

Note that

\[
g^k(A) = |Q|^{-1} \int_Q w(A(1 + \nabla \zeta^k(z))) \, dz
\]

are bounded on \( \text{supp} \, v_x \) for \( k \) sufficiently large by our hypothesis and converge in \( L^* (M) \) weak* to

\[
g(A) = |Q|^{-1} \int_Q \{ \lambda w(A(1 + a \otimes b \eta)) + (1 - \lambda) w(A(1 + (\lambda / 1 - \lambda) a \otimes b \eta)) \} \, dz .
\]

In particular,

\[
\overline{w}(x) \leq \int_M g(A) \, dv_x .
\]

The result follows by letting \( \eta \to 1 \) in \( Q \). \( \text{QED} \)

Differentiating (7.8) with respect to \( \lambda \) at \( \lambda = 0 \) gives that

\[
\int_M w(A(1 + a \otimes b)) \, dv_x - \int_M w(A) \, dv_x - \int_M A^T S(A) \cdot a \otimes b \, dv_x \geq 0 . \quad (7.9)
\]

If the condition on the smallness of \( |\nabla \zeta| \) in (7.4) is generous enough to
permit $a \otimes b = L e_i \otimes L^{-T} e_j$ and $a \otimes b = L (e_i + e_j) \otimes L^{-T} (e_i - e_j)$ then $1 + a \otimes b \in \mathcal{H}$, $W(A(1 + a \otimes b)) = W(A)$, and it follows that

$$\int_{\mathcal{H}} A^T S(A) \, dv_x = -\tau(x) 1.$$  \hspace{1cm} (7.10)

So as soon as the size of the perturbations is allowed to exceed the size of the lattice spacing, the present formulation predicts that the Cauchy stress is a pressure. This is one conceivable approach to the question of metastability. It may be of value to remember that (7.10) may hold in metastable states which are not absolute minima, for example in an austenitic phase where martensitic phases give lowest energy. On the other hand, it would appear that there are many circumstances where the energy barrier between lattice invariant shear transformations may be much greater than that between closely related phases within, roughly speaking, the same energy well. Some of James’ ideas about energy densities are based on this observation [38-43].

The energy barrier between lattice invariant shears may be much greater than the barriers within a well, suggesting a restricted energy density, cf. James [41].

With Theorem 7.1 in mind, we may define a parametrized measure $\mu = (\nu_x)_{x \in \Omega}$ for a fixed $x \in \Omega$, that is $\mu_z = \nu_x$ for each $z \in D$. Such a measure $\mu$ corresponds to the homogeneous deformation $F(x)z$. Is it admissible?

**Theorem 7.3** Let $(\nu_x)_{x \in \Omega}$ be an admissible equilibrium measure in the sense of (7.1) - (7.5). Then $(\mu_z)_{z \in D}$, where $\mu_z = \nu_x$ for each $z \in D$, is an admissible equilibrium measure for almost every $x \in \Omega$.

**Proof.** We need only show that $\mu$ is admissible since the equilibrium property (7.5) follows by applying Theorem 7.1 to $\nu$. To show this, we
have to provide a sequence whose parametrized measure is $\nu_{x_0}$ for almost every $x_0 \in \Omega$. We may assume that $D = Q$, a unit cube centered at $0$.

Let $x_0 \in \Omega$ and $\rho > 0$. Set

$$\nu^k(z) = \rho^{-1}(u^k(x_0 + \rho z) - u^k(x_0)), \quad z \in Q,$$

so

$$\nabla \nu^k(z) = \nabla u^k(x_0 + \rho z) = F^k(x_0 + \rho z).$$

For any continuous function $\psi(A)$,

$$\int_Q \psi(\nabla \nu^k) \, dz = \rho^{-n} \int_{Q(x_0, \rho)} \psi(F^k) \, dx,$$

where $n = 2$ or $3$ and $Q(x_0, \rho) = x_0 + \rho Q$. We write this as

$$\int_Q \psi(\nabla \nu^k) \, dz = \int_Q \psi(F^k) \zeta_0 \, dx,$$

where $\zeta_0 = \rho^{-n} x_{Q(x_0, \rho)} \in L^1(Q)$. Now $\| \zeta_0 \|_{L^1(Q)} = |Q| = 1$ and

$$\zeta_0 \to \delta_{x_0} \quad \text{in} \quad M(Q) \text{ weak*},$$

that is, in the sense of measures.

Let $\epsilon > 0$. Then we can find a $k(\rho, \epsilon)$ such that

$$\left| \int_Q \psi(F^k) \zeta_0 \, dx - \int_Q \int_M \psi(A) \zeta_0 \, d\nu_x \, dx \right| < \epsilon \quad \text{for} \quad k > k(\rho, \epsilon).$$

Suppose that $x_0$ is a Lebesgue point of the function

$$\psi(x) = \int_M \psi(A) \, d\nu_x \quad \epsilon \in L^\infty(Q).$$

Then for $\rho$ sufficiently small

$$\left| \int_Q \int_M \psi(A) \zeta_0 \, d\nu_x \, dx - \psi(x_0) \right| < \epsilon.$$

Consequently we may extract a sequence $\rho_j \to 0$ and $k_j \to \infty$ such that
\[ w^j(z) = \rho_j^{-1}(u^j_k(x_0 + \rho_j z) - u^j_k(x_0)) \]

has the property

\[ \lim_{j \to \infty} \int_{\Omega} \psi(\nabla w^j) \, dz = \int_{\Omega} \psi(A) \, dv_{x_0}. \]  \hspace{1cm} (7.11)

It follows, since \( C(M) \) is separable, that we may find a subsequence of the \((w^j)\) such that (7.11) holds for all \( \psi \in C(M) \). QED

8. Some concluding remarks

When an energy density does not give rise to a lower semicontinuous functional, it is a formidable question to identify its minimizers and minima. In the case when the boundary conditions are homogeneous, this is equivalent to identifying the function

\[ \tilde{w}(F) = E_0(F)/|\Omega| = \inf_{\mathcal{A}(F)} |\Omega|^{-1} \int_{\Omega} w(\nabla v) \, dx. \]  \hspace{1cm} (8.1)

The first part of this work was devoted to establishing that

\[ \tilde{w}(F) = \phi^{**}(\det F), \]  \hspace{1cm} (8.2)

the convexification of the subenergy of \( W \) introduced by Ericksen [24]. The argument exploited the symmetries of \( W \) but was hampered by the constraints on the kinematic compatibility and the determinants of the admissible functions. In abstract, the function \( \phi^{**}(\det F) \) may be viewed as the analogue of the effective modulus of concern in the homogenization of periodic structures [10,49]. Note that it is polyconvex. The notion of quasiconvexity itself was introduced by Morrey, cf. [59], and some interesting work is due to Ball [2] and Meyers [57].

Explicit computation of \( \tilde{w} \) is not often found in the literature. Another important case where it has been computed is in the optimal design questions considered by Kohn and Strang [50,51,52]. Their papers explain much of the origins of these ideas. Smoothness in this case has been established in [12]. Pipkin [64,65] has considered another situation where it is important to compute \( \tilde{w} \).
The device adopted to show (8.2) consists in choosing a sequence of deformations with highly oscillatory gradients, which is much in the style of the homogenization of periodic structures [58], but differs in several notable respects. The constraints on the admissible deformations we mentioned above are one difference. Another is that the material itself chooses the scale of and proportion of the phases which are to be averaged. This is not merely a mathematical artifact, but is inherent in the lattice constants and the energy of the material. Ball and James [6] give excellent illustrations of this.

Many alloys and ionic solids undergo phase transformations from a more symmetric (austenitic) phase to less symmetric (martensitic) ones as their thermal environment is changed. Frequently the less symmetric phase is susceptible to twinned configurations, but these are rarely compatible with the more symmetric phase, if ever. For an introduction to the kinematics of twinning, the mathematical reader is referred to [31]. At critical temperature, twinned phases of martensite tend to average themselves in order that the average deformation achieve kinematic compatibility with the austenite across the phase front. This is called fine phase twinning by Ball and James [6].

Simple examples of this visible in the optical microscope are the cubic to tetragonal transitions in indium thallium and barium titanate [9,11,44]. Many other examples are known, cf. Barrett and Massalski [8]. Of historical interest, zinc blende is a face centered cubic crystal often found in a striated form which is stable over a wide temperature range [73]. This may be an example of fine twinning in the strict crystallographic sense or an example of a fine scale structure derived from the presence of many stacking faults in the twin planes [8]. For our purposes, this is only a question of scale in as much as the kinematic and
energetic description of the macroscopic deformation is the same under either hypothesis.
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