LOCAL TIME AND EXCURSIONS OF REFLECTED BROWNIAN MOTION IN A WEDGE

By

R.J. WILLIAMS

IMA Preprint Series # 256

August 1986

INSTITUTE FOR MATHEMATICS AND ITS APPLICATIONS
UNIVERSITY OF MINNESOTA
514 Vincent Hall
206 Church Street S.E.
Minneapolis, Minnesota 55455
120 D.R.J. Chillingworth, Three Introductory Lectures on Differential Topology and Its Applications
121 Giorgio Vergara Caffarelli, Green's Formulas for Linearized Problems with Live Loads
122 F. Chiarazzo and N. Garofalo, Uniqueness Continuation for Nonnegativity Solutions of Schrodinger Operators
123 J.L. Ericksen, Constitutive Theory for some Constrained Elastic Crystals
124 Minoru Murata, Positive solutions of Schrodinger Equations
125 John Maddocks and Gereat P. Parry, A Model for Twinning
126 M. Kaneko and M. Morokoff, The Core of a Game with a Continuum of Players and Finite Coalitions: Nonemptiness with Bounded Sizes of Coalitions
127 William Zame, Equilibria in Production Economies with an Infinite Dimensional Commodity Space
128 Myrna Holtz-Wooders, A Tiebout Theorem
129 Abstracts for the Workshop on Applications of Liquid Crystals
130 Yoshikazu Giga, A Remark on A Priori Bounds for Global Solutions of Semilinear Heat Equations
131 M. Chipot and G. Vergara-Caffarelli, The N-Membranes Problem
132 P.L. Lions and P.E. Souganidis, Differential Games and Directional Derivatives of Viscosity Solutions of Isaacs' Equations II
133 G. Capriz and G. Giovine, On Virtual Effects During Diffusion of a Dispersed Medium in a Suspension
134 Fall Quarter Seminar Abstracts
135 Umberto Mosco, Wiener Criterion and Potential Estimates for the Obstacle Problem
136 Chi-Sing Man, Dynamic Admissible States, Negative Absolute Temperature, and the Entropy Maximum Principle
137 Abstracts for the Workshop on Oscillation Theory, Computation, and Methods of Compensated Compactness
138 Ari Leliçarowitz, Tracking Nonperiodic Trajectories with the Overlapping Criterion
139 Ari Leliçarowitz, Convex Sets in $\mathbb{R}^n$ as Affine Images of some Fixed Set in $\mathbb{R}^n$
140 Ari Leliçarowitz, Stochastic Tracking with the Overlapping Criterion
141 Abstracts from the Workshop on Amorphous Polymers and Non-Newtonian Fluids
142 Winter Quarter Seminar Abstracts
143 D.G. Aronson and J.L. Vazquez, The Porous Medium Equation as a Finite-speed Approximation to a Hamilton-Jacobi Equation
144 E. Sanchez-Palencia and H. Weinberger, On the Edge Singularities of a Composite Conducting Medium
146 Chi-Sing Man and H. Cohen, A Coordinate-Free Approach to the Kinematics of Membranes
147 J.L. Lions, Asymptotic Problems in Distributed Systems
148 Rainer Lauterbuch, An Example of Symmetry Breaking with Submaximal Isotropy Subgroup
149 Abstracts from the Workshop on Metastability and Incompletely Posed Problems
151 Abstracts from the Workshop on Dynamical Problems, In Continuum Physics
152 V.I. Oliker, The problem of Embedding $S^2$ into $\mathbb{R}^3$ with Prescribed Gauss $\kappa$
153 R. Betta, The force on a Lattice Defect in an Elastic Body
154 J. Fleckinger and Michael Lapidus, Eigenvalues of Elliptic Boundary Value Problems with and Indefinite Weight Function
155 K. Kohler and M. Pigolotti, Thin Plates with Rapidly Varying Thickness, and Their Relation to Structural Optimization
156 M. Gurtin, Some Results and Conjectures in the Gradient Theory of Phase Transitions
158 M. Birolli and U. Mosco, Wiener Estimates for Parabolic Obstacle Problems
159 E. Bennett and W. Zame, Prices and Bargaining in Cooperative Games
160 W.A. Massey and T. Sibilia, The n-th Roots of Solutions of Linear Ordinary Differential Equations
161 Willard F. Beaty, Some Dynamical Problems in Continuum Physics
162 P. Bauman and D. Phillips, Large-Time Behavior of Solutions to a Scalar Conservation Laws in Several Space Dimensions
163 A. Noick-Cohen, Interfacial Instabilities in Directional Solidification of Alloys. The Kurokomo-Silvashinsky Equation
164 H.F. Weinberger, On Metastable Patterns in Parabolic Systems
165 D. Arnold and R.S. Falk, Continuous Dependence on the Elastic Coefficients for a Class of Anisotropic Materials
167 Ingo Muller, Glasses and Rubbers
168 Ingo Muller, Pseudoelasticity in Shape Memory Alloys - an Extreme Case of Thermoelasticity
169 Luis Magalhaes, Persistence and Smoothness of Hyperbolic Invariant Manifolds for Functional Differential Equations
170 A. Daletzis and M. Kallinger, Homogenization Limits of the Equations of Elasticity in Thin Domains
172 J-L. Vazquez and C. Yarur, Isolated Singularities of the Solutions of the Schrodinger Equation with a Radial Potential
173 G. Dal Maso and U. Mosco, Wiener's Criterion and L-Convergence
174 John H. Harlow, Existence and Partial Regularity of Static Liquid Crystal Configurations
176 M. Nerubak, Construction of Smooth Ergodic Cocycles for Systems with Fast Periodic Approximations
177 J.L. Ericksen, Stable Equilibrium Configurations of Elastic Crystals
178 Patricia Lions, On the Existence of Solutions of Some Elliptic Equations
179 S.-N. Chow and R. Lauterbuch, A Bifurcation Theory for Critical Points of Variational Problems
180 R. Pego, Phase Transitions: Stability and Admissibility in One Dimensional Nonlinear Viscoelasticity
181 Mariano Giaquinta, Quadratic Functions and Partial Regularity
182 J. Bone, Fully Discrete Galerkin Methods for the Kurzweil Equation
183 J. Maddocks and K. Keller, Mechanics of Rods
184 F. Bernis, Qualitative Properties for some nonlinear higher order equations
185 F. Bernis, Finite Speed of Propagation and Asymptotic Rates for some Nonlinear Higher Order Parabolic Equations with Absorption
186 S. Raimondi and S. Reiter, Good Forms with Animal Strategy Spaces
187 T. Ding, An Answer to Littlewood's Problem on Boundness
188 J. Rubinstein and R. Mauri, Dispersion and Convection in Periodic Media
189 W.H. Fleming and P.E. Souganidis, Asymptotic Series and the Method of Vanishing Viscosity
190 H. Beirao da Veiga, Existence and Asymptotic Behavior for Strong Solutions of Navier-Stokes Equations in the Whole Spaces
191 L.A. Caffarelli, J.L. Vazquez, and N.I. Wolanski, Lipschitz Continuity of Solutions and Interfaces of the N-Dimensional Porous Medium Equation
192 R. Johnson, m-Functions and Floquet Exponents for Linear Differential System
193 F.V. Atkinson and L.A. Peitler, Ground States and Dirichlet Problems for Nonlinear Schrodinger Equations
194 G. Dal Maso, U. Mosco, The Wiener Modulus of a Radial Measure
195 H. A. Levine and H.F. Weinberger, Inequalities between Dirichlet and Neumann Eigenvalues
196 J. Rubinstein, On the Macroscopic Description of Slow Viscous Flow past a Random Array of Spheres
197 G. Dal Maso and U. Mosco, Wiener Criteria and Energy Decay for Relaxed Dirichlet Problems
LOCAL TIME AND EXCURSIONS OF REFLECTED BROWNIAN MOTION IN A WEDGE

R.J. Williams
Department of Mathematics
University of California at San Diego
La Jolla, CA 92093

Dedicated to Professor K. Itô on the occasion of his 70th birthday.

Contents
1. Introduction
2. Local time at the vertex
3. Excursions from the vertex

References

AMS 1980 subject classifications. Primary 60J65. Secondary 60J55, 60J60.

Keywords and phrases. Brownian motion, oblique reflection, excursions, local
time, entrance law.

* This research was conducted while the author was visiting the Institute for
Mathematics and its Applications with support provided by the National Science
Foundation and the Air Force Office of Scientific Research.
Abstract

When the vertex is a regular point for reflected Brownian motion in a wedge, with a constant direction of reflection on each side of the wedge, the law of the excursions from the vertex is determined in the following sense. The nature of the local time at the vertex and the Laplace transform of the entrance law at that point are explicitly given. In particular, it is shown that the inverse local time at the vertex is a stable subordinator of index $\alpha/2$ where $0 < \alpha \equiv (\theta_1 + \theta_2)/\xi < 2$. Here $\xi$ is the angle of the wedge $(0 < \xi < 2\pi)$ and $\theta_1, \theta_2$ are the angles of reflection on the two sides of the wedge measured from the inward normals, with positive angles being toward the vertex $(-\pi/2 < \theta_1, \theta_2 < \pi/2)$. Excursions from the vertex are shown to hit the boundary of the wedge immediately. As a bonus, the invariant measure for the reflected Brownian motion is readily obtained from the Laplace transform of the entrance law, thus verifying an earlier derivation of this result.
1. Introduction

Consider a strong Markov process with continuous sample paths that loosely speaking has the following three properties.

(a) The state space is an infinite two-dimensional wedge, and the process behaves in the interior of the wedge like ordinary Brownian motion.

(b) The process reflects instantaneously at the boundary of the wedge, the direction of reflection being constant along each side.

(c) The amount of the time that the process spends at the vertex of the wedge has Lebesgue measure zero.

In [16], necessary and sufficient conditions for existence of such a process were given and the process was characterized in law as the unique solution of a submartingale problem. In this paper, when the vertex is a regular point, the nature of the set of times that the process is at the vertex and the excursions of the process away from the vertex between these times is studied. To facilitate the formal description of the process and of the main results obtained here, the following notation is introduced.

The wedge state space is given in polar coordinates by

\[ S = \{(r, \theta) : 0 < \theta < \xi, \ r > 0\} \]

where \( \xi \in (0,2\pi) \) is the angle of the wedge. The points \((0, \theta) : 0 < \theta < \xi\) are all identified as the origin \(\{0\}\) in \(\mathbb{R}^2\). The two sides of the wedge are denoted by

\[ \partial S_1 = \{(r, \theta) : \theta = 0, \ r > 0\} \quad \text{and} \quad \partial S_2 = \{(r, \theta) : \theta = \xi, \ r > 0\} . \]

The directions of reflection on the two sides of the wedge are specified by constant vectors \(v_1\) and \(v_2\), normalized such that for \(j = 1,2\), \(v_j \cdot n_j = 1\) where \(n_j\) is the unit normal to \(\partial S_j \setminus \{0\}\) that points into \(S\). For each \(j\), define the angle of reflection \(\theta_j\) to be the angle between \(n_j\) and \(v_j\) such
that \( \theta_j \) is positive if and only if \( \nu_j \) points towards the origin. Note that 
\[-\pi/2 < \theta_j < \pi/2.\]
Define \( \alpha = (\theta_1 + \theta_2)/\xi. \)

Let \( C_s \) denote the space of continuous functions \( w : [0, \infty) \rightarrow S. \) For each 
\( t > 0, \) let \( \mathcal{M}^t = \sigma\{w(s) : 0 < s < t\}, \) the \( \sigma \)-algebra of subsets of \( C_s \) 
generated by the coordinate maps \( w \mapsto w(s) \) for \( 0 < s < t \). Similarly, let 
\( \mathcal{M} = \sigma\{w(s) : 0 < s < \infty\}. \) For each non-negative integer \( n \) and \( F \subset \mathbb{R}^2, \) let 
\( C^n(F) \) denote the set of real-valued functions that are \( n \)-times continuously 
differentiable in some domain containing \( F. \) Let \( C^n_b(F) \) denote the set of func-
tions in \( C^n(F) \) that together with their partial derivatives up to and including 
those of order \( n \) are bounded on \( F. \) Let \( C^n_c(F) \) denote those functions in 
\( C^n_b(F) \) whose support is a compact subset of \( \mathbb{R}^2. \) If \( n = 0, \) the superscript \( n \) 
will be omitted. Define the differential operators 

\[
D_j = \nu_j \cdot \nu \quad \text{for } j = 1, 2,
\]

and let \( \Delta \) be the two-dimensional Laplacian.

A solution of the submartingale problem is a family of probability measures 
\( \{p^x, x \in S\} \) on \( (C_s, \mathcal{M}) \) such that the following conditions \((i)-(iii)\) hold for 
each \( x \in S. \)

\[(i) \quad p^x(w(0) = x) = 1.\]

\[(ii) \quad \text{For each } f \in C^2_b(S), \]

\[
f(w(t)) - \frac{1}{2} \int_0^t \Delta f(w(s))ds
\]

is a \( p^x \)-submartingale on \( (C_s, \mathcal{M}, \{\mathcal{M}_t\}) \) whenever \( f \) is constant in a neigh-
borhood of the origin and satisfies

\[
D_j f > 0 \quad \text{on } aS_j \quad \text{for } j = 1, 2.
\]

\[(iii) \quad p^x [\int_0^\infty 1_{\{0\}}(w(t))dt] = 0.\]
Conventional. Here $P^X$ is used to denote both probability and expectation with respect to $P^X$. This convention will be used for all measures and integrals with respect to those measures appearing in this paper.

The following results were proved in [16]. If $\alpha < 2$, there is a unique solution $(P^X, x \in S)$ of the submartingale problem. If $\alpha > 2$, there is no solution of the submartingale problem. However, if condition (iii) is removed, then there is a unique solution and the associated probability measures $\{P^X, x \in S\}$ are concentrated on those paths that reach the vertex and then remain there. In either case ($\alpha < 2$ or $\alpha > 2$), the family $\{P^X, x \in S\}$ has the strong Markov property. Furthermore, for $x \neq 0$, $w(\cdot)$ reaches the vertex of the wedge with $P^X$-probability zero if $\alpha < 0$ and with $P^X$-probability one if $\alpha > 0$.

For each $t > 0$ and $w \in C_S$, define

$$Z(t, w) = w(t).$$

Let $\mathcal{B}_S$ denote the Borel $\sigma$-algebra on $S$. Let $\mathcal{F}$ denote the usual completion of $\mathcal{M}$, and $\mathcal{F}_t$ the usual completion of $\mathcal{M}_t$ in $\mathcal{M}$, with respect to $\{P^X = \int_S u(dx)p^X(\cdot) : u$ is a finite measure on $(S, \mathcal{B}_S)\}$. Then [17],

$$\tag{1.3} (C_S, \mathcal{F}, \mathcal{F}_t, Z(t), \theta_t, P^X)$$

is a Hunt process with state space $(S, \mathcal{B}_S)$, where $\theta_t$ is the usual shift operator. For brevity, this Hunt process will often be simply denoted by Z. Since $\mathcal{A}S$ is of zero potential for $Z$ [17] and $Z$ behaves like Brownian motion in $S \setminus \mathcal{A}S$, it follows that Lebesgue measure is a reference measure for $Z$. For more details on Hunt processes and reference measures, see Blumenthal and Getoor [3].

When $\alpha < 0$, the set of times

$$\Lambda = \{t > 0: Z(t) = 0\}$$

for which $Z$ is at the vertex of the wedge is either $P^X$-a.s. empty ($x \neq 0$) or
p^X-a.s. consists of the time \( t = 0 \) (\( x = 0 \)). When \( \alpha > 2 \), since \( Z \) is absorbed at the vertex in this case, the set \( A \) is \( p^X \)-a.s. a semi-infinite interval \([T_0, \infty)\) where

\[
T_0 = \inf \{t > 0: Z(t) = 0\}.
\]

However, for \( 0 < \alpha < 2 \), it is shown in Section 2 that the (recurrent) vertex is a regular point for itself relative to \( Z \). This case will be the focus of attention for the remainder of this paper and so it is assumed henceforth that \( 0 < \alpha < 2 \). Since the vertex \( \{0\} \) is regular for itself, there is a unique (up to a scalar multiple) non-decreasing perfect continuous additive functional whose support is \( \{0\} \) [3; Theorem V.3.13, p. 216]. The symbol \( L \) will be used to denote this functional normalized to satisfy

\[
p^0 \left[ \int_0^\infty e^{-t} \, dL(t) \right] = 1,
\]

and \( L \) will be referred to as the local time of \( Z \) at \( \{0\} \). Two representations for this local time are given in Section 2. First, for \( \phi: S \to \mathbb{R} \) defined by

\[
\phi(r, \theta) = r^\alpha \cos (\alpha \theta - \theta_1), \quad r > 0, \quad 0 < \theta < \pi,
\]

it is shown that \( \phi(Z) \) is a local \( p^X \)-submartingale for each \( x \in S \). Then \( L \) is a constant \( (c > 0) \) multiple of the continuous, adapted, non-decreasing process in the Doob-Meyer decomposition of \( \phi(Z) \). Secondly, it is shown that for each \( x \in S \) and \( t > 0 \),

\[
L(t) = c \lim_{\epsilon \to 0} \epsilon^{1-\alpha/2} \int_0^t 1_{(U, \epsilon)}(\phi(Z(s))) \psi(Z(s)) \, ds
\]

where the limit is in probability (with respect to \( p^X \)), and
\( \psi(r, \theta) = \frac{a(2-a)}{2} (\cos(a \theta - \eta_1))^{(2/a)-2}, \quad 0 < \theta < \xi, \quad r > 0. \) 

The right continuous inverse \( \tau \) of \( L \), defined by

\( \tau(t) = \inf \{ s > 0 : L(s) > t \}, \quad t > 0, \)

is a strictly increasing subordinator under \( p^0 \). Using a Brownian-like scaling property of \( Z \), and the first characterization of \( L \), it is proved that \( \tau \) is a stable subordinator of index \( \alpha/2 \) and rate 1 under \( p^0 \), so that

\( p^0[e^{-\lambda \tau(t)}] = e^{-t \kappa(\lambda)}, \quad \lambda > 0, \)

where \( \kappa(\lambda) = \lambda^{\alpha/2} \). It follows [2] that \( p^0 \)-a.s., the set of times \( \Lambda \) that \( Z \) is at the vertex has Hausdorff dimension \( \alpha/2 \) and its Hausdorff measure function is known [15].

The complement of the closed set \( \Lambda \) in \( R_+ = [0, \infty) \) is a countable union of disjoint open intervals and the pieces of the path of \( Z \) over these intervals constitute the excursions of \( Z \) away from the vertex. The law of these excursions is determined by the entrance law at the vertex together with the transition probabilities for \( Z \) killed at the time \( T_0 \). In Section 3, the Laplace transform \( \{ \eta^\lambda, \lambda > 0 \} \) of this entrance law is shown to be given by

\( \eta^\lambda(f) = \frac{\chi(f - \lambda \phi_0^\lambda f)}{\chi(\phi_1)} \quad \text{for all} \quad f \in C_c(S) \)

where

\( \phi_0^\lambda f(x) = \int_0^\infty e^{-\lambda t} p^x(f(Z(t)) ; t < T_0) dt \)

is the resolvent for \( Z \) killed at the time \( T_0 \), and

\( \psi_1(x) = p^x(e^{-T_0}) = 1 - R^1_0, 1, \)
\[ (1.15) \quad \chi(h) = \frac{4\pi^2}{\theta_1 + \theta_2} \int_0^\xi \int_0^\infty (h \rho)(r, \theta) \ r \ dr \ d\theta, \]

for

\[ (1.16) \quad \rho(r, \theta) = r^{-\alpha} \cos(\alpha \theta - \theta_1), \ r > 0, \ 0 < \theta < \xi. \]

The expressions \( \chi(f - \lambda R_{\theta}^\xi f) \) and \( \chi(\psi_1) \) in (1.12) are well defined because \([16, \text{Lemma 3.2}], \) \( R_{\theta}^\xi f(x) \) and \( \psi_1(x) \) are \( O(e^{-\beta |x|}) \) as \( |x| \to \infty \) for some \( \beta > 0. \)

From (1.12) it is readily deduced that \( \rho(x)dx \) is an invariant measure for \( Z \) \([6]. \) Finally, in Section 3, it is shown that the excursions of \( Z \) from the vertex hit the boundary of the wedge immediately. Thus they do not share the local properties of Brownian motion starting from the vertex and conditioned to stay initially in the interior of the wedge.

In recent work, Le Gall \([10]\) has independently obtained the Hausdorff dimension of the set \( \Lambda \) for reflected Brownian motions in a wedge satisfying \( \theta_1 = \theta_2 = \xi - \frac{\pi}{2} \) and \( \frac{\pi}{2} < \xi < \pi. \) To deduce this, Le Gall shows that such a reflected Brownian motion can be represented as the process \( \{W(t) - V(t), t > 0\} \) where \( W \) is a two-dimensional Brownian motion and \( V(t) \) is the vertex of the smallest wedge with angle \( \xi \) and fixed orientation that contains the path of \( W \) up to time \( t. \)

§2. Local Time at the Vertex

Recall that in the sequel it is assumed that \( 0 < \alpha < 2. \) The following Brownian-like scaling property of \( Z \) will be used several times in this paper.

**Lemma 2.1.** Let \( x \in S \) and \( \lambda > 0. \) Then for each \( A \in \mathcal{F}, \)

\[ (2.1) \quad p^x(A) = p^{\lambda x}(\lambda^{-1} W(\lambda^2 \cdot ) \in A). \]

In particular, for \( T_0 \) defined by (1.5) and \( t > 0, \)

\[ (2.2) \quad p^x(T_0(w) < t) = p^{\lambda x}(T_0(\lambda^{-1} W(\lambda^2 \cdot )) < t) = p^{\lambda x}(T_0(w) < \lambda^2 t). \]
Proof. The proof of this lemma is similar to that of Lemma 2.2 in [18], but is included here for completeness. For each $A \in \mathcal{F}$, let $Q^X(A)$ denote the right member of (2.1). By the characterization of $p^X$, to prove (2.1), it suffices to verify that $Q^X$ satisfies properties (i)-(iii) of the submartingale problem, with $Q^X$ in place of $p^X$.

Properties (i) and (iii) follow immediately from those for $p^{\lambda X}$. For property (ii), suppose $f \in C^2_b(S)$ is constant in a neighborhood of the origin and satisfies (1.2). Then $f(\lambda^{-1} \cdot)$ also satisfies (1.2) and so by applying the submartingale property of $p^{\lambda X}$ to this function, and performing a change of variable in the time integration (from $s$ to $\lambda^{-2} s$), we conclude that

$$\{f(\lambda^{-1} w(\lambda^2 t)) - \frac{1}{2} \int_0^t (\Delta f)(\lambda^{-1} w(\lambda^2 s)) ds, \mathcal{H}_{\lambda^{-2} t}, t > 0\}$$

is a $p^{\lambda X}$-submartingale. By the definition of $Q^X$, this implies (1.1) is a $Q^X$-submartingale.

The result for $T_0$ follows immediately from (2.1). \hfill \square

As an easy consequence of Lemma 2.1, we now conclude that the vertex is a regular point for $Z$.

Lemma 2.2.

(2.3) \hspace{1cm} p^0(T_0 = 0) = 1.

Proof. By setting $x = 0$ in (2.2) and letting $\lambda \to \infty$ and then $t \to 0$, (2.3) follows from the fact that $p^0(T_0(w) < \infty) = 1$. \hfill \square

In the sequel, a generalization of the submartingale property of $p^X$ will be needed. A version of this was given as Theorem 3.5 in [16]. The following local submartingale version of that theorem can easily be obtained by standard approximation and stopping arguments.
Lemma 2.3. Suppose \( h \in C_b(S \setminus \{0\}) \) and \( f \in C(S) \cap C^2(S \setminus \{0\}) \) such that

\[
\frac{1}{2} \Delta f = h \quad \text{in} \quad S \setminus \{0\}
\]

\( D_j f > 0 \) on \( \partial S_j \setminus \{0\} \) for \( j = 1,2 \),

\[
|f(z) - f(0)| = o(\phi(z)) \quad \text{as} \quad |z| \to 0.
\]

Then for each \( x \in S \),

\[
(2.4) \quad f(Z(t)) - \int_0^t (1_{S \setminus \{0\}} h)(Z(s))ds
\]

is a local submartingale on \( (C_S, \mathcal{F}, \{\mathcal{F}_t\}, P^X) \).

Lemma 2.4. For each \( x \in S \), \( \phi(Z) \) is a local submartingale on \( (C_S, \mathcal{F}, \{\mathcal{F}_t\}, P^X) \).

**Proof.** Let \( \beta = (\hat{\theta}_1 + \hat{\theta}_2)/\xi \) where \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) are angles in \( (-\frac{\pi}{2}, \frac{\pi}{2}) \) such that \( \hat{\theta}_1 > \theta_1 \) and \( \hat{\theta}_2 > \theta_2 \). Then \( \beta > \alpha \) and

\[
(2.5) \quad \phi^\beta(r, \theta) = r^\beta \cos(\beta \theta - \hat{\theta}_1), \quad r > 0, \quad 0 < \theta < \xi
\]

is harmonic in \( S \setminus \{0\} \),

\[
D_j \phi^\beta = \xi r^{\beta - 1} \sin(\hat{\theta}_j - \theta_j)/\cos \theta_j > 0 \quad \text{on} \quad \partial S_j \setminus \{0\} \quad \text{for} \quad j = 1,2,
\]

and \( \phi^\beta(z) = o(\phi(z)) \) as \( |z| \to 0 \). It then follows from Lemma 2.3 that

\( \phi^\beta(Z(\cdot)) \) is a local \( P^X \)-submartingale for each \( x \in S \). Thus, for \( x \in S \), \( R > 0 \) and \( \sigma_R = \inf\{t > 0: \phi(Z(t)) > R\} \), \( \phi^\beta(Z(\cdot \wedge \sigma_R)) \) is a bounded \( P^X \)-submartingale, where the bound is uniform for all \( \beta \in (\alpha, \pi/\xi) \). As \( \beta \to \alpha \), \( \phi^\beta(Z(\cdot \wedge \sigma_R)) \) converges pointwise to \( \phi(Z(\cdot \wedge \sigma_R)) \) and so it follows from bounded convergence of conditional expectations that \( \phi(Z(\cdot \wedge \sigma_R)) \) is also a \( P^X \)-submartingale. Hence, since \( R > 0 \) was arbitrary, \( \phi(Z) \) is a local \( P^X \)-submartingale. \( \square \)
In the following, adapted means adapted to $\mathcal{F}_t$.

For each $x \in S$, since $\phi(Z)$ is a local submartingale on $(C_S, \mathcal{F}, \mathcal{F}_t, p^x)$, it can be uniquely decomposed:

(2.6) \[ \phi(Z(t)) - \phi(Z(0)) = M(t) + A(t), \quad t > 0 \]

where $M$ is a continuous local martingale, $A$ is a continuous, adapted, non-decreasing process and $M(0) = A(0) = 0$ $p^x$ - a.s. A priori, the processes $M$ and $A$ may depend upon $x$. However, Cinlar, Jacod, Protter and Sharpe [4, Theorem 3.12] have shown that one may choose continuous, adapted processes $M$ and $A$ (not depending on $x$) such that the above holds for all $x$. Moreover, since $\phi(Z(\cdot)) - \phi(Z(0))$ is an additive functional of $Z$, $M$ and $A$ may also be chosen to be additive functionals of $Z$ [4, Theorem 3.18]. It will be assumed in the sequel that $M$ and $A$ are chosen in this way. In the next lemma it is shown that the support of $A$ is $\{0\}$, or in other words, "$A$ increases only when $Z$ is at the origin".

**Lemma 2.5.** Let $x \in S$. Then

\[ \int_0^\infty 1_{S \setminus \{0\}}(Z(s))dA(s) = 0 \quad p^x - \text{a.s.} \]

**Proof.** It suffices to prove that for each $\varepsilon > 0$, $p^x$ - a.s.:

\[ A^\varepsilon(t) \equiv \int_0^t 1_{[\varepsilon, \infty)}(\phi(Z(s)))dA(s) = 0 \quad \text{for all } t > 0, \]

or equivalently,

(2.7) \[ \tau_\varepsilon \equiv \inf \{t > 0 : A^\varepsilon(t) > 0\} \]

is $p^x$ - a.s. infinite. On $\{\tau_\varepsilon < \infty\}$, $\phi(Z(\tau_\varepsilon)) > \varepsilon$ and

(2.8) \[ A(t) - A(\tau_\varepsilon) > 0 \quad \text{for } \tau_\varepsilon < t < T^\varepsilon \]

where
On the other hand, since \( \phi \) is harmonic in \( S \setminus \{0\} \) and \( D_j \phi = 0 \) on \( \partial S \setminus \{0\} \), \( j = 1, 2 \), it follows from a local version of the submartingale property of \( p^X \) that

\[
((\phi(Z(t \wedge T^\varepsilon_0)) - \phi(Z(t \wedge \tau^\varepsilon)))1_{\{\tau^\varepsilon < \infty\}}, t > 0) 
\]

defines a local \( p^X \)-martingale. But this contradicts (2.8), unless \( p^X(\tau^\varepsilon < \infty) = 0 \).

\[ \square \]

**Theorem 2.6.** Let \( L \) denote the local time of \( Z \) at \( \{0\} \), as defined in Section 1. Then there is a constant \( c \in (0, \infty) \) such that for each \( x \in S \), \( p^X \) - a.s.,

\[ (2.9) \quad L(t) = cA(t), \quad t > 0. \]

Moreover, for each \( \lambda > 0 \), under \( p^0 \),

\[ (2.10) \quad \lambda^{-(\alpha/2)} L(\lambda \cdot) \overset{d}{=} L(\cdot) \]

where \( \overset{d}{=} \) denotes equality in distribution.

**Proof.** Since \( A \) is a continuous additive functional of \( Z \), and by Lemma 2.5 the support of \( A \) is \( \{0\} \), it follows from the definition [3, p. 216] of \( L \) that (2.9) holds \( p^X \) - a.s. for each \( x \in S \).

For the scaling property of \( L \), recall from Lemma 2.1 that under \( p^0 \),

\[ \lambda^{-1/2} Z(\lambda \cdot) \overset{d}{=} Z(\cdot). \]

Hence, \( p^0 \)-a.s.:

\[
\phi(Z(\cdot)) = \phi(\lambda^{-1/2} Z(\lambda \cdot)) = \lambda^{-\alpha/2} \phi(Z(\lambda \cdot)) \\
= \lambda^{-\alpha/2} (M(\lambda \cdot) + A(\lambda \cdot)).
\]

It follows from the uniqueness of the decomposition of
\( \phi(Z(\cdot)) \text{ that } p^0\text{-a.s.}, \)

\[ A(\cdot) = \lambda^{-\alpha/2}A(\lambda \cdot). \]

This, together with (2.9), yields (2.10). \( \square \)

**Corollary 2.7.** Let \( \tau \) be the right continuous inverse of \( L \), defined by (1.10). Then under \( p^0 \), \( \tau \) is a strictly increasing stable subordinator of index \( \alpha/2 \) and rate 1, i.e., (1.11) holds.

**Proof.** It is well known that \( \tau \) is a strictly increasing subordinator [3, pp. 217-219]. Now, for \( t > 0 \), under \( p^0 \),

\[ \lambda^{-1} \tau(\lambda^{\alpha/2}t) = \inf \{ \lambda^{-1}s > 0: L(s) > \lambda^{\alpha/2}t \} \]

\[ = \inf \{ s > 0: \lambda^{-\alpha/2}L(\lambda s) > t \} \]

\[ = \inf \{ s > 0: L(s) > t \} \]

where (2.10) has been used in the last line above. Hence \( \tau \) is a stable subordinator of index \( \alpha/2 \) [3,14]. The fact that \( \tau \) has rate 1 comes from the normalization (1.6) of \( L \):

\[ p^0[\int_0^\infty e^{-\tau(t)}dt] = p^0[\int_0^\infty e^{-t}dL(t)] = 1. \] \( \square \)

In the next lemma, an alternative representation is given for \( A \), hence for \( L \).

**Lemma 2.8.** Let \( x \in S \). Then for each \( t > 0 \),

\[ A(t) = \lim_{\varepsilon \to 0} e^{1-(\alpha/2)} \int_0^t 1_{[0,\varepsilon]}(\phi(Z(s))) \psi(Z(s))ds \]

(2.11)
where the limit is in probability (with respect to $p^X$) and $\psi$ is defined by (1.9).

**Remark.** Since $\phi(z)$ is only known to be a local submartingale, a stronger form of convergence in (2.11), such as convergence in $L^2(C_S, \mathcal{F}, p^X)$ as $\varepsilon \to 0$, was not obtained here. As pointed out by J.F. Le Gall (private communication), similar results to (2.11) can be obtained by applying knowledge of the recurrence and invariant measure of $Z$ [17], together with ergodic theorems for additive functionals. One advantage of the computational proof given here is that a precise representation (without undetermined constants) is obtained for $A(t)$.

**Proof.** First, observe that since $Z$ spends zero time at the vertex, in the sense of Lebesgue measure, we may replace $1_{[0, \varepsilon)}$ by $1_{(0, \varepsilon]}$ in (2.11). The proof of (2.11) is similar in spirit to that for the representation of the local time of a one-dimensional reflected Brownian motion. In particular, we need to apply the submartingale property of $p^X$ to a function whose Laplacian is of the order of $1_{(0, \varepsilon]}(\phi(z))$. Since $\phi$ satisfies the boundary condition $D_j \phi = 0$ on $\partial S_j \setminus \{0\}$ for $j = 1, 2$, so will a function of the form $f_\varepsilon(z) = g_\varepsilon(\phi(z))$, where $g_\varepsilon$ is a differentiable function of a real variable. Moreover, the function $g_\varepsilon$ can be chosen so that the Laplacian of $f_\varepsilon$ has the aforementioned property (see (2.14) below). The following functions $g_\varepsilon$ were found in this way.

For each $\varepsilon > 0$, let $g_\varepsilon : [0, \infty) \to [0, \infty)$ be defined by

$$
(2.12) \quad g_\varepsilon(y) = \begin{cases} 
\frac{\alpha}{2} y^{2/\alpha} & \text{for } 0 < y < \varepsilon \\
((y-\varepsilon) + \frac{\alpha \varepsilon}{2})^{(2/\alpha)-1} & \text{for } \varepsilon < y < \infty.
\end{cases}
$$

Then $g_\varepsilon$ is once continuously differentiable on $[0, \infty)$ (differentiability being from the right at 0) and twice continuously differentiable on $(0, \infty) \setminus \{\varepsilon\}$. Indeed, since $2/\alpha > 1$, we have
\[
g'_e(y) = \begin{cases} 
y(2/\alpha)^{-1} & \text{for } 0 < y < \varepsilon \\
(2/\alpha)^{-1} & \text{for } \varepsilon < y < \infty
\end{cases}
\]
and
\[
g''_e(y) = \begin{cases} (\frac{2}{\alpha} - 1) y(2/\alpha)^{-2} & \text{for } 0 < y < \varepsilon, \\
0 & \text{for } \varepsilon < y < \infty.
\end{cases}
\]

Then \( f_e(z) = g_e(\phi(z)) \) satisfies [16, Theorem 2.3]:

\[
D_j f_e(z) = (v_j \cdot \nabla \phi(z)) g'_e(\phi(z)) = 0, \ z \in \mathbb{R}^2 \setminus \{0\},
\]
and on \( \{z \in S : \phi(z) \neq 0 \text{ or } \varepsilon\} \),

\[
\Delta f_e(z) = g''_e(\phi(z)) |\nabla \phi(z)|^2 + g'_e(\phi(z)) \Delta \phi(z)
\]
\[
= 2\psi(z) 1_{(0,\varepsilon)}(\phi(z)),
\]
since on \( S \setminus \{0\} \), \( \phi \) is harmonic and satisfies

\[
|\nabla \phi(z)|^2 = r^{2\alpha - 2} \frac{2\alpha}{2-\alpha} \psi(z)(\phi(z))^{2 - (2/\alpha)}.
\]

Note also that since \( \frac{2}{\alpha} > 1 \),

\[
f_e(z) = o(\phi(z)) \text{ as } |z| \to 0.
\]

Thus, \( f_e \) and \( -f_e \) satisfy all of the hypotheses of Lemma 2.3, except that \( f_e \)

is not twice continuously differentiable across \( \{z \in S : \phi(z) = \varepsilon\} \). However,

since \( Z \) spends zero time on this set (in the sense of Lebesgue measure), we

can apply Lemma 2.3 to suitable approximations to \( f_e \) and then pass to the
limit to conclude that this lemma also applies to \( f_\varepsilon \) and \(-f_\varepsilon\) (cf. [17, p. 776]). Hence,

\[
(2.17) \quad g_\varepsilon(\phi(Z(t))) - \int_0^t 1_{(0,\varepsilon)}(\phi(Z(s))) \psi(Z(s)) \, ds
\]

is a local martingale on \((C_\delta, \mathcal{F}, \{\mathcal{F}_t\}, P^X)\).

On the other hand, since \( \phi(Z) \) is a local submartingale under \( P^X \) and \( g_\varepsilon \) is a convex function, we can apply the generalized Itô formula [8, pp. 186-188] to conclude that \( P^X \)-a.s. for all \( t > 0 \),

\[
(2.18) \quad g_\varepsilon(\phi(Z(t))) - g_\varepsilon(\phi(Z(0))) = \int_0^t g_\varepsilon'(\phi(Z(s))) \, d\phi(Z(s)) + \frac{1}{2} \int_0^t (1_{(0,\varepsilon)} g_\varepsilon')(\phi(Z(s))) \, d[M](s),
\]

where \([M]\) denotes the quadratic variation of the local martingale part \( M \) of \( \phi(Z) \). Since \( g_\varepsilon'(0) = 0 \) and \( A \) increases only when \( \phi(Z) \) is zero, it follows that the first integral in (2.18) is really the local martingale

\[
(2.19) \quad \int_0^t g_\varepsilon'(\phi(Z(s))) \, dM(s).
\]

Then, comparing (2.17) with (2.18) and invoking uniqueness of the Doob-Meyer decomposition of the continuous local submartingale \( g_\varepsilon(\phi(Z)) \), we obtain \( P^X \)-a.s.:

\[
(2.20) \quad \frac{1}{2} \int_0^t (1_{(0,\varepsilon)} g_\varepsilon'')(\phi(Z(s))) \, d[M](s) = \int_0^t 1_{(0,\varepsilon)}(\phi(Z(s)))\psi(Z(s))ds, \ t > 0.
\]

Thus, (2.18) is equivalent to

\[
(2.21) \quad g_\varepsilon(\phi(Z(t))) - g_\varepsilon(\phi(Z(0))) = \int_0^t g_\varepsilon'(\phi(Z(s))) \, dM(s) + \int_0^t 1_{(0,\varepsilon)}(\phi(Z(s)))\psi(Z(s))ds.
\]

The next step is to multiply (2.21) by \( \varepsilon^{1-(2/\alpha)} \) and let \( \varepsilon \to 0 \). For this, we need to localize \( M, A \) and \([M]\). So let \( \{\tau_n\} \) be a sequence of stopping times (relative to \( \mathcal{F}_t \)) tending \( P^X \)-a.s. to infinity such that for each
\[ n > \phi(x), \; M^n(\cdot) \equiv M(\cdot \wedge \tau_n), \; A^n(\cdot) \equiv A(\cdot \wedge \tau_n) \quad \text{and} \quad [M^n](\cdot) \equiv [M](\cdot \wedge \tau_n) \]

are all \( P^X \)-a.s. bounded by \( n \). Now, for \( n > \phi(x) \),

\[
(2.22) \quad \varepsilon^{1-(2/\alpha)} \int_0^{t \wedge \tau_n} g^{\varepsilon}(\phi(Z(s))) dM(s) = \int_0^t (\phi(\varepsilon))^{1-(2/\alpha)} 1(Z(s)) 1(0, \varepsilon) (\phi(Z(s))) dM^n(s) \\
+ \int_0^t 1_{[\varepsilon, \infty)} (\phi(Z(s))) dM^n(s).
\]

By the \( L^2 \)-isometry for stochastic integrals and since

\[ (\phi(\varepsilon))^{1-(2/\alpha)} < 1 \quad \text{on} \quad \{ z \in S : 0 < \phi(z) < \varepsilon \}, \]

we have

\[
p^X[ (\varepsilon^{1-(2/\alpha)} \int_0^t 1(Z(s)) 1(0, \varepsilon) (\phi(Z(s))) dM^n(s))^2 ] \leq p^X[ \int_0^t 1(0, \varepsilon) (\phi(Z(s))) d[M^n](s)]
\]

where the right member above tends to zero as \( \varepsilon \to 0 \) by dominated convergence.

Thus, for each \( t > 0 \), the middle integral in (2.22) tends to zero in

\( L^2(C_S, F, P^X) \) as \( \varepsilon \to 0 \). Similarly, the last integral in (2.22) is Cauchy and hence converges in \( L^2(C_S, F, P^X) \) as \( \varepsilon \to 0 \). The limit is the stochastic integral

\[
\int_0^t 1(0, \infty)(\phi(Z(s))) dM^n(s) = \int_0^{t \wedge \tau_n} 1(0, \infty)(\phi(Z(s))) dM(s).
\]

Now, as \( \varepsilon \to 0 \), \( \varepsilon^{1-(2/\alpha)} g^{\varepsilon}(\phi(z)) \) converges pointwise to \( \phi(z) \). Moreover,

\[
\varepsilon^{1-(2/\alpha)} g^{\varepsilon}(\phi(Z(\cdot \wedge \tau_n))) \quad \text{is} \quad P^X \quad \text{-a.s. bounded, uniformly in} \quad \varepsilon, \quad \text{for each} \quad n > \phi(x).
\]

Thus, multiplying (2.21) by \( \varepsilon^{1-(2/\alpha)} \) and taking the \( L^2 \)-limit as \( \varepsilon \to 0 \)

with \( t \wedge \tau_n \) in place of \( t \) there, we obtain \( P^X \)-a.s. for each \( t > 0 \) and

\[
(2.23) \quad \phi(Z(t \wedge \tau_n)) - \phi(Z(0)) = \int_0^{t \wedge \tau_n} 1(0, \infty)(\phi(Z(s))) dM(s) \\
+ \lim_{\varepsilon \to 0} \varepsilon^{1-(2/\alpha)} \int_0^{t \wedge \tau_n} 1(0, \varepsilon) (\phi(Z(s))) \psi(Z(s)) ds
\]

where the limit as \( \varepsilon \to 0 \) is in \( L^2(C_S, F, P^X) \).

But by the uniqueness of the Doob-Meyer decomposition of \( \phi(Z(\cdot \wedge \tau_n)) - \phi(Z(0)) \), we
have $p^X$-a.s. for each $t > 0$ and $n > \phi(x)$,

\begin{equation}
M(t \wedge \tau_n) = \int_0^{t \wedge \tau_n} 1_{(0, \infty)}(\phi(Z(s)))dM(s),
\end{equation}

\begin{equation}
A(t \wedge \tau_n) = \lim_{\epsilon \to 0} \epsilon^{-2/\alpha} \int_0^{t \wedge \tau_n} 1_{(0, \epsilon)}(\phi(Z(s)))\psi(Z(s))ds,
\end{equation}

where the limit is in $L^2(C_S, F, p^X)$. Since $L^2$ convergence implies convergence in probability and $\tau_n \to \infty$ $p^X$-a.s. as $n \to \infty$, it follows from (2.25) that (2.11) holds with the limit as $\epsilon \to 0$ in probability relative to $p^X$. 

3. **Excursions from the Vertex.**

First, the notions of excursion space and Poisson point process in the context of this paper are reviewed. For further details, the reader is referred to Itô [7] and Salisbury [12], where excursions of a strong Markov process from a regular point are considered. Further properties and the general theory of excursions from more than a single point are discussed in Getoor [6] and Maisonneuve [11], for example.

Let $(\Pi, \mathcal{P})$ denote the measurable space of $(C_S, \mathcal{M})$-valued point functions. That is, adjoin a point $a$ to $C_S$ and let $\Pi$ be the set of functions $p: (0, \infty) \to C_S \cup \{a\}$ such that $p(t) = a$ except for countably many $t$. The $\sigma$-algebra $\mathcal{P}$ is generated by the functions $p \in N(A, p)$ where $N(A, p)$ is the number of times $t$ such that $(t, p(t)) \in A$ where $A \in \mathcal{B} \times \mathcal{M}$ and $\mathcal{B}$ is the $\sigma$-algebra of Borel subsets of $(0, \infty)$. For $A \in \mathcal{B} \times \mathcal{M}$, define the restriction of $p \in \Pi$ to $A$ by

\[ p|_A(t) = \begin{cases} p(t) & \text{if } (t, p(t)) \in A \\ a & \text{otherwise.} \end{cases} \]

Special cases of this are the killing operators:

\[ k_t(p) = p|_{(0, t] \times C_S}, \ t > 0. \]
The shift operators on \( \Pi \) are defined by
\[
\theta_t(p) = p(\cdot + t), \quad t > 0
\]

A Poisson point process on \((C_S, \mathcal{F}, \nu^0)\) with values in \((C_S, \mathcal{N})\) is a measurable function \(Y: (C_S, \mathcal{F}) \to (\Pi, \mathcal{P})\) such that

1. \(k_t(Y)\) is independent of \(\theta_t(Y)\) for all \(t > 0\),
2. \(\theta_t(Y)\) has the same probability law as \(Y\) for every \(t > 0\),
3. for each \(t > 0\), there exists a sequence \(\{U_n = U_n(t)\}\) of sets in \(\mathcal{N}\) such that \(U_n + C_S\) and for each \(n\),
\[
N((0,t) \times U_n, Y) \leq \theta_t Y^0 - a.s.
\]

Under conditions (a)-(c), there is a unique \(\sigma\)-finite measure \(\eta\) on \(\mathcal{N}\) such that
\[
\nu^0[N((0,t) \times B)] = t \cdot \eta(B) \quad \text{for each } B \in \mathcal{N} \text{ and } t > 0.
\]

This measure, called the characteristic measure of \(Y\), determines the law of the Poisson point process \(Y\).

The excursion process \(Y\) of \(Z\) with respect to \(\nu^0\) is defined as follows. (For aesthetic reasons, the same symbol \(Y\) is used here as above, for it will turn out that \(Y\) is a Poisson point process.) Recall that \(\tau\) is the right continuous inverse of the local time \(L\) of \(Z\) at \(\{0\}\). Define \(\tau(0-) = 0\) and for each \(t > 0, s > 0\), let
\[
Y_t(s) = \begin{cases} 
Z(\tau(t-)+s) & \text{if } 0 < s < \tau(t) - \tau(t-) \\
0 & \text{if } s > \tau(t) - \tau(t-) > 0 \\
\varnothing & \text{if } \tau(t) - \tau(t-) = 0.
\end{cases}
\]

In [7], Itô proved that \(Y\) is a Poisson point process on \((C_S, \mathcal{F}, \nu^0)\) and the characteristic measure \(\eta\) of \(Y\) is concentrated on
\[
\{w \in C_S: 0 < T_0 < \infty, \ w(t) = 0 \text{ for } t > T_0\}
\]
where $T_0 = T_0(w)$ is the lifetime of the excursion $w$ in $S\setminus\{0\}$, defined by

$$
(3.2) \quad T_0 = \inf \{ t > 0 : w(t) = 0 \}.
$$

Although $\eta$ is a $\sigma$-finite measure, in the sequel, the expression $\eta$-a.s. will be used instead of $\eta$-a.e., because of its intuitive value.

Let $\{p^\alpha_t, t > 0\}$ denote the semigroup of the process $Z$ killed at the time $T_0$, i.e., for each $A \in \mathcal{B}_S$, $x \in S$ and $t > 0$:

$$
(3.3) \quad p^\alpha_t(x,A) = \mathbb{P}^x(Z(t) \in A, t < T_0).
$$

For each $t > 0$, define a measure $\eta_t$ on $(S, \mathcal{B}_S)$ by

$$
(3.4) \quad \eta_t(A) = \eta(w \in C_S : w(t) \in A, t < T_0), \ A \in \mathcal{B}_S.
$$

Each $\eta_t$ is a finite measure on $S$ and $\{\eta_t, t > 0\}$ is an entrance law for the killed semigroup $\{p^\alpha_t, t > 0\}$ [6, p. 247], that is,

$$
(3.5) \quad \eta_{t+s} = \eta_t p^\alpha_s \text{ for all } t > 0 \text{ and } s > 0.
$$

Conversely, this entrance law together with the killed semigroup determines the finite-dimensional distributions of $\eta$ (and hence determines $\eta$) as follows.

For $0 < t_1 < t_2 < \ldots < t_n < \infty$ and $x_1, \ldots, x_n \in S\setminus\{0\}$,

$$
(3.6) \quad \eta(w(t_1) \in dx_1, \ldots, w(t_n) \in dx_n, t_n < T_0)
= \eta_{t_1}(dx_1) p^\alpha_{t_2-t_1}(x_1, dx_2) \cdots p^\alpha_{t_n-t_{n-1}}(x_{n-1}, dx_n).
$$

Thus, viewing the killed semigroup as given, to determine the excursion law $\eta$, it suffices to find its entrance law or equivalently the Laplace transform in $t$ of this entrance law:

$$
(3.7) \quad \eta^\lambda(A) = \int_0^\infty e^{-\lambda t} \eta_t(A) dt, \ \lambda > 0, \ A \in \mathcal{B}_S.
$$
The latter is explicitly given in the following theorem.

**Theorem 3.1.** For each \( f \in C_c(S) \), \( \eta^\lambda(f) \equiv \int_S f(x) \eta^\lambda(dx) \) is given by (1.12).

**Proof.** The Laplace transform \( \eta^\lambda \) is related to the resolvent \( R^\lambda \) of \( Z \) by [6; (7.8), (7.20)]:

\[
\eta^\lambda(f) = \kappa(\lambda) R^\lambda f(0), \quad f \in C_c(S),
\]

where

\[ \kappa(\lambda) = \lambda^{\alpha/2} \]

is the characteristic exponent (see (1.11)) for the stable subordinator \( \tau \), and

\[
R^\lambda f(x) = p^x[ \int_0^\infty e^{-\lambda t} f(Z(t)) dt ], \quad x \in S.
\]

From the proof of Theorem 3.10 in [16] we have

\[
R^\lambda f(0) = \frac{\chi(f - \lambda R^\lambda \delta f)}{\lambda \chi(1 - \lambda R^\lambda \delta 1)}, \quad f \in C_c(S)
\]

where \( \chi \) is defined by (1.15). In fact, in [16], (3.9) was proved for \( f \in C_c(S) \) that vanish in a neighborhood of the origin, but the extension to \( f \in C_c(S) \) is easily obtained. From the scaling property (see Lemma 2.1) of \( p^X \), it follows that

\[
1 - \lambda(R^\lambda_\delta 1)(x) = p^x[e^{-\lambda T_0}] = p^\gamma \lambda x[e^{-T_0}] = \psi_1(\sqrt{\lambda} x)
\]

where \( \psi_1 \) is defined by (1.14). By combining this with the scaling property of \( \rho \) (the density appearing in the definition (1.15) of \( \chi \)), we obtain

\[
\lambda \chi(1 - \lambda R^\lambda_\delta 1) = \lambda^{\alpha/2} \chi(\psi_1).
\]

Substituting this in (3.9) and that in turn in (3.8) yields the desired formula (1.12) for \( \eta^\lambda(f) \). \( \square \)
Corollary 3.2. The measure with density $\rho$ relative to Lebesgue measure on $S$ is an invariant measure for $Z$.

Remark. This is consistent with results obtained in [17] where it was shown that, up to a scalar multiple, $\rho(x)dx$ is the unique invariant for $Z$ when $0 < \alpha < 2$.

Proof. By the definition (1.15) of $\chi$ and Theorem 8.1 of Getoor [6], it suffices to prove for each $f \in C_c(S)$, $f > 0$, that

$$\lim_{\lambda \to 0} \eta_1^{\lambda}(f) = \frac{\chi(f)}{\chi(\Psi_1)}.$$

That is, by (1.12), we must prove that

$$\lim_{\lambda \to 0} \chi(\lambda \eta_0^{\lambda} f) = 0.$$  \hspace{1cm} (3.11)

Fix $f \in C_c(S)$. Let $\|f\| = \max_{x \in S} |f(x)|$ and let $R > 0$ such that the support of $f$ in $S$ is contained in $\{x \in S: 0 < \phi(x) < R\}$ where $\phi$ is defined by (1.7).

Then, for each $x \in S$,

$$|\lambda \eta_0^{\lambda} f(x)| < \|f\| \lambda P^{x} \int_{0}^{T_0} e^{-\lambda t} 1_{(0,R)}(\phi(Z(t)))dt$$  \hspace{1cm} (3.12)

$$= \|f\| P^{\sqrt{\lambda} x} \int_{0}^{T_0} e^{-t} 1_{(0,R\lambda^{\alpha/2})}(\phi(Z(t)))dt$$

where the scaling properties of $P^x$ and $\phi$ have been used to obtain the last line above. By letting $K \to \infty$ in Corollary 2.2 of [16], we obtain for each $x \in S$ and $r > 0$,

$$P^{x} \int_{0}^{T_0} 1_{(0,r)}(\phi(Z(t)))dt < ar^{2/\alpha}$$  \hspace{1cm} (3.13)

where $a$ is a constant not depending on $r$ or $x$. For each $r > 0$, let

$$T_r = \inf \{t > 0: \phi(Z(t)) < r\}.$$  \hspace{1cm} (3.14)
Then it follows from the proof of Lemma 3.2 in [16] that there are constants $\beta > 0$ and $K > 0$ such that for all sufficiently small $r$,

$$p^x[-e^{T_r}] \leq Ke^{-\beta|x|}, \quad x \in S.$$  

By (3.12) and the scaling of $\rho$, we have

$$|\int_{S} \lambda R^{\lambda}_g(x) \rho(x) dx| \leq \lambda^{(\alpha/2) - 1} \int_{S} p^x[\int_{0}^{T_0} e^{-t} 1_{(0,R^{\lambda}_{\alpha/2})}(\phi(Z(t))) dt] \rho(x) dx.$$  

Set $R(\lambda) = R^{\lambda}_{\alpha/2}$. By the strong Markov property and (3.13) and (3.15), for all $\lambda > 0$ sufficiently small we have

$$p^x[\int_{0}^{T_0} e^{-t} 1_{(0,R^{\lambda}_{\alpha/2})}(\phi(Z(t))) dt]$$

$$= p^x[e^{-T_R(\lambda)} p^{Z(T_R(\lambda))}[\int_{0}^{T_0} e^{-t} 1_{(0,R^{\lambda}_{\alpha/2})}(\phi(Z(t))) dt]]$$

$$\leq Ke^{-\beta|x|} a^{2/\alpha}_R.$$  

Substituting this in (3.16) yields:

$$|\int_{S} \lambda R^{\lambda}_g(x) \rho(x) dx| \leq aK\|f\| R^{2/\alpha}_R a^{\alpha/2} \int_{S} e^{-\beta|x|} \rho(x) dx.$$  

Since the right member above tends to zero as $\lambda \to 0$, (3.11) follows. \[\square\]

In principle, the nature of the excursions of $Z$ from $\{0\}$ is determined by $\{\eta^\lambda, \lambda > 0\}$ and the killed semigroup $\{p^3_t, t > 0\}$. However, it is not easy to deduce the path properties of the excursions from this representation. In particular, the answer to the following question is not obvious: "Does an excursion of $Z$ from $\{0\}$ stay in the interior of the wedge for a positive amount of time before reaching the boundary of the wedge or does it hit the boundary of the wedge immediately?" In the following theorem it is shown that the latter holds. An alternative phrasing of this result is that the excursions of $Z$ from $\{0\}$ do not
share the local properties of the excursions from \( \{0\} \) of Brownian motion conditioned to initially stay in the interior of the wedge.

**Theorem 3.3.** Let

\[
T_S = \inf \{ t > 0 : \mathbf{w}(t) \in S \}.
\]

Then

\[
\eta(T_S > 0) = 0.
\]

As a preliminary to the proof of this theorem, it is shown below that on certain sub-\( \sigma \)-algebras of \( \mathcal{M} \), \( \eta \) can be weakly approximated by the measures \( p^x(\cdot)/\phi(x) \) as \( |x| \downarrow 0 \). Here \( C_S \) is endowed with the Skorohod topology which is equivalent to the topology of uniform convergence on compact subsets of \([0, \infty)\).

For each \( \varepsilon > 0 \) and \( x \in S \setminus \{0\} \), let \( p^x_\varepsilon \) be the sub-probability measure defined on \((C_S, \mathcal{M})\) by

\[
p^x_\varepsilon(B) = p^x(w(\cdot \wedge T_0) \in B; \sigma_\varepsilon < T_0), \ B \in \mathcal{M}
\]

where \( \sigma_\varepsilon \) is given by

\[
\sigma_\varepsilon = \inf \{ t > 0 : \phi(w(t)) > \varepsilon \}.
\]

**Lemma 3.4** For each \( \varepsilon > 0 \), the family of measures

\[
\{ p^x_\varepsilon(\cdot) / \phi(x) : 0 < \phi(x) < \varepsilon \}
\]

on \((C_S, \mathcal{M})\) is bounded and tight.

**Proof.** Fix \( \varepsilon > 0 \). For each \( x \in S \setminus \{0\} \) such that \( \phi(x) < \varepsilon \), by Corollary 2.1 of [16] we have
(3.21) \[ p^X(\sigma_x < T_0) = \frac{\phi(x)}{\varepsilon} \]

and so each measure \( p^X(\cdot)/\phi(x) \) has total mass \( \varepsilon^{-1} \). Define a modulus of continuity for \( w \in C_S \) by

\[ \omega_w(\delta) = \sup\{|w(t)-w(s)|: 0 < s < t < \infty, t-s < \delta\} \]

for each \( \delta > 0 \). Then to prove the tightness, since the set of possible starting points for the family (3.20) is contained in a compact subset of \( S \), it suffices to prove that for all \( \beta > 0 \) sufficiently small,

(3.22) \[
\lim_{\delta \to 0} \limsup_{|x| \to 0} \frac{p^X(\omega_w(\delta) > \beta)}{\phi(x)} = 0
\]

(cf. Billingsley [1, Theorem 8.2], Ethier-Kurtz [5, §3.7]). Now \( \phi(x) > a|x|^\alpha \)

where \( a = \min \cos(\alpha \theta - \theta_1) > 0 \) and so \( \max \{|x|: \phi(x) = \beta\} = \left(\frac{\beta}{a}\right)^{1/\alpha} \). Hence, for \( 0 < \phi(x) < \beta < \varepsilon \),

(3.23) \[
\frac{p^X(\omega_w(\delta) > \beta + 2(\frac{\beta}{a})^{1/\alpha})}{\phi(x)} < \frac{p^X(\sigma_\beta < T_0 ; p^X(\omega_w(\delta) > \beta))}{\phi(x)} < \beta^{-1} \sup_{\phi(y) = \beta} \frac{p^Y(\omega_w(\delta) > \beta)}{\phi(y)}.
\]

To obtain the last inequality above, (3.21) has been used with \( \beta \) in place of \( \varepsilon \).

Thus, to prove (3.22), it suffices to show the last expression above goes to zero as \( \delta \to 0 \) for each fixed \( \beta > 0 \). For this, by the strong Markov property of \( \{p^X, x \in S\} \), it is enough to prove that

\[
\lim_{\delta \to 0} \sup_{x \in S} p^X(T_x(\beta) < \delta) = 0
\]

where \( T_x(\beta) \) is the first exit time of \( w(\cdot) \) from a ball of radius \( \beta \) centered at \( x \) [5, §3.8]. Fix \( \beta > 0 \) and choose \( \gamma > 0 \) so small that \( \gamma < \beta/4 \) and the ball of radius \( \gamma \) centered at any \( x \in \{z \in S: |z| > 3\beta/4\} \) intersects at most one side of \( S \). Then [16, Theorem 2.4],
\[
\sup_{x \in S} p^x(T_x(\beta) < \delta) < \sup_{|x| > 3\beta/4} p^x(T_x(\gamma) < \delta) = o(1) \text{ as } \delta \to 0
\]

and the tightness of (3.20) follows. \qed

The next lemma characterizes any limit of (3.20) as \(|x| \to 0\) on the sub-\(\sigma\)-algebra \(\mathcal{M}^c\) of \(\mathcal{M}\) generated by the sets of the form

\[(3.24) \quad \{w \in C_S: w(t_1) \in A_1, \ldots, w(t_k) \in A_k\},\]

where \(A_1, \ldots, A_k \subset \{x \in S: \phi(x) > \epsilon\}, 0 < t_1 < \ldots < t_k < \infty\) and \(k\) ranges over the set of positive integers \(\mathbb{N}\).

**Lemma 3.5.** Let \(\epsilon > 0\) and \(\mathcal{M}^c\) be as described above. Suppose \(Q_\epsilon\) is a weak limit point of the family (3.20) as \(|x| \to 0\). Then for each \(B \in \mathcal{M}^c\),

\[(3.25) \quad Q_\epsilon(B) = \chi(\psi_1) \eta(B)\]

where \(\chi(\psi_1)\) is defined by (1.14) - (1.15).

**Remark.** Because \(\eta\) is a \(\sigma\)-finite measure and the characterization we have of \(\eta\) is in terms of the Laplace transforms \(\{\eta^\lambda, \lambda > 0\}\), a more direct weak approximation to \(\eta\) (e.g., \(p^x(w(\cdot \wedge T_0) e^\cdot)\phi(x)\) converges weakly to \(\eta(\cdot)\)) has not been obtained. However, Lemma 3.5 is sufficient for the purposes of this paper, since the sets \(B \in \delta\) defined in (3.29) below are in \(\mathcal{M}^\delta\).

**Proof.** By the definition of \(\mathcal{M}^c\), it suffices to prove

\[(3.26) \quad Q_\epsilon(f_1(w(t_1)) f_2(w(t_1+t_2)) \ldots f_k(w(t_1+t_k))) = \chi(\psi_1) \eta(f_1(w(t_1)) f_2(w(t_1+t_2)) \ldots f_k(w(t_1+t_k)))\]
for \( f_1, \ldots, f_k \) in \( C_c^\infty(S) \) having support in \( \{x \in S: \phi(x) > \varepsilon\} \) and \( t_1 > 0, \) 
\( 0 < t_2 < \ldots < t_k < \infty, k \in \mathbb{N} \). The reason for singling out the time \( t_1 \) is that the 
proof uses the Markov property at the time \( t_1 \) and then the shifted times 
\( t_2, \ldots, t_k \) appear (see (3.28) below).

Suppose \( \{x_n\} \) is a sequence in \( S \setminus \{0\} \) such that as \( n \to \infty, |x_n| \to 0 \) and 
\( \{p_{n}(\cdot)/\phi(x_n)\} \) converges weakly to \( Q_{\varepsilon} \). Then for \( f_1, \ldots, f_k \) and \( t_1, \ldots, t_k \) as 
described above,

\[
\lim_{n \to \infty} \frac{p_{n}(f_1(w(t_1)), f_2(w(t_1+t_2)), \ldots, f_k(w(t_1+t_k)))}{\phi(x_n)} = Q_{\varepsilon}(f_1(w(t_1))f_2(w(t_1+t_2)) \ldots f_k(w(t_1+t_k))).
\]

Since \( p_{n}(\cdot)/\phi(x_n) \) has total mass \( \varepsilon^{-1} \) for all \( n \), we have bounded convergence 
in (3.27). Moreover, using the fact that \( f_1 \) has support in \( \{x \in S: \phi(x) > \varepsilon\} \) 
and the strong Markov property of \( P^X \), we see that the limit in (3.27) may be rewritten as

\[
\lim_{n \to \infty} \frac{p_{n}(f(w(t_1 \wedge T_0)))}{\phi(x_n)}
\]

where \( f \in C_c(S) \) is defined by

\[
f(x) = f_1(x) p(X(f_2(w(t_2 \wedge T_0))) \ldots f_k(w(t_k \wedge T_0)))
\]

and has support in \( \{x \in S: \phi(x) > \varepsilon\} \). Thus, taking the Laplace transform of 
(3.27) in \( t_1 \), we obtain for each \( \lambda > 0, \)

\[
\lim_{n \to \infty} \frac{\mathcal{R}_\alpha f(x_n)}{\phi(x_n)} = \int_0^\infty e^{-\lambda t_1} \lim_{n \to \infty} \frac{p_{n}(f(w(t_1 \wedge T_0)))}{\phi(x_n)} dt_1
\]

\[
= \int_0^\infty e^{-\lambda t_1} Q_{\varepsilon}(f_1(w(t_1))f_2(w(t_1+t_2)) \ldots f_k(w(t_1+t_k))) dt_1.
\]

But by (3.82) of [16], the limit on the left above is equal to
\( \chi(f - \lambda R_\delta f) = \chi(\psi_1) n_\delta(f) \) (see equation (1.12)). Thus, by the continuity in \( t_1 \) of the integrands and uniqueness of the Laplace transform, it follows that \( \chi(\psi_1) n_{t_1}(f) \) is equal to the right member of (3.27) for all \( t_1 > 0 \). But, by the Markov property of \( \eta \) (3.6) and \( P_t^\theta \), this is equivalent to (3.26).

Proof of Theorem 3.3.

For each \( \varepsilon \in (0,1) \) and \( 0 < \delta < \varepsilon \), let \( \sigma_\varepsilon \) be defined by (3.19) and \( T_\delta \) be defined by (3.14) with \( r = \delta \) and define

\[
T_\delta^\varepsilon = \inf \{ t > \sigma_\varepsilon : \phi(w(t)) < \delta \} = \sigma_\varepsilon + T_\delta \circ \sigma_\varepsilon.
\]

Now, \( \eta \)-a.s., \( \sigma_\varepsilon \) is a left continuous, increasing function of \( \varepsilon \in (0,\infty) \) and so the set of points of discontinuity of \( \varepsilon + \sigma_\varepsilon \) is at most countable. Hence, by Fubini's theorem, for almost every \( \varepsilon > 0 \),

\[
\eta( \lim_{\beta \searrow \varepsilon^+} \sigma_\beta \neq \sigma_\varepsilon \text{ or } \lim_{\beta \nearrow \varepsilon^-} \sigma_\beta \neq \sigma_\varepsilon ) = 0.
\]

Thus, we can choose a sequence of \( \varepsilon \)'s converging monotonically to zero such that \( \sigma_\varepsilon \) is \( \eta \)-a.s. a continuous functional on \( C_S \) (cf. Kurtz [9, pp. 13-14]). Fix an \( \varepsilon > 0 \) in such a sequence and let \( t > 0 \). Since \( \eta \)-a.s., \( T_\delta^\varepsilon \) is right continuous and decreasing as a function of \( \delta \), by similar reasoning to that above, there is a sequence of \( \delta \)'s (possibly depending on \( \varepsilon \)) tending monotonically to zero for which \( T_\delta^\varepsilon \) is \( \eta \)-a.s. a continuous functional on \( C_S \). Then, by the continuity properties of \( \sigma_\varepsilon \), \( \sigma_\varepsilon + t \) and \( T_\delta^\varepsilon \) on \( C_S \), and of

\[
h_f^\pm(r,u,w) = (\min_{\max} \{ f(w(s)) : r < s < u \})
\]

on \([0,\infty) \times [0,\infty) \times C_S \) when \( f = \phi \Lambda 1 \) or \( f \) is a continuous function on \( S \) equal to \( \arg(\cdot) \) (the polar angle) on \( \{ x \in S : \phi(x) > \delta \} \), it follows that \( B_{\varepsilon \delta} \), defined below, is an open subset of \( C_S \).
\[ B_{\varepsilon \delta} = \{ \sigma_\varepsilon < \infty, (T_{\delta S} \land T_\delta) \circ \theta_{\sigma_\varepsilon} > t \} \]

\[ = \{ \sigma_\varepsilon < \infty, \min_{s \leq \sigma + t} \phi(w(s)) > \delta, \min (\arg(w(s))): \sigma_\varepsilon < s < (\sigma_\varepsilon + t) \land T^e_\delta > 0, \max (\arg(w(s))): \sigma_\varepsilon < s < (\sigma_\varepsilon + t) \land T^e_\delta < \varepsilon \}. \]

The set \( B_{\varepsilon \delta} \) is in \( \mathcal{M}^\delta \) and so by Lemma 3.5, for any weak limit point \( Q_\delta \) of \( p^X_\delta(\cdot)/\phi(x) \) as \( |x| \to 0 \), we have

\[ Q_\delta(B_{\varepsilon \delta}) = c_1 \eta(B_{\varepsilon \delta}) \]

where \( c_1 = \chi(\psi_1) \). Then letting \( \lim_{\delta \to 0} \) denote the limit along the sequence of \( \delta \)'s chosen above, we obtain

\[ \eta(T_{\delta S} > \sigma_\varepsilon + t) = \lim_{\delta \to 0} \eta(B_{\varepsilon \delta}) = \lim_{\delta \to 0} c^{-1}_1 Q_\delta(B_{\varepsilon \delta}). \]

Since \( B_{\varepsilon \delta} \) is open in \( C_S \) [5, Theorem 3.1, p. 108],

\[ Q_\delta(B_{\varepsilon \delta}) < \liminf_{x \to 0} \frac{p^X_\delta(B_{\varepsilon \delta})}{\phi(x)}, \]

where the limit as \( x \) tends to zero is along any sequence of \( x \)'s such that \( p^X_\delta(\cdot)/\phi(x) \) converges weakly to \( Q_\delta \). By the definitions of \( p^X_\delta \) and \( B_{\varepsilon \delta} \), and the strong Markov property of \( p^X \), the right member of (3.31) is equal to

\[ \liminf_{x \to 0} \frac{p^X(\sigma_\varepsilon < T_0; p^w_\varepsilon(T_{\delta S} \land T_\delta > t))}{\phi(x)} \]

\[ < \liminf_{x \to 0} \frac{p^X(\sigma_\varepsilon < T_0)}{\phi(x)} \sup_{\phi(y) = \varepsilon} p^Y(T_{\delta S} > t). \]

In [13], Shimura obtained asymptotic properties of the transition probabilities.
for Brownian motion in a wedge with absorption at the boundary. In particular, formula (4.2) of his paper yields the following estimate. There is a constant $c_2 > 0$, depending on $t$, but not on $\varepsilon > 0$, such that

$$ (3.33) \quad \sup_{\phi(y) = \varepsilon} p^y (T \alpha S > t) \leq c_2 \varepsilon^{\nu/\alpha} $$

where $\nu = \frac{\pi}{\varepsilon}$ and so $\frac{\nu}{\alpha} = \frac{\pi}{\theta_1 + \theta_2}$. The fact that $\phi(y) \sim |y|^\alpha$ has been used here. Substituting (3.33) and (3.21) in (3.32) yields

$$ \eta(T \alpha S > \sigma_\varepsilon + t) \leq c_3 \varepsilon^{(\pi - \theta_1 - \theta_2)/(\theta_1 + \theta_2)} $$

where $c_3 = c_1^{-1} c_2$ and $\theta_1 + \theta_2 < \pi$. Letting $\varepsilon \to 0$ yields

$$ \eta(T \alpha S > t) = 0. $$

Since $t > 0$ was arbitrary, the desired result (3.18) follows. \qed
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