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Summarize and Analyze

- What is this shape? How many components / populations?
- Can we categorize? (Classification)
- What are the parameters? (Inference: Point Estimation)
- How far do parameters likely lie from estimates? (Confidence Sets)

Compare

- Are these the same? In distribution?
- Has something changed? If so, what has changed?
- Which is bigger?
- Can we retain the null hypothesis? (Inference: Hypothesis Testing)
- What is the relationship between $X$ and $Y$? (Regression)
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Most Important Questions

1. Which descriptor best captures our data?
   - Descriptors
   - Confidence Sets

2. How do we measure distance between descriptors?
   - Distances
   - Clustering
Topological Descriptors
Stat Reverences


Let $F$ be a probability distribution with density $f$. 

$X \sim F$ reads “$X$ has distribution $F$”. Here, $X$ is called a random variable.

Expectation: $E(X) = \int x \, dF(x)$. 

Quantile Function: CDF$^{-1}(q)$. 

![Graphs of two distributions](image-url)
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Let $X_1, X_2, \ldots, X_n \sim F$. (The data).

A statistic or descriptor is a function of the data:

$$T(X_1, X_2, \ldots, X_n) \text{ or } T(X^n).$$

Sample average: $\bar{X}^n = \frac{1}{n} \sum X_i$.
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Data as Point Clouds
Descriptive Image Captions:
- Noise
- Big Loop
- Pinch

Diagram Description:
The diagram illustrates the progression from noise to big loop to pinch. It shows a series of images representing different stages in a data analysis process, emphasizing the transition from noisy data to more structured data forms, culminating in the identification of topological features like loops and pinches.
Data as Persistence Diagrams
Confidence Sets for Persistence Diagrams:
Analyzing Descriptors
Objective

To Find a Threshold

Given $\alpha \in (0, 1)$, we will find $q^\alpha > 0$ such that

$$\mathbb{P}(W_\infty(D, \hat{D}_n) \leq q^\alpha) \geq 1 - \alpha.$$
Objective

To Find a Threshold

Given $\alpha \in (0, 1)$, we will find $q^\alpha > 0$ such that

$$P(W_\infty(D, \hat{D}_n) \leq q^\alpha) \geq 1 - \alpha.$$

References

- Chazal, BTF, Lecci, Michel, Rinaldo, and Wasserman. Robust Topological Inference: Distance To a Measure and Kernel Distance, JMLR 18(159):1–40, 2018.
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We have a point cloud sample: $S_n = \{X_1, \ldots, X_n\}; \ X_i \sim P$.

Subsample (with replacement), obtaining: $X = \{X_1^*, \ldots, X_b^*\}$

Compute $\hat{\Theta}_b^*(X^*) = W_\infty(X^*, S_n)$ using KDE or DTM.

Consider all possible outcomes:

$$\{\hat{\Theta}_b^*(X^*)\}_{X^* \subset S_n}$$

**Mimics:**

$$\{\Theta(X) = W_\infty(S_n, M)\}_{S_n \subset M}$$
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Distance Measures:
Comparing Descriptors
Distances
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Clustering ... and Classification

Clustering (Unsupervised Learning)
- Heirarchical: agglomerative or divisive.
- $k$-means: NP-hard, so algorithms find a local minimum.
- Distribution- and density-based clustering: e.g., DBSCAN.
- Fuzzy clustering: membership is not binary.

Classification (Supervised Learning)

input data (training sample): $D = \{(X_i, Y_i)\}_{i=1}^n$

$k$-nn clustering: for new $X$, we predict $Y$ by majority vote of the $k$ nearest neighbors of the covariates (features) in $D$. 
Curate a list of topological descriptors. For each, we are looking for:

- Name of descriptor.
- List of distances that can be used between descriptors.
- Short explanation (very short).
- Reference to where first used, or a good use of it.
- Pros: What is it good for?
- Cons: Where / when is it insufficient?

https://github.com/compTAG/ima-multid