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Some References 

ÁMost details for this talk can be found here 
Å Compatible Relaxation and Coarsening in Algebraic Multigrid, with J. 

Brannick, SIAM J. Sci. Comput., 32 (2010) 

 

Á Two-grid theory is based on these papers 
Å On Generalizing the AMG Framework, with P. Vassilevski, SIAM J. 

Numer. Anal., 42 (2004) é GAMG 

Å On Two-Grid Convergence Estimates, with P. Vassilevski and L. 
Zikatanov, Numer. Linear Algebra Appl., 12 (2005) 

 

ÁOther researchers who have developed CR algorithms 
Å A. Brandt (2000) 

Å O. Livne (2004) 

Å J. Brannick, L. Zikatanov (2007) 

Å R. Bank (2007) 

Å D. Alber, L. Olson (2007) 
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Outline 

ÁAlgebraic Multigrid (AMG) and Motivation 

 

ÁGAMG theory (AMG and CR) & basic CR methods 

 

ÁCoarsening algorithm and examples 

 

ÁCoarsening in parallel 

 

ÁSharp theory and more predictive CR 

 

ÁConclusions and future directions 
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Multigrid  uses a sequence of coarse grids to 

accelerate the fine grid solution 

Error on the fine grid 

Error approximated on 

a smaller coarse grid 

restriction 

prolongation 

(interpolation) 

The Multigrid 

V-cycle 

smoothing 

(relaxation) 
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Algebraic Multigrid (AMG) is based on MG principles, 

but uses matrix coefficients 

ÁMany algorithms (AMG alphabet soup) 

ÁAutomatically coarsens ñgridsò 

 

ÁError left by pointwise relaxation is  
called algebraically smooth error 

ÅNot always geometrically smooth 

 

ÁWeak approximation property: interpolation must 
interpolate small eigenmodes well 

 

 

ÁNear null-space is important! 
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Error left by relaxation can be geometrically 

oscillatory 

Á7 GS sweeps on 

 

 

 

 

 

ÁThis exampleé 

Å targets geometric smoothness 

Åuses pointwise smoothers 

ÁNot sufficient for some problems! 

 

a = b a » b 

AMG coarsens grids in the 

direction of geometric smoothness 
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Compatible relaxation (CR) provides an alternative 

approach for coarsening 

ÁAll AMG algorithms need to select coarse grids 

 

ÁBut, most coarsening algorithms are based on a 

(particular) notion of ñstrength of connectionò 

Åassumes an M-matrix 

Åassumes a pointwise smoother 

 

 

 

 

ÁCR coarsening does not use strength of connection 

A

---

---

=

141

282

141 Stretched quad example (Dx ­ ¤): 

Direction of smoothest error is not 

readily apparent 



8 

Lawrence Livermore National Laboratory 

GAMG two-grid theoryé  preliminaries 

ÁConsider solving  Au = f , A SPD 

ÁConsider smoothers with error propagation 

 

 

where we assume that (M+MT- A) is SPD (necessary 

and sufficient condition for convergence) 

ÁNote: M may be symmetric or nonsymmetric 

ÁDenote the symmetrized smoother operator by 

 

 

so that 
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GAMG two-grid theoryé  preliminaries continued 

Á Let  P : ᴙnc ­ ᴙn  be interpolation (prolongation) 

 

Á Let  R : ᴙn ­ ᴙnc  be some ñrestrictionò operator for 
which RP=Ic so that PR is a projection onto range(P) 
Å Note that R is not the MG restriction operator 

 

Á For any SPD matrix X and any full-rank matrix B, 
denote the X-orthogonal projection onto range(B) by 

 

 

Á Define the two-grid multigrid error propagator by 
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GAMG two-grid theory splits the construction of 

coarse-grid correction into two parts 

ÁTheorem: 

 

 

ÁNow, fix R so that it does not depend on P 

ÅDefines the coarse-grid variables, uc = Ru 

ÅExample: R=[ 0, I ]  (PT= [ WT, I ]T), i.e., subset of the fine grid 

ÁTheorem: 

 

 
ÅSmall K

ĉ
 insures coarse grid quality ï use CR 

ÅSmall h  insures interpolation quality ï necessary condition that 
does not depend on relaxation! 
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CR is an efficient method for measuring the quality of 

the set of coarse variables 

ÁCR (Brandt, 2000) is a modified relaxation scheme that 

keeps the coarse-level variables, Ru, invariant 

ÁTheorem: (fast convergence Ý good coarse grid) 
 
 
 
D ² 1 measures the deviation of M from its symmetric 
part Ms and 0 < w < 2 is a kind of smoothing parameter 

 

 

ÁMust insure ñgoodò constants 

Åin particular, w « 2 
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Several general CR methods 

ÁDefine S such that ᴙn = range(S) Ä range(RT) and RS = 0 

ÅExample: R=[ 0, I ]; S=[ I, 0 ]T; PT= [ WT, I ]T  

 

ÁPrimary CR method ï feasible for relaxation based on 

matrix splittings, where M is explicitly available 

 

 

ÁHabituated CR ï not as sharp, but always computable 
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Using CR to choose the coarse grid 

ÁConsider the simplest case where the coarse grid is a 

subset of the fine grid Ą CR is just F-relaxation 

ÁRelax on the homogeneous equations  Aff x = 0 

ÁBasic CR coarsening algorithm (qcr, qcs, n): 
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Using CR to choose the coarse grid 

Č Initialize U-pts 

 

ČDo CR and redefine 
U-pts as points 
slow to converge 

 

ČSelect new C-pts as 
indep. set over U 
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Some algorithm details 

ÁCR algorithm does at least n iterations on Aff x=0 with 
initial guess 1 and candidate set measure 

 

 

Á In general, want the initial guess to be a nonzero vector 
representative of a near null space component 

 

ÁCandidate set threshold qcs is set to (0.3)n on the first 
stage and 0.5 on subsequent stages 
ÅHelps to stay close to boundaries 

 

ÁCR convergence threshold qcr is 0.7 
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Tests: 4 region diffusion, 9-pt FEé coarse grids 

reflect the anisotropies 

(0,0) 

(1,1) 

a = b = 1 
c » 1 

a « b 
c = 0 

a » b 
c = 0 

a = b = 1 
c = 0 

rcr = 0.49 
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Tests: anisotropic 9-pt FEé coarse grids reflect 

smoother used for CR 

Á Pointwise Gauss-Seidel CR 

 

Á Line w - Jacobi CR 

 

Not possible with standard definitions of strength 

rcr = 0.19 rcr = 0.51 
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CR-AMG grid hierarchies for several 2D problems 

domain1 - 30º domain2 - 30º pile square-hole 


