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ABSTRACT. An algorithm for the computation of inertial manifolds is implemented. The effects of certain algorithm parameters are illustrated on an ordinary differential equation where an exact manifold is known. The algorithm is then applied to the Kuramoto-Sivashinsky equation to recover the high wave number components of elements on the global attractor. New error estimates are derived to include the effect of truncating the partial differential equation, as in a Galerkin approximation. The algorithm is adapted to compute an inertial manifold with delay and its performance compared to a shooting algorithm.

1. INTRODUCTION

This paper demonstrates how to accurately compute inertial manifolds for evolutionary equations. These manifolds are finite-dimensional, exponentially attracting, positively invariant, and smooth. In terms of a Fourier series representation of the solution to a partial differential equation, essentially the manifold provides a relation for the modes with high wave numbers in terms of those with low wave numbers. The existence of such a manifold typically hinges on whether there is a large enough gap in the spectrum of the linear part of the equation compared to the variation of the nonlinear part. A weaker gap condition appears in most constructive proofs of local (un)stable and center manifolds, since for local manifolds one may take a small enough neighborhood to reduce the strength of the nonlinear term and thereby achieve the gap condition. The accurate computation of such objects however, even when the manifolds are two-dimensional, poses some special difficulties (see [29], [2], [37] and for related issues regarding invariant tori [16]).

We implement here an algorithm developed in [59] for the computation of inertial manifolds. It provides a sequence of approximate inertial manifolds (AIMs) which converges to the actual inertial manifold. This sequence is distinguished from all other sequences of AIMs, except that in [11] in that convergence may be achieved with the dimension of the manifold held fixed. The others typically need to increase the dimension, in order to decrease the error from the inertial manifold. The sequence implemented here is distinguished from the earlier sequence in [11] in that the computational complexity of the algorithm is independent of the dimension of the manifold. If for a particular low-mode vector, the corresponding high-mode vector is desired, then this algorithm can be applied, without computing the high-mode vectors corresponding to other low-mode vectors. Its primary purpose then, is not the construction of all, or even a major portion of such a manifold. Rather, it is best suited for computing solutions on such manifolds, particularly, backward in time. By restricting the flow to an inertial manifold, one is effectively selecting low dimensional stable submanifolds that are involved in global bifurcations. This algorithm may be applied under less stringent conditions to local (un)stable manifolds and adapted to compute center manifolds [40].
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The general framework for the method is that of an evolutionary equation of the form

\[
\frac{du}{dt} + Au = f(u), \quad u \in E, \quad u(0) = u_0,
\]

where \( A \) is a linear operator and \( E \) is a Banach space. It is easiest to describe the approach in the particular case where \( A \) has complete set of eigenvectors associated with a sequence of positive eigenvalues and \( E \) is a Hilbert space. An inertial manifold is often sought as the graph of a function \( \Phi : PE \to QE \), where \( P = P_n \) is the projector onto the span of the first \( n \) eigenfunctions of \( A \) and \( Q = Q_n = I - P \).

The restriction of the flow to an inertial manifold yields the inertial form

\[
\frac{dp}{dt} + Ap = P f(p + \Phi(p)), \quad p(0) = p_0 \in PE,
\]

which is a finite set of ordinary differential equations (ODEs) with the same long-time dynamics as the original evolutionary equation which may very well be infinite-dimensional.

The existence of an inertial manifold is known for a number of physical systems including the Kuramoto-Sivashinsky equation, the Cahn-Hilliard equation, and certain reaction diffusion equations in several space dimensions just to name a few (see [7], [48], [64], and references therein). A great variety of numerical schemes based on approximate inertial manifolds have been developed, analyzed and tested in the literature (see [18], [62], [25] and references therein). One issue is how much, if any, such methods can save in computing time. This article is not primarily concerned with this question, instead we wish to demonstrate that one can accurately compute an inertial manifold so that the dimension of phase space can be kept quite small. Such a reduction can help in the geometric understanding of certain global bifurcations.

We begin in the next section with an example which demonstrates the use of an invariant (inertial) manifold to compute stable submanifolds involved in global bifurcations. In Section 3, we provide the general assumptions for both the existence of an inertial manifold, as well as the valid application of the algorithm in the next section. The algorithm itself is recalled in Section 4, along with several rigorous estimates on its convergence from [59]. An application is made to an ODE test case in Section 5. First an analytic treatment is carried out on this ODE to determine various quantities in the error estimates. Computations are then presented, demonstrating the significance of certain algorithm parameters and terms in the error estimates. This section serves to validate the code in a case where the exact solution is known as well as to highlight numerical issues. We then apply the method to the Kuramoto-Sivashinsky equation (KSE) in section 6. The computations in this case are compared to those of another sequence of approximate inertial manifolds (AIMs). To carry out the computations in Section 6, we are forced to truncate to a finite number of high modes. We provide error estimates for this effect in Section 7. Finally in Section 8 we adapt the algorithm for inertial manifolds to one for inertial manifolds with delay (IMDs) [13], [58], compare its performance against a shooting algorithm, and derive a modified Adams-Bashforth method based on the IMD.

2. A motivating example

We use below an ODE in \( \mathbb{R}^3 \) to illustrate how an inertial manifold naturally selects the relevant stable submanifolds involved in global bifurcations. To start, consider the simple system

\[
\begin{align*}
\frac{dx}{dt} &= x - x^3 \\
\frac{d\eta}{dt} &= \eta - \eta^3 \\
\frac{d\zeta}{dt} &= -c\zeta.
\end{align*}
\]

(2.1)

It is evident that (2.1) is a gradient system with the nine steady states \( \{-1,0,1\} \times \{-1,0,1\} \times \{0\} \), the points on the corners \( \{-1,1\} \times \{-1,1\} \times \{0\} \) being stable, the origin having an unstable manifold
of index two, and the rest having an unstable manifold of index one. The plane $\zeta = 0$ is an inertial manifold, and the $x$ and $\eta$ axes contain connecting orbits from the origin to the saddles. After the change of variables $\tilde{y} = \eta + x^2$, $z = x^2 + \zeta$ we have a system

$$
\begin{align*}
\frac{dx}{dt} &= x - x^3 \\
\frac{d\tilde{y}}{dt} &= \tilde{y} + x^2 - (\tilde{y} - x^2)^3 - 2x^4 \\
\frac{dz}{dt} &= -cz + 2x(x - x^3) + cx^2,
\end{align*}
$$

(2.2)

whose flow is conjugate to that of (2.1), but with an inertial manifold given by $z = \Phi(x, \tilde{y}) = x^2$.

Finally, in order to provide some feedback from the “high” mode $z$ to the “low” modes $\{x, y\}$, we consider a modified version of (2.2) in which we add the term $z - x^2$ in the second equation so as to retain the exponential attraction to the inertial manifold and leave the flow on the manifold unperturbed

$$
\begin{align*}
\frac{dx}{dt} &= x - x^3 \\
\frac{dy}{dt} &= y + x^2 - (y - x^2)^3 - 2x^4 + (z - x^2) \\
\frac{dz}{dt} &= -cz + 2x(x - x^3) + cx^2.
\end{align*}
$$

(2.3)

A portion of the stable manifold for one of the saddles together with nearly all of the unstable manifold of the origin are shown in Figure 1, for the case $c = 2$. The steady states are indicated by small spheres. The curve which is partially hidden by the stable manifold is the trajectory, backwards in time, with an initial condition that is a perturbation (of size 0.1) of the saddle along its slow stable eigenspace. This represents one of a continuum of slow manifolds. Exactly one out of that family comprises the connecting orbit from the origin to the saddle, indicated here by the intersection of the two surfaces. The projection of this orbit onto the $(x, y)$-plane also coincides with the one-dimensional stable manifold of the corresponding saddle for the inertial form. It is clear that in order to pick out the distinguished slow manifold that is the connecting orbit, one needs more information than the linearization at the saddle provides. One possible way to find the connecting orbit is to pose an appropriate boundary value problem (see [17], and references therein). In many dynamical systems a stable manifold and an unstable manifold collide as a parameter is varied, to form connecting orbit(s). By visualizing the manifolds not only when they intersect, but also when they do not, we can begin to understand the geometric mechanism behind this global bifurcation. It is in the latter case, when the stable and unstable manifolds do not intersect, that the construction of the entire stable manifold (or at least a patch of it) is crucial.

The matter is further complicated in the case of a PDE. After spatial discretization the dimension of the full stable manifold at the saddle would typically be greater than two, and in fact increase with enhanced spatial accuracy. This is a situation where restricting the system to an inertial manifold can be quite useful. Doing so automatically picks out the relevant stable submanifold, which has low dimension and hence low complexity, so that it can be computed in a straightforward fashion, regardless of whether it consists of one or more connecting orbits. Precisely this situation arises with the Kuramoto-Sivashinsky equation. The stability of connecting orbits for the KSE was demonstrated in [9] by means of a reduction to an approximate inertial form (given by $\Psi_2$ as defined in (4,8)). That work extends the parameter range for stability previously obtained in [1] by perturbative techniques. The stable and unstable manifolds which collide to form this connecting orbit were visualized in [50] and found to be intimately involved in the formation of a completely different set of Silnikov orbits. The computations in [50] were carried out for the same approximate inertial form as used in [9]. It will be demonstrated in Section 6 (see Figure 10) that the algorithm implemented here allows one to compute the inertial form for the KSE much more accurately than done in [9] and [50], and earlier in [38], [62].
It is with this motivation that we compute the stable submanifold for (2.3) by use of an accurate inertial form. In Figure 2 we plot the relative error in the $(y, z)$-coordinates from $(x^2, x^2)$, which are those on the exact submanifold containing the connecting orbit, for the solution to the inertial form computed backwards in time with the initial condition being the perturbation (of size 0.1) of the saddle in its one-dimensional stable eigenspace. The index $j$ refers to the number of iterations in the algorithm to compute the inertial manifold given in (4.6),(4.7). Recall that a similar perturbation in the one-dimensional slow stable eigenspace for the full equation produced a trajectory in Figure 1 which quickly diverged from the connecting orbit. Note that the maximum of the error in Figure 2 occurs (for $j = 5, 6$) at the initial condition. Thus to improve the computation of the connecting orbit in this approach we would reduce the size of the perturbation from the saddle, before considering further iterations of the algorithm. On the other hand, reducing the perturbation does not alleviate the divergence for the approach taken to produce the trajectory shown in Figure 1. Thus by restricting the flow to an accurate approximation of the inertial manifold we are forcing the lone stable eigenspace to be the relevant one.

3. General Assumptions

The following assumptions guarantee both the existence of an inertial manifold and the convergence of the algorithm used here. While the framework below is somewhat technical, we will need to refer to each element described below when we validate the rate of convergence in our implementation. The generality is motivated by the application to PDEs, as the assumptions simplify considerably in the case of an ODE. We demonstrate the framework for both situations with several examples.

A1: The nonlinear term $f$ in (1.1) is globally Lipschitz continuous from a Banach space $E$ into another Banach space $F$,

$$
|f(u) - f(v)|_F \leq M_1|u - v|_E, \quad \forall \, u, v \in E.
$$

(3.1)

with

$$
E \subset F \subset \mathcal{E};
$$

the injections being continuous, each space dense in the following one, and $\mathcal{E}$ is also a Banach space. It follows that

$$
|f(u)|_F \leq M_0 + M_1|u|_E, \quad \forall \, u \in E,
$$

for some $M_0 \geq 0$. (Actually $M_0 = |f(0)|_F$ is optimal.)

A2: The linear operator $-A$ generates a strongly continuous semigroup $\{e^{-tA}\}_{t \geq 0}$ of bounded operators on $\mathcal{E}$ such that

$$
 e^{-tA}F \subset E, \quad \forall \, t > 0.
$$

A3: There exist two sequences of numbers $\{\lambda_n\}_{n=m_0}^{n_0}$, $\{\Lambda_n\}_{n=m_0}^{n_1}$, for some $n_0 \in \mathbb{N}$, $n_1 \in \mathbb{N} \cup \infty$, with $0 < \lambda_n \leq \Lambda_n$ for $n_0 \leq n \leq n_1$, and a sequence $\{P_n\}_{n=m_0}^{n_1}$ of finite dimensional projectors, such that if $Q_n = I - P_n$, then the following exponential dichotomies hold:

$$
 Q_n \mathcal{E} \text{ is invariant under } e^{-tA}, \quad \text{for } t \geq 0, \quad \text{and } \{e^{-tA}P_n \mathcal{E}\}_{t \geq 0}
$$

can be extended to a strongly continuous group $\{e^{-tA}P_n\}_{t \in \mathbb{R}}$ of bounded operators on $P_n \mathcal{E}$ with

$$
\|e^{-tA}P_n\|_{\mathcal{L}(E)} \leq K_1e^{-\lambda_n t}, \quad \forall \, t \leq 0,
$$

$$
\|e^{-tA}P_n\|_{\mathcal{L}(F,E)} \leq K_1\Lambda_n^\alpha e^{-\lambda_n t}, \quad \forall \, t \geq 0,
$$

(3.2)

$Q_n \mathcal{E}$ is positively invariant under $e^{-tA}$, for $t \geq 0$, with

$$
\|e^{-tA}Q_n\|_{\mathcal{L}(E)} \leq K_2e^{-\Lambda_n t}, \quad \forall \, t \geq 0,
$$

$$
\|e^{-tA}Q_n\|_{\mathcal{L}(F,E)} \leq K_2(t^{-\alpha} + \Lambda_n^\alpha)e^{-\Lambda_n t}, \quad \forall \, t > 0,
$$

(3.3)

where $K_1, K_2 \geq 1$, and $0 \leq \alpha < 1$. We will at times drop the subscripts on the projectors $P$ and $Q$ for simplicity.
A4: Equation (1.1) has a continuous semiflow \{S(t)\}_{t \geq 0} in \(E\), given by \(S(t)u_0 = u(t)\), where \(u = u(t)\) is the mild solution of (1.1) defined through the variation of constants formula:

\[
u(t) = e^{-tA}u_0 + \int_0^t e^{-(t-s)A}f(u(s))ds, \quad \forall \ t \geq 0.
\]

A5: There exists \(K_3 \geq 0\) independent of \(n\) such that

\[
\|AP_n\|_{L(E)} \leq K_3\lambda_n.
\]

A6: For simplicity we assume that \(A\) is invertible.

A7: The spectral gap condition (SGC)

\[
\Lambda_n - \lambda_n > 3M_1K_1K_2[\Lambda_n^\alpha + (1 + \gamma_\alpha)\Lambda_n^{\alpha}] \quad \text{holds for some } n \in \mathbb{N},
\]

where

\[
\gamma_\alpha = \begin{cases}
\int_0^{r_0} e^{-r\alpha}dr, & \text{if } 0 < \alpha < 1, \\
0, & \text{if } \alpha = 0.
\end{cases}
\]

In many PDE applications the spectrum of \(A\) consists of positive semi-simple eigenvalues

\[
\lambda_1 \leq \lambda_2 \leq \ldots, \text{ with } \lambda_n \rightarrow +\infty,
\]

associated with eigenvectors \(w_1, w_2, \ldots\), so that we may set \(\lambda_n = \mu_n, \Lambda_n = \mu_{n+1}\), and

\[
P_n = \text{proj. onto span } \{w_1, w_2, \ldots, w_n\}.
\]

In most applications the phase space can be taken to be a Hilbert space. For some parabolic equations, however, depending on the relationship between the dimension of the space, the order of the linear term and the strength of the nonlinear term, the appropriate phase space is merely a Banach space (see [47], for instance). Strictly speaking, one need only have the exponential dichotomy in A3 hold for the particular choice of \(n\) satisfying the SGC in A7, though typically one has many choices for the splitting in A3, and the SGC holds only for some large \(n\). In some of the cases we will consider here, one or more of the first eigenvalues are negative, so we simply neglect those and start with \(\Lambda_n\) as the first positive eigenvalue and choose \(\lambda_m\) to be some positive number smaller than \(\Lambda_n\). If the eigenvalues were semisimple but complex, one would take \(\lambda_n\) and \(\Lambda_n\) to be the real part of the eigenvalues. The assumption that the projector \(P_n\) is finite-dimensional excludes the cases in which \(A\) has a continuous spectrum, but that is only because we want a finite dimensional inertial manifold in the end. The whole construction would go through if we allow \(P_n\) to be infinite-dimensional, and hence \(A\) to have bands with continuous spectrum, and we would end up with an infinite-dimensional ‘inertial’ manifold.

In most applications the local Lipschitz condition in (3.1) does not hold for the evolutionary equation in its original form. This can be corrected by annihilating the nonlinearity outside a ball in phase space. To do so, and be assured that none of the long-time dynamics are altered, we require in this situation that the evolutionary system be dissipative. This means there is an absorbing ball \(B_\rho \subset E\), i.e., there exists \(\rho > 0\) such that

\[
|S(t)u_0|_E \leq \rho, \quad \forall t \geq t_0(|u_0|_E) \geq 0.
\]

The prepared evolutionary equation is to have the nonlinearity (and hence the dynamics) unchanged inside the ball, and has the nonlinearity set to zero outside an even larger ball. We give a specific preparation procedure in Section 4.

We briefly recall below the construction of the exact inertial manifold as done in [60]. The discretization of this approach is what leads to the algorithm tested here. There are a number of earlier alternative approaches to prove the existence of inertial manifolds which are mostly based on either the Lyapunov-Perron method (c.f. [22]) or the graph transform method of Hadamard (c.f. [7]), and which construct the entire manifold at once, as the graph of a function \(\Phi : P_nE \rightarrow Q_nE\). This is in contrast to the approach here, a variation of the Lyapunov-Perron method in which for a given \(p_0 \in P_nE\), the corresponding image \(\Phi(p_0)\) is found in terms of a single trajectory on the manifold. Thus it is a one-dimensional object.
(the trajectory) which is discretized, rather than an $n$-dimensional object (the manifold). Earlier use of this approach can be found in [31], [32], [5], and [52].

The construction is described in two steps. First, we obtain an invariant manifold. Then the exponential attraction property is established, making the manifold in fact an inertial manifold. When (3.4) holds, we can find $\sigma$ such that

$$
\lambda_n + 2M_1K_1\lambda_n^\alpha < \sigma < \Lambda_n - 2M_1K_2(1 + \gamma_\alpha)\Lambda_n^\alpha.
$$

For $\sigma$ in this range, a single trajectory on an invariant manifold can be found as the fixed point $\varphi = \varphi(p)$ of a mapping $T(\cdot, p)$ given by

$$
T(\varphi, p)(t) = e^{-tA}p - \int_0^t e^{-(t-s)A}Pf(\varphi(s))ds + \int_t^\infty e^{-(t-s)A}Qf(\varphi(s))ds,
$$

in the Banach space

$$
\mathcal{F}_\sigma = \{ \varphi \in C((-\infty, 0], E) ; \| \varphi \|_\sigma = \sup_{t \leq 0} (e^{\sigma t} |\varphi(t)|_E) < +\infty \}.
$$

The entire manifold $M$ is the collection of such trajectories given by $M = \text{graph} \Phi$, where $\Phi : PE \to QE$ is defined by the fixed point $\varphi$ of (3.7),

$$
\Phi(p) = Q\varphi(p)(0), \quad \forall p \in PE.
$$

The mapping $T$ is a strict contraction in $\mathcal{F}_\sigma$, uniformly in $PE$, with

$$
\| T(\varphi_1, p) - T(\varphi_2, p) \|_\sigma \leq \kappa_{n, \sigma} \| \varphi_1 - \varphi_2 \|_\sigma, \quad \forall \varphi_1, \varphi_2 \in \mathcal{F}_\sigma, \quad \forall p \in PE,
$$

where

$$
\kappa_{n, \sigma} = \frac{M_1K_1\lambda_n^\alpha}{\sigma - \lambda_n} + \frac{M_1K_2(1 + \gamma_\alpha)\Lambda_n^\alpha}{\Lambda_n - \sigma} < 1.
$$

In order to show that the invariant manifold constructed as above is in fact an inertial manifold, all that remains is to establish the exponential attraction property. In fact the SGC in $A7$ assures a stronger property sometimes referred to as asymptotic completeness, or exponential tracking [23]. This means that corresponding to any initial condition $u_0 \in E$ there exists a particular solution on the manifold, to which the trajectory through $u_0$ is attracted at an exponential rate. The so-called Relevance Theorem asserts the same property for the center manifold of a fixed point provided the fixed point is stable [3].

The proof of the asymptotic completeness in [60] requires that $\sigma$ be taken in a narrower range,

$$
\lambda_n + 3M_1K_1K_2\lambda_n^\alpha < \sigma < \Lambda_n - 3M_1K_1K_2(1 + \gamma_\alpha)\Lambda_n^\alpha.
$$

In this case one has in fact that $\kappa_{n, \sigma} < 2/3$ so that the rate of contraction is guaranteed to be faster. Thus if we replace the gap condition in $A7$ with the weaker condition

$$
\Lambda_n - \lambda_n > 2M_1K_1\lambda_n^\alpha + 2M_1K_2(1 + \gamma_\alpha)\Lambda_n^\alpha,
$$

we can satisfy (3.6), but not necessarily (3.10) and consequently have a invariant manifold $M = \text{graph} \Phi$, which is not necessarily an inertial manifold. If (3.4) holds, then $M = \text{graph} \Phi$ is indeed an inertial manifold.

We should mention that the same map in (3.7) is used in [52] but in a narrower framework where the contraction is obtained in a different space, leading to a spectral gap condition that is in fact weaker than (3.4) and which gives both the invariance and exponential attraction. When applicable, the approach in [52] can provide a manifold of smaller dimension than that provided by $A1$-$7$. Our error analysis for the discretization of the map in (3.7) will, however, use the assumptions in $A1$-$7$. 
A related object of study is the global attractor, $\mathcal{A}$. Its existence is guaranteed provided the system is dissipative and the semiflow $S(t)$ is compact \cite{30}, \cite{64}. In this case it can be defined by

$$
\mathcal{A} = \bigcap_{t \geq 0} S(t)B_{\rho}.
$$

This is the largest bounded invariant set for the system, and contains all steady states, periodic solutions, invariant tori, as well as the unstable manifolds associated with these objects. The global attractor must be contained in any inertial manifold, and thus provides a lower bound on the minimal dimension for all inertial manifolds. Unlike inertial manifolds, the global attractor can be quite complicated geometrically, and attract solutions at an algebraic rate.

4. The algorithm

To discretize the mapping $T$, the function space $\mathcal{F}_\sigma$ is replaced by

$$
\hat{\mathcal{F}} = \{ \psi : (-\infty, 0] \rightarrow E; \psi \text{ is piecewise constant with a finite number of discontinuities} \}.
$$

Given a time step $\tau > 0$, number of steps $N \in \mathbb{N}$, and base point $p_0 \in PE$, we define $\mathcal{T}_N^\tau : \hat{\mathcal{F}} \times PE \rightarrow \hat{\mathcal{F}}$ by

$$
\mathcal{T}_N^\tau(\psi, p_0)(t) = e^{k\tau A}Pp_0 - \int_{-k\tau}^{0} e^{-(k\tau-s)A} P f(\psi(s))ds
$$

$$
+ \int_{-k\tau}^{-k\tau} e^{-(k\tau-s)A} Q f(\psi(s))ds, \quad k = 0, 1, \ldots, N
$$

for $t \in (-k+1)\tau, -k\tau \}$, if $k < N$, or $t \in (-\infty, -N\tau]$, if $k = N$.

Note that $\mathcal{T}_N^\tau$ acts as a sort of “projection” of $T$ on $\hat{\mathcal{F}}$ in that

$$
\mathcal{T}_N^\tau(\psi, p_0)(-k\tau) = \mathcal{T}(\psi, p_0)(-k\tau).
$$

We now consider the particular sequence of approximate inertial manifolds in \cite{59} by assigning as the initial guess

$$
\varphi^0(p_0)(t) = p_0, \quad \forall \ t \leq 0 \ \forall \ p_0 \in PE
$$

and choosing two sequences $\{\tau_j\}_{j \in \mathbb{N}}, \tau_j > 0$, and $\{N_j\}_{j \in \mathbb{N}}, N_j \in \mathbb{N}, N_j \geq 0$. Proceeding by Picard iteration we have

$$
\varphi^j(p_0) = \mathcal{T}_N^{\tau_j}(\varphi^{j-1}(p_0), p_0), \quad \forall \ p_0 \in PE,
$$

for $j = 1, 2, \ldots$. Observe that $\tau_0$ and $N_0$ are not relevant since $\varphi^0(p_0)$ is constant. The convergent sequence of approximate inertial manifolds is then given by

$$
\mathcal{M}_j = \mathcal{M}_{j,n} = \text{graph} \ \Phi_j = \{ p + \Phi_j(p); \ p \in P_nE \},
$$

where

$$
\Phi_j(p_0) = Q_n\varphi^j(p_0)(0), \quad \forall \ p_0 \in P_nE.
$$

Again since the approximating trajectories $\varphi^j$ are in $\hat{\mathcal{F}}$, the integrals involved in the iteration process (4.3) can be explicitly calculated. For simplicity we denote

$$
\varphi_k^j(p_0) = \varphi^j(p_0)(-k\tau_j), \quad k = 0, 1, \ldots, N_j,
$$

for $p_0 \in PE$ and $j = 0, 1, \ldots$, so that $\Phi_j = Q\varphi_0^j$. For the case where $k\tau_j < N_j-1\tau_{j-1}$, we have
\[
\varphi^j_k(p_0) = e^{k\tau_j} A P_0 - \int_{-k\tau_j}^{-\ell_k \tau_j-1} e^{-(k\tau_j-s)} A P f(\varphi^j_{\ell_k} (p_0)) \, ds \\
- \sum_{\ell=0}^{\ell_k-1} \int_{-(\ell+1)\tau_j-1}^{-\ell \tau_j-1} e^{-(k\tau_j-s)} A P f(\varphi^j_{\ell} (p_0)) \, ds \\
+ \int_{-\infty}^{-N_{j-1} \tau_j-1} e^{-(k\tau_j-s)} A Q f(\varphi^{j-1}_{N_{j-1}} (p_0)) \, ds \\
+ \sum_{\ell=-(\ell_k+1)}^{N_{j-1}-1} \int_{-(\ell+1)\tau_j-1}^{-\ell \tau_j-1} e^{-(k\tau_j-s)} A Q f(\varphi^j_{\ell} (p_0)) \, ds \\
+ \int_{-(\ell_k+1)\tau_j-1}^{-k\tau_j} e^{-(k\tau_j-s)} A Q f(\varphi^{j-1}_{\ell_k} (p_0)) \, ds,
\]

where \( \ell_k \) is a nonnegative integer defined by

\[
\left\{
\begin{array}{ll}
-(\ell_k + 1) \tau_j - 1 < -k\tau_j \leq -\ell_k \tau_j - 1, & \text{if } -(N_{j-1} + 1) \tau_j - 1 < -k\tau_j, \\
\ell_k = N_{j-1}, & \text{otherwise}.
\end{array}
\right.
\]

The alternative case, where \( k\tau_j \geq N_{j-1} \tau_j - 1 \) is actually simpler, as \( \varphi^{j-1} \) is constant over \( (-\infty, k\tau_j] \). By a straightforward calculation of the integrals we have

**Case 1.** \( k\tau_j < N_{j-1} \tau_j - 1 \):

\[
\varphi^j_k(p_0) = e^{k\tau_j} A P_n p_0 - A^{-1} (e^{(k\tau_j - \ell_k \tau_j - 1)} A P_n - P_n) f(\varphi^{j-1}_{\ell_k} (p_0)) \\
- \sum_{\ell=0}^{\ell_k-1} A^{-1} (e^{(k\tau_j - \ell \tau_j - 1)} A P_n - e^{(k\tau_j - (\ell+1) \tau_j - 1)} A P_n) f(\varphi^j_{\ell} (p_0)) \\
+ A^{-1} e^{-(N_{j-1} \tau_j - 1)} A Q_n f(\varphi^{j-1}_{N_{j-1}} (p_0)) \\
+ \sum_{\ell=-(\ell_k+1)}^{N_{j-1}-1} A^{-1} (e^{-(\ell \tau_j - k\tau_j)} A - e^{-(1 + (\ell+1) \tau_j - k\tau_j)} A) Q_n f(\varphi^j_{\ell} (p_0)) \\
+ A^{-1} (I - e^{-(1 + (\ell_k+1) \tau_j - k\tau_j)} A) Q_n f(\varphi^{j-1}_{\ell_k} (p_0)).
\]

**Case 2.** \( k\tau_j \geq N_{j-1} \tau_j - 1 \):

\[
\varphi^j_k(p_0) = e^{k\tau_j} A P_n p_0 - A^{-1} (e^{(k\tau_j - N_{j-1} \tau_j - 1)} A P_n - P_n) f(\varphi^{j-1}_{N_{j-1}} (p_0)) \\
- \sum_{\ell=0}^{N_{j-1}-1} A^{-1} (e^{(k\tau_j - \ell \tau_j - 1)} A P_n - e^{(k\tau_j - (\ell+1) \tau_j - 1)} A P_n) f(\varphi^j_{\ell} (p_0)) \\
+ A^{-1} Q_n f(\varphi^{j-1}_{N_{j-1}} (p_0)).
\]

4.1. **Comparison with other AIMS.** Regardless of the choice of the sequences \( \{\tau_j\}_{j \in \mathbb{N}} \), and \( \{N_j\}_{j \in \mathbb{N}} \), the zero-th approximate inertial manifold is given by \( \Phi_0 \equiv 0 \), since \( Q_n \Phi^0 \equiv 0 \) for \( \Phi^0 \) given in (4.2). The first nontrivial approximation is given by \( \Phi_1(p) = A^{-1} Q f(p) \). An alternative sequence of AIMS is defined implicitly (for large enough \( n \), see [24],[21]) by the \( Q \)-component of the steady state equation

\[
A p = Q f(p + q).
\]

This alternative sequence is found recursively by

\[
\Psi_{j,n}(p) = \Psi_j(p) = A^{-1} Q_n f(p + \Psi_{j-1}(p)), \quad \Psi_0(p) \equiv 0, \quad p \in P_n \mathbb{R}
\]
Note that $\Phi_1 = \Psi_1$, which happens also to coincide with a manifold first introduced in [19] with a completely different derivation. For a number of PDE cases, in particular for the KSE and 2-D Navier-Stokes equations, it has been shown that the $N_{j,n} = \text{graph } \Psi_{j,n}$ converge to the global attractor $\mathcal{A}$ in the sense that

$$\text{dist}_E(\mathcal{A}, N_{j,n}) \to 0 \quad \text{as } n \to \infty,$$

for any fixed $j$, even for $j = 0$ (see [39], [66]). The convergence in (4.9) is valid even in the absence of the SGC, i.e. it is independent of the existence of an actual inertial manifold. Much of the motivation behind nonlinear Galerkin methods based on such AIMs comes from an algebraic improvement in the estimates for the rate of convergence to the attractor for $j > 0$ compared to that for $j = 0$. In some cases, however, solutions to a PDE can be shown to be in the Gevrey class with respect to the spatial variable so that this improvement is on top of a decay rate in the wave number that is already exponential [28],[45]. A number of other AIMs have been introduced in an attempt to improve over the approximation provided by $N_{j,n}$ (see for instance [63], [15], [10]), but in each case one must increase the dimension of the manifold in order to converge to the attractor.

The distinction we wish to emphasize between the sequences $\{M_{j,n}\}$ and $\{N_{j,n}\}$ (and many like the latter) is that in the case of $\{M_{j,n}\}$ we may instead fix $n$, hence the dimension of the manifolds, and achieve convergence as $j \to \infty$. We restate below, in slightly more generality, the main convergence result proved in [59].

**Theorem 4.1.** Assume that A1 through A6 hold and that the sequences $\{\tau_j\}_j$ and $\{N_j\}_j$ are chosen so that

$$0 < \tau_j \leq c_1 \gamma^j \kappa_{n,\sigma}, \quad \forall \ j \in \mathbb{N},$$

with $\kappa_{n,\sigma}$ as defined in (3.9) for $n$ satisfying (3.4) (resp. (3.11)), and

$$N_j \gamma_j \geq c_2 j, \quad \forall \ j \in \mathbb{N},$$

for some constants $c_1, c_2 > 0$, some $0 < \gamma < 1$, and some $\sigma$ satisfying (3.10) (resp. (3.6)). Then

$$d(\Phi, \Phi_j) \leq c_3 e^{-\alpha j}, \quad \forall \ j \in \mathbb{N},$$

for suitable constants $c_3, c_4 > 0$, and $\mathcal{M} = \text{graph } \Phi$ is an inertial (resp. invariant) manifold.

Thus if the SGC holds, then the convergence is to an inertial manifold. If one replaces the gap condition in A7 with the weaker condition (3.11) then the proof as in [59] for the convergence of the sequence $\{M_{j,n}\}$ as $j \to \infty$ still goes through, but not the asymptotic completeness of, or even the exponential attraction to the limiting manifold. The limiting manifold in that case is merely guaranteed to be invariant. Finally, in the absence of (3.11), the convergence to the global attractor is still guaranteed, provided $n \to \infty$ as well [59].

In the original method of proof for the existence of inertial manifolds [22], the manifold is found as the fixed point of the mapping described by

$$\Theta_{j+1}(\tilde{p}_0) = \int_{-\infty}^{0} e^{sA} Qf(\tilde{p} + \Theta_j(\tilde{p})) ds$$

where $\tilde{p} = \tilde{p}(s; p_0, \Theta_j)$ solves

$$\frac{d\tilde{p}}{dt} + A\tilde{p} = P f(\tilde{p} + \Theta_j(\tilde{p})), \quad \tilde{p}(0) = p_0.$$

In [11], a discretization of this mapping was presented, and shown to provide a convergent algorithm for computing inertial manifolds. Such a discretization was actually implemented in [57] to compute the manifold for a reaction diffusion equation over a portion of $P_n E$ in a case where $n = 2$. Note that in order to obtain $\Theta_{j+1}$ requires global knowledge of $\Theta_j$ as one cannot predict where the trajectory in $PE$ of the solution to (4.11) will go, i.e. where one will need to evaluate $\Theta_j$. Practically speaking, one must interpolate the discrete representation of $\Theta_j$, to solve (4.11) backward in time. Thus the complexity
of the computation grows dramatically with the dimension of the manifold \( n \). Yet, if one is interested in computing the complete manifold (or at least a patch of it), the approach in [11] is probably more appropriate than the one used here.

If however, one is primarily interested in computing particular solutions on the manifold, there is no need to compute the manifold in its entirety. In this case the objective is to solve the initial value problem for the inertial form \((1.2)\) so that at each time step, one needs only to compute the functional relation \( q = \Phi(p) \) at a particular \( p \in P \mathcal{E} \) (or several such \( p \) locations, in a multi-step scheme). To emphasize the difference with the approach in \((4.10)\), note that to obtain \( \varphi_{t+1} \) via \((3.7)\), one needs only know \( \varphi_{t} \), a one-dimensional object. Thus the complexity is essentially independent of the dimension of the manifold. Another application where one would prefer to apply \((4.6), (4.7)\) is in post-processing via an AIM [26]. Roughly speaking, in that approach one evolves the solution via an adequately accurate Galerkin (or nonlinear Galerkin) approximation to obtain final value \( p(t_{1}) \), and then recovers values for the high modes \emph{only at the final time} from \( q(t_{1}) = \Phi_{n}(p(t_{1})) \), where \( \Phi_{n} \) is some appropriately chosen AIM. In this instance the enslavement relation is needed only at a single base point.

While Theorem 4.1 gives the main motivation for implementing this algorithm, the validation of a code for this purpose requires more details from the analysis. Specifically we need information about the convergence in \( \hat{\mathcal{F}} \). This is given in two lemmas below, which are proved in [59]. For both lemmas it is again assumed that \textbf{A1} through \textbf{A7} hold. The first ingredient is an a priori estimate on the variation in time of the exact solution on the manifold.

\textbf{Lemma 4.2.} For \( t < 0 \) and \( \tau \) such that \( 0 \leq \tau \leq -t \), we have that

\[ |\varphi(p_{0})(t + \tau) - \varphi(p_{0})(t)|_{E} \leq \tau \beta_{n,\sigma} e^{-\sigma \tau}(1 + |p_{0}|_{E}) \]

for all \( p_{0} \in P_{n}E \), where

\[ (4.12) \beta_{n,\sigma} = 2M_{0}K_{1}\lambda_{n}^{\alpha} + \frac{2K_{1}(K_{3}\lambda_{n} + M_{1}\lambda_{n}^{\alpha})}{1 - \kappa_{n,\sigma}} \left\{ \frac{M_{0}K_{1}}{\lambda_{n}^{\alpha}} + \frac{(1 + \gamma_{\alpha})M_{0}K_{2}}{\lambda_{n}^{\alpha - 1}} + K_{1} \right\} . \]

It is not so much that we need to invoke the result of Lemma 4.2 than we need the quantity \( \beta_{n,\sigma} \) which plays a central role in the error estimate for the algorithm in \((4.6, 4.7)\). The reason we restate Lemma 4.2 here is to recall the purpose of \( \beta_{n,\sigma} \). While the expression in \((4.12)\) is adequate under the general assumptions \textbf{A1-A7}, it is conceivable that for a particular PDE, one might know more about the variation of solutions, in which case a smaller expression for \( \beta_{n,\sigma} \) might be found. The next lemma measures the actual error after applying the mapping \( \hat{\mathcal{F}} \). It states precisely how \( \beta_{n,\sigma} \) enters into the estimate. We do not have a contraction in the strict sense. Rather we have a contraction, plus a residual which decreases provided the time step \( \tau \) decreases and the product \( N\tau \) increases.

\textbf{Lemma 4.3.} Let \( N \) be a nonnegative integer and \( \tau > 0 \), and assume \( \sigma \) and \( \sigma_{0} \) satisfy \((3.10)\) for a fixed \( n \in \mathbb{N} \) with \( \sigma_{0} < \sigma \). Then for all \( p_{0} \in P_{n}E \) and all \( \psi \in \hat{\mathcal{F}} \), we have

\[ (4.13) \| \varphi(p_{0}) - \mathcal{T}_{\mathcal{E}}^{N}(\psi_{t}p_{0}) \|_{\sigma} \leq \kappa_{n,\sigma} \| \varphi(p_{0}) - \psi \|_{\sigma} + \left( \tau \beta_{n,\sigma} + \frac{\beta_{n,\sigma_{0}}}{\sigma - \sigma_{0}} e^{-(\sigma - \sigma_{0})N\tau} \right)(1 + |p_{0}|_{E}) , \]

where \( \beta \) is as in Lemma 4.2.

There are a number of numerical parameters that arise when applying the algorithm. For one of the computational examples to follow, we will examine how some of these parameters affect the error estimate through \( \beta_{n,\sigma} \). Thus \( \beta_{n,\sigma} \) serves as a guide to optimal parameter settings.
5. An ODE Test Case

We consider another system of three ODEs, which in cylindrical coordinates is written as

\[
\begin{align*}
\frac{dr}{dt} &= ar - ar^2 \\
\frac{d\theta}{dt} &= b \\
\frac{dz}{dt} &= -cz + r^2 \left[ \frac{2a^2}{c}(1 - r) + a \right],
\end{align*}
\]  
(5.1)

where \( a > 0, \) \( b \) and \( c \) are parameters to be chosen below. It is easy to verify that \( \frac{d}{dt}(z - ar^2/c) = -c(z - ar^2/c) \) so that for \( c > 0 \) the paraboloid \( z = ar^2/c \) is a two-dimensional inertial manifold.

5.1. Analytic treatment. Writing (5.1) in Cartesian coordinates and in the form of (1.1), we set \( u = (x, y, z)^t \)

\[
A = \begin{bmatrix} -a & b & 0 \\ -b & -a & 0 \\ 0 & 0 & c \end{bmatrix} \quad \text{and} \quad f(u) = \begin{bmatrix} -arx \\ -ary \\ \left( \frac{2a^2}{c} + a \right) r^2 - \frac{2a^2}{c} r^3 \end{bmatrix},
\]

where \( r = \sqrt{x^2 + y^2}. \) In this ODE case we take \( E = F = \mathcal{E} = \mathbb{R}^3, \) and \( \alpha = 0 \) so that \( \gamma_\alpha = 0. \) We also take \( n = 2 \) with \( \Lambda_n = c, \) and \( \lambda_n = 1. \) We will determine \( c, \) so that the gap condition (3.4) holds for a particular choice of \( a \) and \( b. \)

Let

\[
P = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

(5.3)

For simplicity we will use the maximum norm, \( \|u\| = \max\{|x|, |y|, |z|\}. \) Then \( \|P\| = \|Q\| = 1 \) and the exponential dichotomies (3.2) and (3.3) are realized with

\[
\begin{align*}
\|e^{-tA}P\| &\leq \sqrt{2}e^{\alpha t}, \quad \forall \ t \leq 0 \ (\text{max. achieved at } t = \pi/4 + k\pi, k \in \mathbb{Z}) \\
\|e^{-tAQ}\| &= e^{-\alpha t}, \quad \forall \ t > 0 \ (\text{in fact } \forall \ t \in \mathbb{R}).
\end{align*}
\]

(5.4)

Thus we may take \( K_1 = \sqrt{2} \) and \( K_2 = 1. \)

The Lipschitz constant is estimated in two stages. First we compute a local Lipschitz constant for \( f \) restricted to the cylinder of radius \( r. \) Treating \( f \) componentwise where \( f(u) = (f_1(u), f_2(u), f_3(u))^t \)

and using the fact that

\[
|r_1 - r_2| \leq \sqrt{2}\|Pu_1 - Pu_2\|
\]

(5.5)

we find that

\[
|f_1(u_1) - f_1(u_2)| = a|r_1 x_1 - r_2 x_2| \leq a|r_1| |x_1 - x_2| + a|x_2||r_1 - r_2| \leq ar(1 + \sqrt{2})\|u_1 - u_2\|
\]

with precisely the same final estimate for \( f_2. \) Similarly for third component we have

\[
|f_3(u_1) - f_3(u_2)| \leq \left( \frac{2a^2}{c} + a \right)|r_1 + r_2||r_1 - r_2| + \frac{2a^2}{c}|r_1^2 + r_1 r_2 + r_2^2||r_1 - r_2| \\
= \left[ \left( \frac{2a^2}{c} + a \right)|r_1 + r_2| + \frac{2a^2}{c}|r_1^2 + r_1 r_2 + r_2^2| \right]|r_1 - r_2|.
\]

(5.6)

It follows that

\[
\|f(u_1) - f(u_2)\| \leq \sqrt{2}d_1(r)\|u_1 - u_2\|, \quad \forall \ u_1, u_2 \text{ with } |r_1|, |r_2| \leq r,
\]
where
\begin{equation}
    d_1(r) = 2 \left( \frac{2a^2}{c} + a \right) r + \frac{6a^2}{c} r^2.
\end{equation}

We also have
\begin{equation}
    \|f(u)\| \leq d_0(r), \quad \forall \ u = (x, y, z)^T, \text{ with } \sqrt{x^2 + y^2} \leq r
\end{equation}
where
\begin{equation}
    d_0(r) = \left( \frac{2a^2}{c} + a \right) r^2 + \frac{2a^2}{c} r^3.
\end{equation}

The so-called prepared equation takes the form
\begin{equation}
    \frac{du}{dt} + Au = f_\rho(u),
\end{equation}
where
\begin{equation}
    f_\rho(u) = \chi_\rho(r)f(u), \quad \forall \ u = (x, y, z)^T
\end{equation}
with
\begin{equation}
    \chi_\rho(r) = \chi \left( \frac{r^2}{\rho^2} \right)
\end{equation}
for some function $\chi \in C^1(\mathbb{R}^+)$ satisfying
\begin{equation}
    \chi|_{[0,1]} = 1, \quad \chi|_{[2,\infty)} = 0, \quad 0 \leq \chi(s) \leq 1, \forall \ s \in [1,2], \forall \ s \in \mathbb{R}^+.
\end{equation}
Thus we will annihilate the nonlinear term outside a ball of radius $\sqrt{2}\rho$. In practice we take
\begin{equation}
    \chi(s) = 2(s-1)^3 - 3(s-1)^2 + 1, \quad \text{for } s \in [1,2]
\end{equation}
which is easily seen to satisfy $|\chi'(s)| \leq 3/2$. Thus the flow within the ball of radius $\rho$ for (5.10) coincides with that of (1.1). The preparation step is needed to meet the global Lipschitz condition in $A1$.

For the prepared nonlinearity, we have for some $\xi$ between $r_i^2/\rho^2$ and $r_j^2/\rho^2$
\begin{align*}
    \|f_\rho(u_1) - f_\rho(u_2)\| & = \|\chi_\rho(r_1)f(u_1) - \chi_\rho(r_2)f(u_2)\| \\
    & = \| [\chi(r_i^2/\rho^2) - \chi(r_j^2/\rho^2)] f(u_1) + \chi_\rho(r_2)(f(u_1) - f(u_2))\| \\
    & \leq |\chi'(\xi)| \left[ \frac{r_i^2 - r_j^2}{\rho^2} \right] \|f(u_1) - f(u_2)\| \\
    & \leq \frac{3}{2\rho^2} |r_1 - r_2| + d_0(\sqrt{2}\rho) + \sqrt{2}d_1(\sqrt{2}\rho) \|u_1 - u_2\| \\
    & \leq \frac{3\sqrt{2}}{\rho} |r_1 - r_2| d_0(\sqrt{2}\rho) + \sqrt{2}d_1(\sqrt{2}\rho) \|u_1 - u_2\|
\end{align*}
where we assume $r_i^2 \leq 2\rho^2$, $i = 1, 2$. If $r_i^2 \geq 2\rho^2$, $i = 1, 2$, then the left hand side is zero. If, say $r_1^2 \leq 2\rho^2 \leq r_2^2$, the argument above is valid with some $\xi$ instead between $r_i^2/\rho^2$ and $2$. The Lipschitz condition then reads as
\begin{equation}
    \|f_\rho(u_1) - f_\rho(u_2)\| \leq M_\rho \|u_1 - u_2\|
\end{equation}
where
\begin{equation}
    M_\rho = \frac{6}{\rho} d_0(\sqrt{2}\rho) + \sqrt{2}d_1(\sqrt{2}\rho),
\end{equation}
corresponds to $M_1$ for the prepared equation.

We now determine $c$ to satisfy the SGC, which now reduces to
\begin{equation}
    c - 1 > 6\sqrt{2}M_\rho.
\end{equation}
For the particular case $a = 1, b = 0.1,$ and $\rho = \sqrt{2}$ we obtain
\[
d_0(\sqrt{2}\rho)|_{\rho = \sqrt{2}} = \frac{24}{c} + 4, \quad d_1(\sqrt{2}\rho)|_{\rho = \sqrt{2}} = \frac{32}{c} + 4,
\]
so that
\[
(5.15) \quad M_\rho|_{\rho = \sqrt{2}} = \sqrt{2} \left( \frac{104}{c} + 16 \right).
\]
The SGC now reads as
\[
c - 1 > \frac{1248}{c} + 192.
\]
Solving for $c > 0$ we see that we can enforce the SGC by requiring that
\[
c \geq 200 > \frac{1}{2} \left( 193 + \sqrt{193^2 + 4 \cdot 1248} \right) \approx 199.3.
\]
The error estimates will be improved, however, if we take $c$ a bit larger than the minimum specified by the gap condition. For $c = 220,$ we have by (5.15) that $M_\rho|_{\rho = \sqrt{2}} < 24$ and consequently that (3.10) holds for $\sigma$ satisfying
\[
1 + 3 \cdot 24\sqrt{2} \approx 102.8 < \sigma < 118.1 \approx 220 - 3 \cdot 24\sqrt{2}.
\]
One finds by applying elementary calculus to (3.9) that the contraction rate $\kappa$ is a decreasing function of $\sigma$ over the interval in (5.16), so we take $\sigma = 118.$ We then have
\[
\kappa = 24 \left( \frac{\sqrt{2}}{118 - 1} + \frac{1}{220 - 118} \right) < .53,
\]
which is close to the infimum at the right endpoint. Since for this example $M_0 = 0,$ we then have
\[
(5.17) \quad \beta_{\sigma = 118} \leq \frac{4(1 + 24)}{1 - .47} < 213.
\]
Thus we have as an estimate for the first residual term
\[
(5.18) \quad R_1(\tau) \equiv \beta_\sigma \tau (1 + |y_0|_E) \leq 213 \tau (1 + |y_0|_E).
\]
To make small the second residual term
\[
(5.19) \quad R_2(\sigma_0, N\tau) \equiv \frac{\beta_{\sigma_0}}{\sigma - \sigma_0} e^{-\sigma_0 - (\sigma - \sigma_0) N\tau} (1 + |y_0|_E),
\]
we choose $\sigma_0 = 103.$ Thus working at $c = 220$ allows for a greater difference $\sigma - \sigma_0$ which helps decrease $R_2.$ Recalculating $\kappa,$ and then $\beta$ for this choice of $\sigma_0$ yields the estimate
\[
(5.20) \quad R_2 \leq 14.5 e^{-15 \tau} (1 + |y_0|_E)
\]
5.2. Computational results. We carried out computations for (5.1) using two choices for the base point $p_0.$ The first choice is for $p_0$ specified by $r_0 = 1.2$ and $\theta_0 = 0,$ so that the exact solution starting on the inertial manifold above the point $p_0$ tends to $\infty$ backwards in time. In Figure 3 we plot three measurements of the error against the number of iterations for several combinations of values for $c_1$ and $c_2$ in
\[
(5.21) \quad \tau_j = c_1 2^{-j}, \quad \text{and} \quad N_j = \frac{c_2}{c_1} j 2^j.
\]
The three measurements are the theoretical error bound in (4.13), together with the error in an approximation of the $\sigma$-norm, and the error for the manifold itself. The approximation of the $\sigma$-norm is done by truncating in time to define for all $\psi \in \hat{F}$
\[
\|\psi\|_{T,\sigma} = \sup_{T \leq t \leq 0} e^{\sigma t} |\psi(t)|_E.
\]
\[ \begin{array}{|c|c|c|c|} \hline & c_1 & c_2/c_1 & T & \text{NFE} \\ \hline \text{run1} & .01 & .3 & .045 & 6.7 \times 10^6 \\ \text{run2} & .01 & 1 & .09 & 2.7 \times 10^6 \\ \text{run3} & .1 & 1 & .9 & 2.7 \times 10^6 \\ \hline \end{array} \]

Table 1. Truncation time \( T \), and total number of function evaluations (NFE)

We stop after nine iterations in each case and as a consequence take \( T = N_0 \tau_0 \), which works out to the values shown in Table 1. This approximation is used in computing the theoretical bound as well. To compute the supremum, the explicit expression for the exact solution is used, as well as sampling on a grid of \( \Delta t = 10^{-7} \), to detect possible suprema interior to the subintervals \( (k+1)\tau_j, k\tau_j \) for \( k = 1, 2, \ldots, N_j - 1 \) and the interval \( [T, N_j \tau_j] \). The time \( t_{sup} \) at which each supremum is attained by this computation is plotted in Figure 4 for each of the three cases.

Our interpretation is that the best result in Figure 3 (that for run2) corresponds to the case where \( t_{sup} \) is held small. This is especially true when the error is measured in the \( \sigma \)-norm. Note that this brings \( t_{sup} \) close to the time at which we ultimately wish to use the approximate solution, namely \( t = 0 \). The lack of monotonicity in the \( \sigma \)-norm for run1 is consistent with the fact that there is a residual in the error. We see from the same plot for run2 that increasing \( N_j \) by a factor of two serves to remove this kink, as one might expect from the form of the residual error \( R_2 \) in (5.19). The fact that the estimate for \( R_2 \) dominates that for \( R_1 \), coupled with the fact that increasing \( N_j \) gave an improvement that is not reflected in the value of the estimate for \( R_2 \), points to this term as one which might benefit from further analysis.

The consistency of the three types of plots in Figure 3, validates our computer code written to implement (4.6),(4.7). Figure 6 shows the approximate solution at each iterate, along with the exact solution for the run2. The approximate solutions are extended as a constant function to \( T = .09 \) in this case. They are not labeled individually, since the correspondence with the iteration step is indeed as one would guess. The initial condition is such that the exact solution of the unprepared equation tends to \( \infty \) as \( t \rightarrow -\infty \). The effect of preparing the nonlinearity outside the ball of radius \( r = 1.414 \approx \sqrt{2} \), is felt only in run3, and not in run1, and run2, which is consistent with the longer time period of approximation for run3. This explains the poorer performance of run3, over relatively few iterations, despite the better error estimate. The method of preparation used in 5.1 inflates the Lipschitz constant over that of \( f \) restricted to the ball of radius \( r = 1.414 \) (see (5.14)). One can expect that a posteriori error estimates taking into account the smaller Lipschitz constant for run1 and run2, would be more consistent with the computational results, We conclude that even though the actual values of the residual estimates as shown in Figure 5 are not sharp enough to explain the differences in the \( \sigma \)-norm plots, the form is suggestive of how to affect these changes.

6. A PDE TEST CASE

The Kuramoto-Sivashinsky equation (KSE) we consider is often written as

\[
(6.1) \quad \frac{\partial u}{\partial t} + \partial^4_u + \partial^2 u + \partial u/\partial x = 0, \quad (x,t) \in \mathbb{R} \times \mathbb{R}^+, \quad u(x,0) = u_0(x), \quad x \in \mathbb{R},
\]
subject to periodic boundary conditions \( u(x,t) = u(x+L,t) \), \( L > 0 \). A considerable amount of theoretical and computational work on the KSE can be found in the literature (see [1], [4], [34], and [51] for a small sampling). The dissipativity for the KSE was first established only in the invariant subspace of odd functions in [53]. In fact it was the KSE with periodic and odd boundary conditions that served as one of the first applications of the existence theory of inertial manifolds [20]. Dissipativity for the general periodic case has been established only somewhat recently, independently by Collet et al. [6], and Goodman [27] (see also the earlier work of Il'yashenko [35] and some simplifications in Pinto [55]).
This paved the way for the existence of a global attractor and an inertial manifold in the general case. Nevertheless in the computations which follow at the end of this section, we restrict to the odd subspace, in part, to cut the dimension of the inertial manifold in half.

The estimate of the dimension of the inertial manifold for the KSE was first estimated in [20], and later improved by [65] using the estimate for the absorbing ball from [6]. These estimates however, are of the form \( \dim \leq cL^b \), where most of the effort is devoted to making the exponent \( b \) as small, yet the value of the constant \( c \) is not readily available. There is an arithmetic error in [65] which leads to a false estimate of \( \dim \leq cL^{1.64}(\ln L)^{0.2} \) for the inertial manifold in the space \( L^2 \), when in fact that analysis should yield \( \dim \leq cL^{2.7}(\ln L)^{0.2} \).

We wish to apply the algorithm at the moderate value of \( L = L^* = 4\sqrt{2\pi} \) and thus must actually evaluate the dimension. This calculation has been carried out in [41] to arrive at rigorous values for the dimension for the KSE prepared at radii ranging from that of a ball which can be shown to be absorbing, down to a much smaller one which nevertheless seems to contain the global attractor. We sketch briefly here the main steps involved.

Following the analysis in [6], we calculate a rigorous radius of an absorbing ball in \( L^2 \) to be \( \rho_0 = 1433 \) at \( L = L^* \) (the same radius is valid for the general periodic case, even though the dimension of the inertial manifold will be larger). We also rework the analysis in [65], to obtain an estimate for \( \rho_1 \), the radius of an absorbing ball in \( H^1 \), in terms of \( \rho_0 \). The equation is prepared in a manner quite different from that used in (5.1). Let \( | \cdot |, | \cdot |_p \) denote the \( L^2 \) and \( H^2 \) norms respectively. We show in [41] that

\[
|u \frac{\partial u}{\partial x} - v \frac{\partial v}{\partial x}|_1 \leq \sqrt{2\rho_0^{1/2} \rho_1^{1/2}} |u - v| \quad \text{provided} \quad |u|, |v| \leq \rho_0, \text{ and } |u|_1, |v|_1 \leq \rho_1,
\]

and thus the nonlinear term \( f(u) = u \partial u/\partial x \) when restricted to the ball in \( H^1 \), is Lipschitz from the \( L^2 \)-topology to the \( H^{-1} \)-topology. We then invoke the following theorem of Valentine (see [36]).

**Theorem 6.1.** Let \( E, F \) be Hilbert spaces and \( S \) a subset of \( E \). For any Lipschitz function \( g : S \to F \) there exists a Lipschitz function \( \tilde{g} : E \to F \) such that \( \|g\|_S = g \) and \( \text{Lip}(\tilde{g}) = \text{Lip}(g) \).

Thus we can extend the restriction of \( f \) to the ball in \( H^1 \) to a globally Lipschitz function from \( L^2 \) to \( H^{-1} \), keeping the Lipschitz constant fixed at \( M = \sqrt{2\rho_0^{1/2} \rho_1^{1/2}} \). Numerical evaluation of both sides of the sharp gap condition in [52] leads to a minimal dimension of 292 (for \( L = L^* \), odd case). If the estimate for the absorbing ball can be improved, so would be the estimate for the dimension of the manifold. This effect is displayed in Figure 7. One can also very well consider a possibly overly-prepared equation, where the nonlinear term is modified outside a ball of arbitrary radius \( \rho_0 \), regardless of the rigorous estimate for the absorbing ball, much like in the case of a local invariant manifold. Any dynamics entirely within the ball of preparation are still preserved. On the other hand, we can expect trajectories of the KSE which are even just in part outside the ball to be altered in an indeterminate way.

The particular steps outlined above gave the best results of several explored in [41]. It is under the more general framework in A1-7 however, that the error estimates in Section 4 were derived. To meet the latter criteria we express the KSE in the form of (1.1) by setting

\[
A u = D^4 u + D^2 u + u, \quad f(u) = -u Du + u,
\]

so that the eigenvalues of the linear part are

\[
\mu_k = \left( \frac{2\pi k}{L} \right)^4 - \left( \frac{2\pi k}{L} \right)^2 + 1, \quad k = 1, 2, \ldots
\]

corresponding to a complete set of orthonormal eigenfunctions in \( L^2_{\text{odd}} \)

\[
w_k(x) = \sqrt{\frac{2}{L}} \sin \left( \frac{2\pi k}{L} x \right).
\]

Here we set \( \lambda_n = \mu_n \) and \( \Lambda_n = \mu_{n+1} \) for \( n \) to be determined by A7. (The treatment that produced Figure 7 used \( A u = D^4 u + D^2 u \).)
We also select as spaces

\[ E = H^1_{\text{odd}}, \quad F = \mathcal{E} = L^2_{\text{odd}}. \]

It is shown in [65] that the conditions A1 through A6 hold for the spaces \( E, F, \mathcal{E} \) as in (6.3) if \( K_1 = K_2 = (\frac{3}{4})^{1/4} \), and \( \alpha = 1/4 \). Furthermore, it is shown in [41] that

\[ |f(u) - f(v)| \leq d_1(r)|u - v|_1, \quad \text{provided } |u|_1, |v|_1 < r, \]

where

\[ d_1(r) = \sqrt{2\bar{L}}^1/2 r + \bar{L}, \]

and \( \bar{L} = L/2\pi \).

We prepare the nonlinear term by applying Theorem 6.1 to obtain an extension of \( f|_{B(0,r)} \) to a globally Lipschitz function \( f_r : H^1_{\text{odd}} \rightarrow L^2_{\text{odd}} \) such that \( \text{Lip}(f_r) = d_1(r) \) and \( f_r = f \) on \( B(0,r) \), the ball of radius \( r \) in \( H^1_{\text{odd}} \). Thus we may take \( M_0 = 0 \) and \( M_1 = d_1(r) \) in A1. In Figure 8 we plot the minimal dimension to satisfy the conditions A1-7, along with the data from Figure 7, for comparison. In the latter case, we plot against the value of \( \rho_1 \) which is computed in terms of \( \rho_0 \), as in [65].

6.1. Computational results. Since we do not have an exact form for the inertial manifold we instead fix the length \( L \) and select several points on the global attractor, hence on any inertial manifold. We then try to reproduce the \( Q \)-component of each point using only the \( P \)-component. We consider first the case where \( u \) is the solution to the eight-dimensional Galerkin approximation, and proceed under the ansatz that there is a three-dimensional inertial manifold. Eight modes have been found to be the minimum needed for the Galerkin method to capture the correct dynamics; using more modes does not seem to change the qualitative features described below, nor introduce new elements to the global attractor [39], [42].

The computations are carried out on a renormalized version of the KSE

\[ \frac{\partial v}{\partial r} + 4 \frac{\partial^4 v}{\partial y^4} + \phi \left[ \frac{\partial^2 v}{\partial y^2} + \frac{\partial v}{\partial y} \right] = 0, \quad y \in [0,2\pi], \]

where \( \phi = L^2/\pi^2 \) is taken to be the new parameter. The change of variables which relates (6.5) to (6.1) is given by

\[ u(t,x) = lv(t,l^4,tx) \quad \text{so that } |u|_1 = |u_x|_{L^2(0,L)} = \ell^{3/2} |v_y|_{L^2(0,2\pi)} = \ell^{3/2} |v|_1, \]

where \( \ell = 2\pi/L \).

Several elements of the global attractor are shown in Figure 9 at \( \phi = L^2/\pi^2 = 32 \). Plotted here are most of the two-dimensional unstable manifold of the origin, along with the one-dimensional unstable manifold of the “mixed-mode” steady state labeled \( s_2 \), and a stable limit cycle (in bold). The axes are \( \sin(x) \), \( \sin(2x) \), and \( \sin(3x) \), with the two-dimensional unstable manifold of the origin being tangent to the first two axes. The spheres labeled \( s_1 \) and \( s_3 \) represent bimodal (as they are along the \( \sin(2x) \) axis) node and saddle steady states respectively. There is a symmetric mixed-mode steady state which is hidden by the two-dimensional unstable manifold of the origin. We do not plot the one-dimensional unstable manifold of this second mixed-mode steady state, nor the two-dimensional unstable manifold of \( s_3 \), to avoid complicating the picture. We can report, however, that the latter seems to have as its boundary \( s_3 \) and the limit cycle. Its shape is bowl-like, as indicated by the portion of the one-dimensional manifold of \( s_3 \) that approaches the limit cycle. Further extension of the two-dimensional unstable manifold of the origin suggests that it has as its boundary the unstable manifolds of mixed-mode steady states together with all of the steady states.

The convergence results for the sequences of AIMs given by \( \Phi_j, \Psi_j \), taken at the points \( p_1 \) (which is on the two-dimensional unstable manifold of the origin, not the one-dimensional manifold of \( s_2 \)), \( p_2 \) (which is on the one-dimensional manifold of \( s_2 \)), and \( p_3 \) (which is on the limit cycle) are shown in Figure 10.
Note that the plots for $\Psi_j$ all level off starting at small values of $j$. Indeed, it has been rigorously shown that in some sense the error in $\Psi_2$ is comparable to that of the limiting function $\Psi_\infty \equiv \lim_{j \to \infty} \Psi_j$. On the other hand the error for the sequence $\Phi_j$ continues to improve through $j = 9$ (and should do so beyond, until round-off errors produce diminished returns). At a steady state, however, one expects the two sequences to perform comparably, since graph $\Psi_\infty$ contains all of the stationary solutions. This is confirmed by the results at $s_2$ shown in Figure 11.

To completely justify the computations we need to satisfy the gap condition, and thus consider a manifold of higher dimension. All of the elements of the global attractor described above lie within a ball given by $|v|_1 \leq 15$ in the phase space for (6.5), which by (6.6), corresponds to $|u|_1 \leq 15 \cdot 2^{3/2} \cdot 32^{-3/4} \approx 3.2$. We see from Figure 8 that for the KSE prepared at $\rho_1 = 3.2$, rigorous analysis provides an inertial manifold of dimension six, and the convergence estimates in Section 4 hold for a manifold of dimension 26.

With this in mind, we also consider a 64-mode Galerkin truncation of the KSE. We plot in Figure 12 the error from the “exact” $Q_n$-component at various values of $n$, for the analogue of point $p_3$ for this finer discretization. The two observations to make are that the errors decrease dramatically as $n$ increases, but that saturation sets in quickly as $j$ increases in the cases where $n = 30$ and $n = 40$. One explanation for this is that the point $p_3$ is not exactly on the limit cycle. It was computed so that the image of the Poincaré’ return map (to the plane defined by the first mode being zero) differed from $p_3$ in the $12$th decimal place in the $| \cdot |_1$ norm. The $Q_n$-component itself decays rapidly in this norm, as expected from the Gevrey regularity of the solution and indicated in the enstrophy plot in Figure 13. For these reasons we also plot the $| \cdot |_1$ norm of the residual between successive iterations in Figure 14. The fact that the residual continues to decay through seven iterations suggests that the saturation in Figure 12 was indeed due to the inaccuracy of the point $p_3$, rather than round-off error. The fact that the residual decays faster with increasing $n$ is consistent with the convergence theory of the algorithm.

These computations have been carried out to compute invariant (perhaps inertial) manifolds for Galerkin approximations of the KSE. In the next section we analyze how these manifolds are connected to those for the PDE case.

7. Effect of Truncating the High Modes

Our aim in this section is to study the convergence to the exact inertial manifold of the family of AIMS obtained from that derived in [59] by a further truncation of the higher $Q$-modes. This modification is applied to the Kuramoto-Sivashinsky equation in Section 5 above. The implementation of the family of AIMS presented in [59] is fine for ODEs, as done in Section 4, but for PDEs the higher modes, the $Q$-modes, are infinite-dimensional, so that in general a further truncation is necessary. It seems reasonable to expect that the convergence to the exact inertial manifold still takes place provided the threshold for this truncation tends to infinity along with either the dimension, or the number of iterations. Our aim is not only to show that this is the case but also to quantify the error obtained with this further truncation even when the threshold for this truncation is kept bounded.

7.1. Error Estimates. In addition to the assumptions made in Section 2, for the analysis in this section we also require

A8. For $m > n$ we have $\Lambda_m > \Lambda_n$, $P_m P_n = P_n$ and, as a consequence, $Q_m Q_n = Q_m$.

The difference in the construction of the AIMS is that now we iterate the map $P_m T^N_r$ instead of $T^N_r$. The expression for the map $P_m T^N_r$ is that for $T^N_r$ in (4.1) with $Q$ replaced by $P_m Q_m$, the other terms being unchanged. The same is true for the expressions (4.6) and (4.7) with respect to the “approximating trajectories” $\hat{\varphi}_j$ obtained in this construction. More precisely, the AIMS are obtained in the following way:
We first choose sequences \( \{\tau_j\}_{j \in \mathbb{N}}, \tau_j > 0, \{N_j\}_{j \in \mathbb{N}}, N_j \in \mathbb{N}, N_j \geq 0 \), and also \( \{m_j\}_{j \in \mathbb{N}}, m_j > n \). Then, we set

\[
\hat{\varphi}^0(p_0)(t) = p_0, \quad \forall t \leq 0, \forall p_0 \in P_n E,
\]

and proceed by Picard iteration:

\[
\hat{\varphi}^j(p_0) = P_{m_j} T^{N_j}_{\tau_j}(\hat{\varphi}^{j-1}(p_0), p_0), \quad \forall p_0 \in P_n E.
\]

Finally, we define the approximate inertial manifolds as the graphs

\[
\hat{\mathcal{M}}_j = \text{graph } \hat{\Phi}_j = \{y + \hat{\Phi}_j(y); y \in P_n E\},
\]

of the maps \( \hat{\Phi}_j : P_n E \to P_{m_j} Q_n E \) defined by

\[
\hat{\Phi}_j(p_0) = P_{m_j} Q_n \hat{\varphi}^j(p_0)(0), \quad \forall p_0 \in P_n E.
\]

Since the spectral gap condition (3.4) is satisfied, an inertial manifold \( \mathcal{M} = \text{graph } \Phi \) of a function \( \Phi : P_n E \to Q_n E \) exists as described in Section 2, with \( \Phi(p_0) = Q_n \varphi(p_0) \), where \( \varphi(p_0) \) denotes the exact backward solution of (1.1) that passes through \( p_0 + \Phi(p_0) \in \mathcal{M} \) at time \( t = 0 \), which is obtained as the fixed point of the map \( \mathcal{T}(\cdot, p_0) \). We will need below the following estimate for \( \varphi(p_0) \) which is proven in [59], eq. (2.14):

\[
(7.1) \quad \|\varphi(y)\|_\sigma \leq \frac{1}{1 - \kappa_{n,\sigma}} \left[ \frac{M_0 K_1}{\lambda_n - \sigma} + (1 + \gamma_\sigma) \frac{M_0 K_2}{\lambda_n - \sigma} + K_1|p_0|_E \right].
\]

The first result concerns the regularity of the AIMs:

**Proposition 7.1.** For each \( j \in \mathbb{N} \), the set \( \hat{\mathcal{M}}_j \) is a finite-dimensional topological submanifold of \( E \).

**Proof:** As for the map \( \mathcal{T} \) (see (3.8)) it is easy to show that \( \mathcal{T}^N_j \) is Lipschitz continuous with

\[
\|\mathcal{T}^N_j(\psi_1, y) - \mathcal{T}^N_j(\psi_2, y)\|_\sigma \leq \kappa_{n,\sigma} \|\psi_1 - \psi_2\|_\sigma, \quad \forall \psi_1, \psi_2 \in \hat{\mathcal{F}}, \forall y \in P_n E,
\]

where \( \kappa_{n,\sigma} \) is given in (3.9), \( \sigma \) satisfies (3.10), \( \tau > 0 \), and \( N \) is any nonnegative integer.

From (3.2) we have that \( \|P_n\|_{C(E)} \leq K_1 \). Let now \( p_1, p_2 \in P_n E \) and \( j \in \mathbb{N} \). Then,

\[
\|\hat{\varphi}^j(p_1) - \hat{\varphi}^j(p_2)\|_\sigma = \|P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_1) - P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_2), p_2)\|_\sigma \\
\leq \|P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_1) - P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_2), p_2)\|_\sigma \\
+ \|P_{m_j} \|_{C(E)} \|\mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_2) - \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_2), p_2)\|_\sigma \\
\leq \|P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_1) - P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_2)\|_\sigma \\
+ K_1 \kappa_{n,\sigma} \|\hat{\varphi}^{j-1}(p_1) - \hat{\varphi}^{j-1}(p_2)\|_\sigma.
\]

It is easy to see that

\[
\|P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_1) - P_{m_j} \mathcal{T}^N_j(\hat{\varphi}^{j-1}(p_1), p_2)\|_\sigma \leq K_1 |p_1 - p_2|_E,
\]

Thus,

\[
\|\hat{\varphi}^j(p_1) - \hat{\varphi}^j(p_2)\|_\sigma \leq K_1 |p_1 - p_2|_E + K_1 \kappa_{n,\sigma} \|\hat{\varphi}^{j-1}(p_1) - \hat{\varphi}^{j-1}(p_2)\|_\sigma.
\]

By iterating this last inequality, we obtain

\[
\|\hat{\varphi}^j(p_1) - \hat{\varphi}^j(p_2)\|_\sigma \leq K_1 |p_1 - p_2|_E \sum_{t=0}^{j-1} K_1^t \kappa_{n,\sigma} + K_1^j \kappa_{n,\sigma} \|\hat{\varphi}^0(p_1) - \hat{\varphi}^0(p_2)\|_\sigma.
\]

Since also

\[
\|\hat{\varphi}^0(p_1) - \hat{\varphi}^0(p_2)\|_\sigma = \|P_n(p_1 - p_2)\|_\sigma \leq K_1 |p_1 - p_2|_E,
\]
we find that
\[
\| \hat{\phi}^j(p_1) - \hat{\phi}^j(p_2) \|_\sigma \leq K_1 |p_1 - p_2| E \sum_{\ell=0}^j K_\ell^\ell \kappa_{n,\sigma}^\ell.
\]
Since \( \hat{\Phi}_j(y) = P_{n_j} Q_n \hat{\phi}^j(y)(0) \), for all \( y \in P_{n} E \), we obtain
\[
| \hat{\Phi}_j(p_1) - \hat{\Phi}_j(p_2) | |E \leq K_1 |p_1 - p_2| E \sum_{\ell=0}^j K_\ell^\ell \kappa_{n,\sigma}^\ell.
\]
Therefore, since \( P_n \) is a finite-dimensional projector, we deduce that \( \tilde{\mathcal{M}}_j = \text{graph} \ \hat{\Phi}_j \) is a finite-dimensional Lipschitz submanifold of \( E \).

**Remark 7.2.** It is possible to extend the above result to show that the whole map \( P_m \mathcal{T}_\tau^N \) is Lipschitz continuous with a Lipschitz constant \( \kappa_{n,\sigma} \) similar to \( \kappa_{n,\sigma} \), and that under an extra condition similar to the spectral gap condition (3.4) this constant \( \kappa_{n,\sigma} \) is also strictly less than 1 and the Lipschitz constants of the maps \( \hat{\Phi}_j \) are bounded uniformly by \( K_1/(1 - \kappa_{n,\sigma}) \).

For the convergence of the AIMS, we proceed similarly to the proof in [59]. The first step concerns only the exact solution, hence, we borrow it unmodified from [59]; it is Lemma 4.2 appearing in Section 3 above. The second step is to estimate how the map \( P_m \mathcal{T}_\tau^N \) brings elements in \( \tilde{\mathcal{F}} \) closer to the exact orbits on the inertial manifold:

**Lemma 7.3.** Let \( N \) be a nonnegative integer, \( m \in \mathbb{N} \) with \( m > n \), and \( \tau > 0 \), and assume \( \sigma > 0 \), satisfy (3.10) with \( \sigma_0 < \sigma \). Then for all \( p_0 \in P_n E \) and all \( \psi \in \tilde{\mathcal{F}} \), we have
\[
\| \varphi(p_0) - P_m \mathcal{T}_\tau^N(\psi; p_0) \|_\sigma \leq \kappa_{n,\sigma} \| \varphi(p_0) - \psi \|_\sigma
\]
\[
+ \left( \tau \beta_{n,\sigma} + \frac{\beta_{n,\sigma}}{\sigma - \sigma_0} e^{-(\sigma - \sigma_0)N\tau} + \frac{\beta_{n,\sigma}}{\lambda_{m} - \sigma} \frac{\lambda_{m}^N}{\lambda_{m} - \sigma} \right) (1 + |p_0| E),
\]
where \( \beta_{n,\sigma} \) and \( \beta_{n,\sigma_0} \) are as in Lemma 4.2, and
\[
(7.3) \quad \beta_{n,\sigma} = K_2 (1 + \gamma_\alpha) \left\{ M_0 + M_1 \frac{M_0 K_1}{\lambda_{m} - \alpha} \left[ (1 + \gamma_\alpha) \frac{\lambda_{m}^N}{\lambda_{m} - \sigma} + K_1 \right] \right\}.
\]

**Proof:** By triangulation,
\[
(7.4) \quad \| \varphi(p_0) - P_m \mathcal{T}_\tau^N(\psi; p_0) \|_\sigma \leq \| \varphi(p_0) - \mathcal{T}_\tau^N(\psi; p_0) \|_\sigma + \| \mathcal{T}_\tau^N(\psi; p_0) - P_m \mathcal{T}_\tau^N(\psi; p_0) \|_\sigma.
\]
For the second term we note that
\[
\mathcal{T}_\tau^N(\psi; p_0)(t) - P_m \mathcal{T}_\tau^N(\psi; p_0)(t) = Q_m \mathcal{T}_\tau^N(\psi; p_0)(t) = \int_{-\infty}^{-k\tau} e^{-(k\tau - s)\lambda} Q_m f(\varphi(s)) ds,
\]
for \( t \in (-k\tau, -k\tau] \), \( k < N \), if \( -N\tau < t \), and \( t \in (-\infty, -N\tau] \), \( k = N \), if \( t \leq -N\tau \). Thus, using (3.3),
\[
e^{-|t|} \int_{-\infty}^{-k\tau} e^{-(k\tau - s)\lambda} Q_m f(\varphi(s)) ds \bigg|_E
\]
\[
\leq e^{-k\tau} K_2 \int_{-\infty}^{-k\tau} \left((k\tau - s)^{-\alpha} + \lambda_{m}^\alpha \right) e^{-\lambda_{m} (k\tau - s)} (M_0 + M_1 |\varphi(p_0)(s)| E) ds
\]
\[
\leq (M_0 + M_1 \| \varphi(p_0) \|_\sigma) K_2 \int_{-\infty}^{-k\tau} \left((k\tau - s)^{-\alpha} + \lambda_{m}^\alpha \right) e^{-\lambda_{m} (k\tau - s)} ds.
\]
Since
\[ \int_{-\infty}^{-kr} (-k \tau - s)^{-\alpha} e^{-(\Lambda_m - \sigma)(-k \tau - s)} \, ds = \frac{\gamma_\alpha}{(\Lambda_m - \sigma)^{1-\alpha}}, \]
and
\[ \int_{-\infty}^{-kr} e^{-(\Lambda_m - \sigma)(-k \tau - s)} \, ds = \frac{1}{\Lambda_m - \sigma}, \]
we find that
\[ \int_{-\infty}^{-kr} ((-k \tau - s)^{-\alpha} + \Lambda_m^\alpha) e^{-(\Lambda_m - \sigma)(-k \tau - s)} \, ds = \frac{\gamma_\alpha \Lambda_m^\alpha + (\Lambda_m - \sigma)^\alpha}{\Lambda_m - \sigma} \leq \frac{(1 + \gamma_\alpha) \Lambda_m^\alpha}{\Lambda_m - \sigma}. \]
Therefore,
\[ e^{-\sigma t} \int_{-\infty}^{-kr} e^{-(k \tau - s)^A Q_m f(\psi(p_0))(s)} \, ds \bigg|_E \leq (M_0 + M_1 \| \psi(p_0) \|_\sigma) \frac{K_2 (1 + \gamma_\alpha) \Lambda_m^\alpha}{\Lambda_m - \sigma}. \]
Using now (7.1),
\[ e^{-\sigma t} \int_{-\infty}^{-kr} e^{-(k \tau - s)^A Q_m f(\psi(p_0))(s)} \, ds \bigg|_E \leq \left( M_0 + M_1 \frac{1}{1 - \kappa_{n,\sigma}} \left[ \frac{M_0 K_1}{\lambda_n^{1-\alpha}} + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 \right] \right) \frac{K_2 (1 + \gamma_\alpha) \Lambda_m^\alpha}{\Lambda_m - \sigma}
\leq \left( M_0 + M_1 \frac{1}{1 - \kappa_{n,\sigma}} \left[ \frac{M_0 K_1}{\lambda_n^{1-\alpha}} + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 \right] \right) \frac{K_2 (1 + \gamma_\alpha) \Lambda_m^\alpha}{\Lambda_m - \sigma}(1 + |p_0|_E)
= \beta_{n,\sigma} \frac{\Lambda_m^\alpha}{\Lambda_m - \sigma}(1 + |p_0|_E), \]
where \( \beta_{n,\sigma} \) is given by (7.3). Hence,
\[ \| T^N_\tau (\psi, p_0) - P_m T^N_\tau (\psi, p_0) \|_\sigma \leq \beta_{n,\sigma} \frac{\Lambda_m^\alpha}{\Lambda_m - \sigma}(1 + |p_0|_E). \]
Insert this estimate into (7.4) to find that
\[ \| \varphi(p_0) - P_m T^N_\tau (\psi, p_0) \|_\sigma \leq \| \varphi(p_0) - T^N_\tau (\psi, p_0) \|_\sigma + \beta_{n,\sigma} \frac{\Lambda_m^\alpha}{\Lambda_m - \sigma}(1 + |p_0|_E). \]
Taking into account the estimate of Lemma 4.3 we finally obtain (7.2).

We may now estimate the distance from each "approximating trajectory" \( \tilde{\varphi}^j(p_0) \) to the exact trajectory \( \varphi(p_0) \) by iterating the estimate in Lemma 7.3.

**Lemma 7.4.** Let \( \sigma \) and \( \sigma_0 \) satisfy (3.10) with \( \sigma_0 < \sigma \). Then
\[ \sup_{p_0 \in P_m E} \frac{\| \varphi(p_0) - \tilde{\varphi}^j(p_0) \|_\sigma}{1 + |p_0|_E} \leq \beta^j_{n,\sigma_0} \left( K_1 + \frac{1}{1 - \kappa_{n,\sigma_0}} \left[ \frac{M_0 K_1}{\lambda_n^{1-\alpha}} + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 \right] \right) \]
\[ + \sum_{k=0}^{j-1} \beta^k_{n,\sigma_0} \left( \tau_{j-k} \beta_{n,\sigma_0} \frac{\Lambda_m^\alpha}{\Lambda_m - \sigma_0} e^{-(\sigma - \sigma_0) N_{j-k} \tau_{j-k}} + \beta_{n,\sigma_0} \left( 1 + \gamma_\alpha \right) \right), \]
where \( \beta_{n,\sigma} \) and \( \beta_{n,\sigma_0} \) are as in Lemma 4.2, and \( \beta_{n,\sigma} \) as in Lemma 7.3.
Proof. Just iterate estimate (7.2) and then use the fact that
\[
\|\varphi(p_0) - \tilde{\varphi}^0(p_0)\|_\sigma \leq \|\varphi(p_0)\|_\sigma + \|\tilde{\varphi}^0(p_0)\|_\sigma = \|\varphi(p_0)\|_\sigma + \|P_n p_0\|_\sigma \quad (\text{by (7.1)})
\]
\[
\leq \frac{1}{1 - \kappa_{n,\sigma}} \left[ M_0 K_1 + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 |p_0|_E \right] + K_1 |p_0|_E
\]
\[
\leq \left( K_1 + \frac{1}{1 - \kappa_{n,\sigma}} \left[ M_0 K_1 + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 \right] \right) (1 + |p_0|_E).
\]

Thanks to Lemma 7.4, we can obtain the convergence of the manifolds \(\tilde{\mathcal{M}}_j = \text{graph} \tilde{\Phi}_j\) to the inertial manifold \(\mathcal{M} = \text{graph} \Phi\) in a suitable topology. The topology we consider is the one defined by the metric
\[
d(\Phi, \tilde{\Phi}_j) = \sup_{p_0 \in P_n E} \frac{|\Phi(p_0) - \tilde{\Phi}_j(p_0)|_E}{1 + |p_0|_E}.
\]

We then have

**Theorem 7.5.** Assume A1 to A8 hold. Assume also that \(\Lambda_m \to +\infty\) as \(m \to +\infty\). Suppose the sequences \(\{\tau_j\}_j, \{N_j\}_j\) and \(\{m_j\}_j\) are chosen so that \(\tau_j \to 0, N_j \tau_j \to +\infty,\) and \(m_j \to +\infty\) as \(j \to +\infty\), with \(m_j > n\). Then
\[
d(\Phi, \tilde{\Phi}_j) \to 0, \quad \text{as } j \to +\infty.
\]

Proof. The result follows directly from Lemma 7.4. \(\square\)

For the exponential convergence of the manifolds the sequences \(\{\tau_j\}_j, \{N_j\}_j\) and \(\{m_j\}_j\) have to be chosen appropriately:

**Theorem 7.6.** Assume A1 to A8 hold. Assume also that it is possible to choose a sequence \(\{m_j\}_j\) with \(m_j > n\) and such that
\[
\lambda_{m_j}^{1-\alpha} \geq c_0 \delta^j, \quad \forall j \in \mathbb{N},
\]
for some \(c_1 > 0\) and some \(0 < \delta < 1\). Suppose that the sequences \(\{\tau_j\}_j\) and \(\{N_j\}_j\) are chosen so that
\[
0 < \tau_j \leq c_1 \gamma^j, \quad \forall j \in \mathbb{N},
\]
and
\[
N_j \tau_j \geq c_2 j, \quad \forall j \in \mathbb{N},
\]
for some \(c_1, c_2 > 0\) and some \(0 < \gamma < 1\). Let now \(\sigma\) and \(\sigma_0\) satisfy (3.10) with \(\sigma < \sigma_0\). Let
\[
\epsilon = \min\{\kappa_{n,\sigma}, \max\{\gamma e^{-c_2 |\sigma - \sigma_0|}, \delta\}\},
\]
which is less than 1. Then for any \(\eta\) with \(\epsilon < \eta < 1\), there exists a \(c_\eta \geq 0\) such that
\[
d(\Phi, \tilde{\Phi}_j) \leq c_\eta \eta^j, \quad \forall j \in \mathbb{N}.
\]

Proof. From (7.5), we have
\[
d(\Phi, \tilde{\Phi}_j) \leq c_3 \kappa_{n,\sigma}^j + \sum_{t=0}^{j-1} \kappa_{n,\sigma} \left( \tau_{j-t} \beta_{n,\sigma} + \frac{\beta_{n,\sigma} e^{-(\sigma - \sigma_0)|N_j - t| \tau_{j-t}} + \tilde{\beta}_{n,\sigma} \lambda_{m_j-t}^{\alpha_{m_j-t}}}{\lambda_{m_j-t}^{1-\alpha}} \right),
\]
where we may take
\[
c_3 = K_1 + \frac{1}{1 - \kappa_{n,\sigma}} \left[ M_0 K_1 + (1 + \gamma_\alpha) \frac{M_0 K_2}{\lambda_n^{1-\alpha}} + K_1 \right] \lambda_{m_j-t}^{1-\alpha}.
\]
From (7.6), (7.7), and (7.8), we can bound the terms inside the parentheses as follows:

\[
\frac{\tau_j}{\sigma - \sigma_0} \leq c_4^{\gamma - \ell},
\]

\[
\frac{\tilde{\beta}_{n,\sigma} \Lambda_{m_{j-\ell}}}{\Lambda_{m_{j-\ell}}} - \sigma \leq \frac{c_4 \epsilon^{\gamma - \ell}}{\sigma - \sigma_0} \leq \frac{c_4 \epsilon^{\gamma - \ell}}{\sigma - \sigma_0} \leq \frac{c_4 \epsilon^{\gamma - \ell}}{\sigma - \sigma_0} \leq c_4^\delta \ell.
\]

with

\[
(7.11)
\]

\[
c_4 = \max\{\beta_{n,\sigma} c_1, \frac{\beta_{n,\sigma}}{\sigma - \sigma_0}, \frac{\tilde{\beta}_{n,\sigma}}{\sigma - \sigma_0} (1 - \sigma / \Lambda_n)\}.
\]

Therefore,

\[
d(\Phi, \tilde{\Phi}) \leq c_3 \kappa_{n,\sigma}^{\gamma - \ell} + c_4 \sum_{\ell=0}^{j-1} \kappa_{n,\sigma}^{\ell} \left( \gamma^{\ell - \ell} + e^{-\gamma (\sigma - \sigma_0)(j - \ell)} + \delta^{\ell - \ell} \right).
\]

Thus,

\[
d(\Phi, \tilde{\Phi}) \leq c_3 \kappa_{n,\sigma}^{\gamma - \ell} + c_5 \sum_{\ell=0}^{j-1} \kappa_{n,\sigma}^{\ell} \delta^{\ell - \ell},
\]

for \(c_5 = 3c_4\) and \(0 < \tilde{\epsilon} < 1\) given by

\[
\tilde{\epsilon} = \max\{\gamma, e^{-\gamma (\sigma - \sigma_0)}, \delta\}.
\]

Let \(\eta\) be such that \(\eta > \tilde{\epsilon}\). Then,

\[
\sum_{\ell=0}^{j-1} \kappa_{n,\sigma}^{\ell} \epsilon^{\ell - \ell} = \sum_{\ell=0}^{j-1} \left( \frac{\kappa_{n,\sigma}}{\eta} \right)^{\ell} \eta^{\ell} \left( \frac{\epsilon}{\eta} \right)^{\ell - \ell} = \eta^j \sum_{\ell=0}^{j-1} \left( \frac{\epsilon}{\eta} \right)^{\ell} \leq \eta^j \frac{\eta}{\eta - \epsilon}.
\]

Hence,

\[
d(\Phi, \tilde{\Phi}) \leq c_3 \kappa_{n,\sigma}^{\gamma - \ell} + c_5 \frac{\eta}{\eta - \epsilon} \eta^j \leq c_\eta \eta^j,
\]

for

\[
(7.12)
\]

\[
c_\eta = c_3 + c_5 \frac{\eta}{\eta - \epsilon}.
\]

\[\square\]

**Remark 7.7.** Note from the proof of Theorem 7.6 that in fact

\[
\sup_{p_0 \in F, E} \frac{\|p_0 - \tilde{\phi}(p_0)\|_\sigma}{1 + \|p_0\|_E} \leq c_\eta \eta^j, \quad \forall j \in \mathbb{N}.
\]

**Remark 7.8.** In case the nonlinear term \(f\) is \(C^1\), it can be further proved that the AIMS are of class \(C^1\) and converge in the \(C^1\) norm on bounded sets to the exact inertial manifold. In case the derivative of the nonlinear term \(f\) is Hölder continuous, the AIMS can be chosen so that the \(C^1\) convergence is exponential.
7.2. Application to the KSE. We saw in the previous section that with \( r = 3.2 \), A1-7 hold for \( n \geq 26 \). The condition A8 also holds, trivially. Here we fix \( n = 40 \), and observe that \( \kappa \) is a decreasing function of \( \sigma \) over the interval in (3.10). Thus we select \( \sigma \) and \( \sigma_0 \) to be the right and left endpoints (minus .001 and plus .001, respectively), in the calculation of \( \beta_n, \beta_n, \gamma_n \) from (4.12), and \( \beta_n, \sigma \) from (7.3). We consider a fixed truncation \( m_j = m = 64 \), and plot in Figure 13 the total error as in estimated in (7.5) along with the individual terms denoted e1 through e4, consecutively from left to right (the last three are in the summation). The plots are for two algorithm settings, set1: \( c_1 = .001, c_2/c_1 = 1 \) (as in the previous runs for the KSE) and set2: \( c_1 = .0001, c_2/c_1 = 10 \). For the first setting, the term e2 dominates by about a factor of ten suggesting that \( c_1 \) should be decreased by just this amount. By simultaneously increasing \( c_2/c_1 \) by the same factor in set2 , we leave the terms e1, e3, and e4 unchanged and arrive at a total error which is fairly evenly balanced in all the terms. Note that e4 actually increases with the number of iterations since \( m_j \) is fixed in this case.

8. Computing inertial manifolds with delay

Related to the notion of an inertial manifold is that of an inertial manifold with delay (IMD) recently introduced in [12]. This manifold enslaves the high modes at the present time in terms of not only the low modes at the present, but also the high modes at a time in the recent past. It is sought as the graph of a function of the form

\[
q(t) = \psi(p(t), q(t - T)),
\]

and unlike an inertial manifold, is infinite dimensional. Here \( t \) is arbitrary, so by translation we may consider the manifold as given by the relation

\[
q_0 = \psi(p_0, q_{-T}).
\]

The conditions under which this result holds are significantly more relaxed than those for an inertial manifold, or for that matter the approximation of the global attractor by a sequence of finite dimensional manifolds. We recall how it is stated in [13]. To be consistent with [13] we assume in this section that the given phase space \( E \) for (1.1) is a Hilbert space, and that \( A \) is an unbounded self-adjoint, positive operator, with compact inverse and eigenvalues \( \{\mu_k\}_{k=1}^{\infty} \) as in (3.5) which also satisfy

\( A_9: \mu_{k+1}/\mu_k \) is bounded as \( k \rightarrow \infty \).

The projectors \( P_n, Q_n \) are then defined in terms of the eigenspaces as in the KSE case. We will consider the domain of \( A^\alpha \), denoted \( D(A^\alpha) \), with norm \( \| \cdot \|_\alpha = \| A^\alpha \cdot \| \), where \( \| \cdot \| \) is the norm of \( E \).

**Theorem 8.1.** Suppose A1, A2, A3 and A9 hold with \( \lambda_n = \mu_n, \Lambda_n = \mu_{n+1}, E = D(A^\alpha) \) and \( F = E \). Then there exist \( c_6 \) and \( c_7 \) depending only on \( A \) and \( f \) such that for any \( T \) satisfying

\[
M_1 \lambda_n^\alpha T \leq c_6, \quad M_1 T^{1-\alpha} \leq c_7,
\]

and for any \( p_0 \in P_n E, q_{-T} \in Q_n E \), there exists a unique solution of (1.1) defined on \([-T, +\infty)\) such that

\[
P_n u(0) = p_0, \quad Q_n u(-T) = q_{-T}.
\]

Moreover

\[
(p_0, q_{-T}) \mapsto \psi(p_0, q_{-T}) = Q_n u_0,
\]

defines a \( C^1 \) mapping from \( P_n E \times Q_n E \) to \( Q_n E \), and for \( (p_0^i, q_0^i_{-T}) \in P_n E \times Q_n E \), \( i = 1, 2 \) we have

\[
\| \psi(p_0^1, q_0^1_{-T}) - \psi(p_0^2, q_0^2_{-T}) \| \leq \frac{1}{2} \| p_0^1 - p_0^2 \| \alpha + 2 e^{-\nu T} \| q_0^1_{-T} - q_0^2_{-T} \| \alpha,
\]

where \( \nu = \min(\mu_{n+1}, \mu_n + 16M_1 \mu_n^\alpha) \).
The existence proof for the IMD is similar to that for the inertial manifold except that the expression for the contraction mapping in (3.7) is modified to

$$
\mathcal{T}_T(\psi; p_0)(t) = e^{-tA} p_0 - \int_0^t e^{-(t-s)A} P f(\psi(s)) ds \\
+ e^{-(T+t)A} Q q_{-T} + \int_{-T}^t e^{-(t-s)A} Q f(\psi(s)) ds,
$$

for $-T \leq t \leq 0$, $\forall y \in PE$,

**Remark 8.2.** We differ slightly in our formulation of $\mathcal{T}_T$ compared to that in [13], where the role of $\psi$ is played by a function $\xi : [-T, 0] \rightarrow Q_n E$ so that the mapping is explicit only for the high modes component and $y(t)$ is implicitly updated as the solution of

$$
\frac{dy}{dt} + Ay = P_n (y + \xi(t)), \quad y(0) = p_0.
$$

Mathematically the two are equivalent, but (8.5) is already set up for the approximation as in the case of (3.7).

A major source of computational complexity in implementing the algorithm given by (4.6), (4.7) is that one must discretize in time back to $-\infty$. In discretizing (8.5) we need only deal with time on the interval $[-T, 0]$, for what in fact are small delays $T$. In addition, the assumptions needed for the IMD are weaker than those for an inertial manifold. In particular, there is no gap condition to meet, which allows us to use a smaller value of $n$ than for the inertial manifold, and means that a system like the 2D NSE has an IMD. One needs to take $T$ small enough, but this actually helps in the convergence of the algorithm. In fact, smaller the $T$, the better the convergence, as we will demonstrate below. On the other hand, to employ the IMD in a numerical scheme to save computational effort, one cannot take $T$ too small either. We will discuss this issue further in the computational subsection that follows.

One simplification is that an analogue of the second case in the algorithm for inertial manifolds (4.7) is not needed. The discretized version of (8.5) reads as,

$$
\psi_k^j(p_0) = e^{k \tau_j A} P_n p_0 - A^{-1} e^{(k \tau_j - k \tau_{j-1}) A} P_n f(\psi_{k-1}^{j-1}(p_0)) \\
- \sum_{\ell=0}^{\ell_k-1} A^{-1} e^{(k \tau_j - \ell \tau_j -1)A} P_n - e^{(k \tau_j - (\ell+1) \tau_j -1) A} P_n f(\psi_{\ell}^{j-1}(p_0)) \\
+ e^{-(T+k \tau_j) A} Q_n q_{-T} \\
+ \sum_{\ell=\ell_k+1}^{N_j-1} A^{-1} (e^{-(\ell \tau_j -1 - k \tau_j) A} - e^{-(\ell+1) \tau_j -1 - k \tau_j}) A) Q_n f(\psi_{\ell}^{j-1}(p_0)) \\
+ A^{-1} (I - e^{-(\ell_k+1) \tau_j -1 - k \tau_j}) A) Q_n f(\psi_{\ell_k}^{j-1}(p_0)).
$$

where $\ell_k$ is as in (4.5). Indeed, once a code for the algorithm in (4.6), (4.7) for computing the inertial manifold is developed, it is a simple matter to adapt it for (8.6).

Alternatively, one may consider a shooting algorithm for determining $q_0$, given $p_0$ and $q_{-T}$. This amounts to finding $p_{-T}$ such that

$$
G(p_{-T}) \equiv PS(T) u_{-T} - p_0 = 0, \quad u_{-T} = p_{-T} + q_{-T}.
$$

A sketch in Figure 16 illustrates the shooting algorithm: a point in one affine space (horizontal dotted line), must be mapped under the semiflow to another affine space (vertical dotted line).
8.1. Computational results. We apply Newton’s method to solve (8.7) for (5.1) (with \(u_0 = (5, 5, 1)\), and \(q_{-T}\) determined by the exact solution). The Jacobian matrix \(\partial G/\partial p_{-T}\) is computed by solving (1.1) and the linearized version of (1.1) simultaneously using as initial conditions \(u_{-T}\), and the identity, respectively. This is carried out using the variable-step ODE solver ODESSA [43], which employs variable-order backwards difference formulas, and is designed specifically for the computation of sensitivities (in this case, with respect to the initial condition). In ODESSA, one specifies local error tolerances, and then the time step is automatically adapted to try to meet that objective. The convergence for both the Newton algorithm and iterations of the mapping in (8.6) are compared in Figure 17. For the Newton case this is done for various tolerance settings in ODESSA. To be specific, with the relative local error tolerance \(\text{tol}\) fixed to be \(10^{-d}\), we complete three Newton iterations in separate runs with \(d = 6, 8,\) and 10. The error in solving the ODE is the most natural explanation for the fact that the Newton plots are not monotonic. This is remedied in a composite run, in which we set \(d = 6\) on the first iteration, \(d = 8\) on the second, and \(d = 10\) on the third. The absolute local error tolerance in each instance is taken to be \(\text{atol} = 0.01 \cdot \text{rtol}\). The results for the same experiment, but with a smaller choice for \(T\) are plotted in Figure 18. We observe that the approach in (8.6) benefits more from the tacit improvement in the initial guess than the Newton-shooting approach, and that for either choice of \(T\), the latter takes more function evaluations to achieve the same error. Of course, one could compute the value of \(p_{-T}\) by other means, such as collocation, and perhaps find a reversal of the efficiency comparison. The point here is that the algorithm given by (8.6) is at least competitive with a straightforward shooting algorithm for the computation of the IMD.

A more fundamental question is: what would be the computational application of the IMD? One possibility is to develop alternative integration schemes in which the high modes are updated not by conventional means, but by using the low mode at the current time step, and the high mode at the previous step in the functional relationship (8.1). Certain well-known schemes are easily modified for this purpose. For instance the second-order Adams-Bashforth scheme applied to the system \(du/\text{dt} = f(u) = -Au + F(u)\), using a time step \(h\) can be written as

\[
\begin{align*}
    u_0 &= u(0), \quad u_1 \approx u(h), \\
    u_{i+1} &= u_i + \frac{h}{2} [3f_i - f_{i-1}], \quad i \geq 2,
\end{align*}
\]

(8.8)

where \(f_i = f(u_i)\), and the approximation \(u_1\) is found by a second-order Runge-Kutta method. Alternatively we could approximate the solution to the reduced system

\[
dp/\text{dt} = g(p(t), q(t-T)) = -Ap(t) + PF(p(t) + \psi(p(t), q(t-T)))
\]

with

\[
\begin{align*}
    g_0 &= Pf(u(0)), \quad g_1 = Pf(u_1), \\
    p_{i+1} &= p_i + \frac{T}{2} [3g_i - g_{i-1}], \quad i \geq 2,
\end{align*}
\]

(8.9)

where \(g_i = g(p_i, q_{i-1})\), and \(q_i = \psi(p_i, q_{i-1})\). Starting with \(i = 3\), we first compute \(\psi(p_i, q_{i-1})\), (using \(q_{i-2}\) as an initial guess), substitute to obtain \(g(p_i, q_{i-1})\), and thus \(p_{i+1}\). The estimate on the variation in the IMD provided by (8.4) could be used to obtain error estimates.

From the point of view of dynamical systems, however, we do not see a particular advantage for using a modified scheme based on the IMD. The reason is that it does not seem at all suitable for integrating backwards in time, unlike the inertial manifold. The fact that the IMD can be used to compute any solution of (1.1) means that it inherits the general ill-posedness of the original PDE problem in negative time. It seems then that the only reason one might compute a solution in this way is to save in computational effort. That might be achieved by being able to take a larger time step \(T\) in (8.9) than the time step \(h\) in (8.8), but must be balanced against the extra effort to compute \(\psi\). We will not
speculate here as to how such an effort might ultimately pay off. We simply conclude that if an inertial manifold with delay is desired, then (8.6) is a viable algorithm to compute it.
FIGURE 1. Phase portrait for (2.3).

FIGURE 2. Relative error in computing stable (sub)manifold using the computed inertial form for (2.3).
Figure 3. Error vs. # of iterations. The three uppermost plots are the theoretical estimates, the three lowest plots are for $\|\Phi_j(p_0) - \Phi(p_0)\|$, and the three in the middle are for $\|\varphi^j - \varphi\|_{T, \sigma}$.

Figure 4. $t_{\text{sup}}$ vs. # of iterations.
Figure 5. Residual terms vs. iteration.

Figure 6. \( Q\varphi_j, j = 1, 2, \ldots, 9, \) and \( Q\varphi \) for (5.1).
Figure 7. Minimal dimension of an inertial manifold for prepared KSE.
Figure 8. Minimal dimension under two different sets of assumptions.
Figure 9. Phase portrait for the KSE at $L = L^*$. 
Figure 10. Relative error for $\Phi_j$, $\Psi_j$ at the points $p_1$, $p_2$, and $p_3$. The three upper plots are for $\Psi_j$, and the three lower plots are for $\Phi_j$.

Figure 11. Relative error for $\Phi_j$, $\Psi_j$ at the steady state $s_2$
**Figure 12.** Gradient error from “exact” high-mode component of the point $p_3$.

**Figure 13.** Enstrophy of the point $p_3$. 
**Figure 14.** Gradient norm of residue.

**Figure 15.** Total error estimate and individual terms in (7.5) for set1: $c_1 = .001$, $c_2/c_1 = 1$ and set2$x_1 = .0001$, $c_2/c_1 = 10$
Figure 16. Schematic illustration of shooting algorithm to compute an IMD.
Figure 17. Error vs. \# function evaluations (of the “right hand side” of (1.1): $-Au + f(u)$), with $T = .001$.

Figure 18. Error vs. \# function evaluations with $T = .0001$. 
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