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Abstract

The finite element formulation resulting from coupling the local discontinuous Galerkin method with a standard conforming finite element method for elliptic problems is analyzed. The transmission conditions across the interface separating the subdomains where the different formulations are applied are taken into account by a suitable definition of the so-called numerical fluxes, and the resulting coupled method is shown to be stable. Optimal a priori error estimates are derived for arbitrary meshes with possible hanging nodes and elements of various shapes. Numerical experiments validating the theoretical results are also presented.

1 Introduction

In this paper we study the finite element formulation resulting from coupling the local discontinuous Galerkin (LDG) method with a standard conforming finite element method. This coupled method, introduced in [3] in the framework of rotating electrical machines, combines the ease with which the LDG method handles hanging nodes with the lower computational cost of standard finite elements. In the above mentioned application, the fixed and the rotating parts of the domain are triangulated independently, inducing hanging nodes along the circular common boundary of the two meshes. This motivated the
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use of the LDG method in a small neighborhood of the common boundary and the use of a standard conforming finite element method elsewhere. Preliminary numerical results presented in [3] show that the resulting method is very promising; this is why we carry out its a priori error analysis in this paper. The coupling of LDG and standard conforming finite element methods might also be suited for dealing with multi–physics or multi–material problems, where different physical models (and, thus, different numerical methods) are applied in different parts of the computational domain. Indeed, discontinuous Galerkin (DG) methods, in general, proved to be very efficient to handle convection terms, due to their structure inherited from the corresponding discretizations of non–linear conservation laws. Furthermore, they can easily handle elements of various shapes and local spaces of different type and, hence, are ideally suited for $hp$–adaptivity. For recent surveys on DG methods, see [16, 19].

There exists a large body of literature dealing with the coupling of methods applied in different subdomains, particularly in the case of non–matching grids. A natural idea is to enforce continuity across interfaces by Lagrange multiplier techniques, giving rise to the so–called mortar method and its variants; see, e.g., [1, 8, 9, 10, 23] and the references therein. We also mention [2, 4, 13, 26], where particular attention is paid to the handling of non–matching grids arising in practical applications. A related approach has also been adopted in [27] to impose transmission conditions in the coupling of mixed and conforming finite elements. In mortar methods, the Lagrange multipliers are introduced as new unknowns and have to be solved for. Thus, to obtain stable discretizations, either an inf–sup condition must be satisfied, or special stabilization techniques must be applied; see, e.g., [5, 6, 12, 24] and the references therein.

The alternative approach followed in this paper is to enforce interface conditions with DG techniques. The main feature of DG methods is that they do not require continuity across element boundaries. This is also a key property of the mortar finite element method. However, in DG methods there are no Lagrange multipliers associated with the continuity constraints; instead, the Lagrange multipliers are replaced by the so–called numerical fluxes, which are fixed functions of the unknowns. This makes simple not only the handling of non–matching grids, but also the coupling with other formulations. The application of DG methods in certain subdomains can therefore be easily implemented within existing conforming finite element codes. In the context of domain decomposition with non–matching grids, DG approaches have recently been analyzed in [7, 25]. There, the continuity constraints are imposed in a discontinuous way by Nitsche’s method, originally designed to weakly en-
forced Dirichlet boundary conditions (see also [24]). The DG method adopted here is the LDG method introduced in [20] for transient convection-diffusion problems, and analyzed in [14] for purely elliptic problems; see also [17] for the special case of Cartesian grids.

The model problem we consider is the Poisson equation with Dirichlet and Neumann boundary conditions, namely,

\[-\Delta u = f \quad \text{in } \Omega, \]
\[u = g_D \quad \text{on } \Gamma_D, \]
\[\nabla u \cdot \mathbf{n} = g_N \cdot \mathbf{n} \quad \text{on } \Gamma_N, \]

where \(\Omega\) is a bounded domain of \(\mathbb{R}^d\), \(d = 2, 3\), and \(\mathbf{n}\) is the outward unit normal to its boundary \(\partial \Omega = \Gamma_D \cup \Gamma_N\). We assume that the \((d - 1)\)-dimensional measure of \(\Gamma_D\) is non-zero.

Consider now a partition of \(\Omega\) into two disjoint subdomains \(\Omega_1\) and \(\Omega_2\) with interface \(\Gamma := \partial \Omega_1 \cap \partial \Omega_2\). We discretize problem (1) by using the LDG method in \(\Omega_1\), and a standard continuous method in \(\Omega_2\). To do that, we set \(u^i := u|_{\Omega_i}\), \(\Gamma_D^i = \Gamma_D \cap \partial \Omega_i\), \(\Gamma_N^i = \Gamma_N \cap \partial \Omega_i\), and denote by \(\mathbf{n}_i\) the outward unit normal vector to \(\partial \Omega_i \cap \Gamma\), \(i = 1, 2\). The LDG method in \(\Omega_1\) is obtained by using a discretization that was originally applied to first-order hyperbolic problems. Hence, we introduce the auxiliary variable \(\mathbf{q} = \nabla u^1\) on \(\Omega_1\) and rewrite problem (1) as the following equivalent transmission problem:

\[\mathbf{q} = \nabla u^1 \quad \text{in } \Omega_1, \]
\[-\nabla \cdot \mathbf{q} = f \quad \text{in } \Omega_1, \]
\[-\Delta u^2 = f \quad \text{in } \Omega_2, \]
\[u^1 = u^2 \quad \text{on } \Gamma, \]
\[\mathbf{q} \cdot \mathbf{n}_1 = -\nabla u^2 \cdot \mathbf{n}_2 \quad \text{on } \Gamma, \]

with boundary conditions

\[u^1 = g_D \quad \text{on } \Gamma_D^1, \]
\[u^2 = g_D \quad \text{on } \Gamma_D^2, \]
\[\mathbf{q} \cdot \mathbf{n} = g_N \cdot \mathbf{n} \quad \text{on } \Gamma_N^1, \]
\[\nabla u^2 \cdot \mathbf{n} = g_N \cdot \mathbf{n} \quad \text{on } \Gamma_N^2. \]

In \(\Omega_1\), these equations are nothing but the first-order equations used to define classical mixed finite element methods (see [11], for instance). However in the
LDG method, the auxiliary variable \( q \) can be eliminated from the equations, which is in general not the case for classical mixed methods.

The main contribution of this paper is to show how LDG and conforming finite element methods can be coupled by a suitable definition of the numerical fluxes, giving rise to a stable method. The analysis of the resulting method can then be carried out in an almost straightforward way by using the abstract setting of [14]. We first obtain a priori error estimates for the case where polynomials of the same degree \( k \) are used to approximate all the solution components \( q, u^1 \) and \( u^2 \), and then also explore the situation in which polynomials of the lower degree \( k - 1 \) are used to approximate \( q \). This is a novelty of the analysis presented here, as compared to [14]. Mixed order LDG approximations are also investigated in [18] for the Stokes system. The obtained rates of convergence are summarized in Table 1, in dependence of a stabilization parameter in the definition of the numerical fluxes, chosen of order \( O(1) \) or \( O(1/h) \), \( h \) being the mesh-size.

<table>
<thead>
<tr>
<th>Stabilization parameter</th>
<th>Approximation degrees for ( (q, u^1, u^2) )</th>
<th>( L^2 )-error in ( q ) and ( \nabla u^2 )</th>
<th>( L^2 )-error in ( u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(1) )</td>
<td>( k, k, k )</td>
<td>( k )</td>
<td>( k + 1/2 )</td>
</tr>
<tr>
<td>( O(1/h) )</td>
<td>( k, k, k )</td>
<td>( k )</td>
<td>( k + 1 )</td>
</tr>
<tr>
<td>( O(1) )</td>
<td>( k - 1, k, k )</td>
<td>( k - 1/2 )</td>
<td>( k )</td>
</tr>
<tr>
<td>( O(1/h) )</td>
<td>( k - 1, k, k )</td>
<td>( k )</td>
<td>( k + 1 )</td>
</tr>
</tbody>
</table>

Table 1: Rates of convergence for smooth solutions and \( k \geq 1 \).

The paper is organized as follows. In Section 2, we introduce the coupled LDG/conforming finite element method and show that it defines a unique approximate solution. Then, in Section 3, we state our main result regarding convergence of the method and error estimates, and provide a detailed proof. In Section 4, we present a series of numerical results testing the sharpness of our estimates on unstructured matching as well as non-matching grids consisting of triangles. We end with some concluding remarks in Section 5.

## 2 Coupling LDG and continuous finite elements

In this section, the coupled finite element discretization of the transmission problem (2)–(10) is presented and existence and uniqueness of discrete solutions are proved, after recasting the problem in a standard mixed setting.
Since the Dirichlet boundary condition (8) on $\Gamma_D^2$ has to be imposed in a standard conforming fashion, we assume, in order to simplify the presentation, that $g_D = 0$ on $\Gamma_D^2$. Condition (7) on $\Gamma_D^2$ will be imposed in a discontinuous way by the numerical fluxes defined in Section 2.1.

2.1 The coupled finite element formulation

We consider triangulations $\mathcal{T}_h^1$ and $\mathcal{T}_h^2$ of $\Omega_1$ and $\Omega_2$, respectively, where $h$ denotes the mesh-size defined by $h := \max_{K \in \mathcal{T}_h^1 \cup \mathcal{T}_h^2} h_K$, $h_K$ being the diameter of the element $K$. For the definition of the coupled finite element method, we do not impose any restriction on the triangulations $\mathcal{T}_h^1$ and $\mathcal{T}_h^2$ at this point. They may contain elements of several shapes (for example iso-parametric elements in $\mathcal{T}_h^2$) and can be non-matching at the interface $\Gamma$. Hanging nodes can also be present in both $\mathcal{T}_h^1$ and $\mathcal{T}_h^2$. Possible hanging nodes in $\mathcal{T}_h^1$ are easily dealt with by the LDG method, whereas the handling of possible hanging nodes in $\mathcal{T}_h^2$ by means of a conforming method is not straightforward and typically involves major restrictions on the kinds of non-matching grids that are allowed (see [21], for instance).

Multiplying equations (2)–(4) by test functions and integrating by parts over the corresponding domains, it can be seen that the solution $(q, u^1, u^2)$, $u^2$ with zero trace on $\Gamma_D^2$, of problem (2)–(10) satisfies

\begin{align}
\int_K q \cdot r \, dx + \int_K u^1 \nabla \cdot r \, dx - \int_{\partial K} u^1 r \cdot n_K \, ds &= 0, \\
\int_K q \cdot \nabla v^1 \, dx - \int_{\partial K} v^1 q \cdot n_K \, ds &= \int_K f v^1 \, dx,
\end{align}

for piecewise smooth functions $r$ and $v^1$ and for all elements $K \in \mathcal{T}_h^1$ (we denote by $n_K$ the outward unit normal to $\partial K$), and

\begin{align}
\int_{\Omega_2} \nabla u^2 \cdot \nabla v^2 \, dx - \int_{\Gamma} \nabla u^2 \cdot n_2 v^2 \, ds &= \int_{\Omega_2} f v^2 \, dx + \int_{\Gamma_N^2} g_N \cdot n v^2 \, ds,
\end{align}

for smooth functions $v^2$, with $v^2|_{\Gamma_D^2} = 0$.

Equations (11)–(12) and (13) have to be coupled through the transmission conditions (5) and (6). Condition (6) is imposed by replacing $\nabla u^2 \cdot n_2$ by $-q \cdot n_1$ in equation (13), which becomes

\begin{align}
\int_{\Omega_2} \nabla u^2 \cdot \nabla v^2 \, dx + \int_{\Gamma} q \cdot n_1 v^2 \, ds &= \int_{\Omega_2} f v^2 \, dx + \int_{\Gamma_N^2} g_N \cdot n v^2 \, ds,
\end{align}

while condition (5) will be imposed at the discrete level by choosing the numerical fluxes in the LDG method in a suitable way.
Equations (11)–(12) and (14) are well defined for \( (q, u^1, u^2), (r, v^1, v^2) \) in \( Q \times V \times W \), where

\[
\begin{align*}
Q := & \{ r \in L^2(\Omega_1)^d : r|_K \in H^1(K)^d, \forall K \in \mathcal{T}_h \}, \\
V := & \{ v^1 \in L^2(\Omega_1) : v^1|_K \in H^1(K), \forall K \in \mathcal{T}_h \}, \\
W := & \{ v^2 \in H^1(\Omega_2) : v^2|_{\Gamma_D} = 0 \}.
\end{align*}
\]

Next, we approximate the exact solution \( (q, u^1, u^2) \) in the finite element space \( Q_h \times V_h \times W_h \subset Q \times V \times W \), where

\[
\begin{align*}
Q_h := & \{ r \in L^2(\Omega_1)^d : r|_K \in \mathcal{R}(K)^d, \forall K \in \mathcal{T}_h \}, \\
V_h := & \{ v^1 \in L^2(\Omega_1) : v^1|_K \in \mathcal{S}^1(K), \forall K \in \mathcal{T}_h \}, \\
W_h := & \{ v^2 \in H^1(\Omega_2) : v^2|_{\Gamma_D} = 0, v^2|_K \in \mathcal{S}^2(K), \forall K \in \mathcal{T}_h \}.
\end{align*}
\]

The local spaces \( \mathcal{R}(K) \) and \( \mathcal{S}^i(K), i = 1, 2 \), typically consist of polynomials or mapped polynomials. The space \( W_h \) is a standard conforming finite element space, whereas the functions in \( Q_h \) and \( V_h \) are completely discontinuous across interelement boundaries. On the LDG side, we require that the local spaces \( \mathcal{R}(K) \) and \( \mathcal{S}^1(K) \) satisfy the following mild inclusions

\[
\nabla \mathcal{S}^1(K) \subset \mathcal{R}(K)^d, \quad \forall K \in \mathcal{T}_h^1.
\]

Starting from (11)–(12) and (14), and approximating the traces of \( u^1 \) and \( q \) on the boundary of the elements of \( \mathcal{T}_h^1 \) by the so-called numerical fluxes, denoted in the following by \( \widehat{u}_h^1 \) and \( \widehat{q}_h \), the approximate solution \( (q_h, u_h^1, u_h^2) \in Q_h \times V_h \times W_h \) is defined by imposing

\[
\begin{align*}
\int_K q_h : r \, dx + \int_K u_h^1 \nabla : r \, dx - \int_{\partial K} \widehat{u}_h^1 : r \cdot n_K \, ds &= 0, \\
\int_K q_h : \nabla v^1 \, dx - \int_{\partial K} v^1 \widehat{q}_h : n_K \, ds &= \int_K f \, v^1 \, dx,
\end{align*}
\]

for all test functions \( (r, v^1) \in Q \times V \) and for all \( K \in \mathcal{T}_h^1 \), and

\[
\begin{align*}
\int_{\Omega_2} \nabla u_h^2 : \nabla v^2 \, dx + \int_{\Gamma} \widehat{q}_h \cdot n_1 v^2 \, ds &= \int_{\Omega_2} f \, v^2 \, dx + \int_{\Gamma_{N}} g_N \cdot n \, v^2 \, ds,
\end{align*}
\]

for all test function \( v^2 \in W_h \).

Some notation needs to be introduced before defining the numerical fluxes \( \widehat{u}_h^1 \) and \( \widehat{q}_h \) in (16), (17) and (18). Let \( K^+ \) and \( K^- \) be two adjacent elements
of $\mathcal{T}_h^1$, and let $\bm{x}$ be an arbitrary point of the set $e = \partial K^+ \cap \partial K^-$, which is assumed to have a non-zero $(d - 1)$-dimensional measure. Since $K^+$ and $K^-$ can be non-matching, $e$ is not necessarily a complete face of an element in $\mathcal{T}_h^1$. Let $\bm{n}^+$ and $\bm{n}^-$ be the corresponding outward unit normals at the point $\bm{x}$. For a function $(\bm{r}, \bm{v})$ smooth inside each element $K^\pm$, denote by $(\bm{r}^\pm, \bm{v}^\pm)$ the traces of $(\bm{r}, \bm{v})$ on $e$ from the interior of $K^\pm$. Then, the mean values $\langle \cdot \rangle$ and jumps $[\cdot]$ at $\bm{x} \in e$ are defined as follows:

\[
\langle v \rangle := (v^+ + v^-)/2, \quad \langle r \rangle := (r^+ + r^-)/2, \\
[v] := v^+ \bm{n}^+ + v^- \bm{n}^-, \quad [r] := r^+ \cdot \bm{n}^+ + r^- \cdot \bm{n}^-.
\]

Note that the jump in $v$ is a vector and the jump in $r$ is a scalar which only involves the normal component of $r$.

With this notation, we are now ready to define the numerical fluxes $\hat{u}_h^1$ and $\hat{q}_h$ in (16), (17) and (18). For $\bm{x} \in \partial \Omega, K \in \mathcal{T}_h^1$, we set:

\[
\hat{u}_h^1(\bm{x}) = \begin{cases} 
\{u_h^1\} + \beta [u_h^1] & \text{if } \bm{x} \in \partial \Omega \setminus \partial \Omega_1, \\
\{u_h^1\} + \beta g_D & \text{if } \bm{x} \in \partial \Omega \cap \Gamma_D^1, \\
u_h^1 & \text{if } \bm{x} \in \partial \Omega \cap \Gamma_N^1, \\
u_h^2 & \text{if } \bm{x} \in \partial \Omega \cap \Gamma,
\end{cases}
\]

(19)

and

\[
\hat{q}_h(\bm{x}) = \begin{cases} 
\{q_h\} - \alpha [u_h^1] - \beta [q_h] & \text{if } \bm{x} \in \partial \Omega \setminus \partial \Omega_1, \\
q_h - \alpha (u_h^1 - g_D) \bm{n} & \text{if } \bm{x} \in \partial \Omega \cap \Gamma_D^1, \\
g_N & \text{if } \bm{x} \in \partial \Omega \cap \Gamma_N^1, \\
q_h - \alpha (u_h^1 - u_h^2) \bm{n} & \text{if } \bm{x} \in \partial \Omega \cap \Gamma,
\end{cases}
\]

(20)

Here, the scalar $\alpha = \alpha(\bm{x})$ and the vector $\beta = \beta(\bm{x})$ are auxiliary parameters. Their purpose is to enhance the stability and accuracy properties of the LDG method (see [20] and [14]). Notice that the fluxes defined by (19) and (20) are consistent in the sense that equations (16), (17) and (18) coincide with (11), (12) and (14) for the exact solution $(\bm{q}, u^1, u^2)$. We also remark that the numerical fluxes are chosen in such a way that they impose the transmission condition (5) over $\Gamma$. Indeed, the edges that lie on the interface $\Gamma$ are considered as “Dirichlet” edges from the LDG side, with Dirichlet datum $u_h^2$. Furthermore, since $\hat{u}_h^1$ does not depend on $\bm{q}_h$, the unknown $\bm{q}_h$ can be computed element by element in terms of $u_h^1$ by using equation (16), and then substituted into equation (17) (see [20] for more details), giving rise to a problem in the unknowns $u_h^1$ and $u_h^2$ only. This local solvability gives the name to the LDG method.
2.2 The mixed setting

The study of the coupled finite element method is greatly facilitated if we recast its formulation in a mixed setting. To do that, we sum (16) and (17) over all elements \( K \in \mathcal{T}_h^1 \), take into account (19) and (20), and obtain the following equivalent formulation of problem (16)–(18): Find \((q_h, u_h^1, u_h^2) \in Q_h \times V_h \times W_h\) such that

\[
\begin{align*}
    a(q_h, r) + b(u_h^1, r) + s(r, u_h^2) &= F(r), \\
    b(v^1, q_h) - c(u_h^1, v^1) + t(v^1, u_h^2) &= G(v^1), \\
    s(q_h, v^2) + t(u_h^1, v^2) - m(u_h^2, v^2) &= H(v^2),
\end{align*}
\]

for all test functions \((r, v^1, v^2) \in Q_h \times V_h \times W_h\). Here, the bilinear forms \(a, b, c, m, s\) and \(t\) are given by

\[
\begin{align*}
    a(q, r) &= \int_{\Omega} q \cdot r \, dx, \\
    b(u^1, r) &= \sum_{K \in \mathcal{T}_h^1} \int_{K} u^1 \nabla \cdot r \, dx - \int_{E_x} (\|u^1\| + \beta \cdot [u^1])[r] \, ds \\
        &\quad - \int_{\Gamma_N^1} u^1 r \cdot n \, ds, \\
    c(u^1, v^1) &= \int_{E_x} \alpha [u^1] \cdot [v^1] \, ds + \int_{\Gamma_D^1} \alpha u^1 v^1 \, ds + \int_{\Gamma} \alpha u^1 v^1 \, ds, \\
    m(u^2, v^2) &= \int_{\Omega_2} \nabla u^2 \cdot \nabla v^2 \, dx + \int_{\Gamma} \alpha u^2 v^2 \, ds, \\
    s(q, v^2) &= -\int_{\Gamma} q \cdot n_1 v^2 \, ds, \\
    t(u^1, v^2) &= \int_{\Gamma} \alpha u^1 v^2 \, ds,
\end{align*}
\]

where \(E_x\) denotes the union of all interior faces of the triangulation \(\mathcal{T}_h^1\). The functionals \(F, G\) and \(H\) are defined by

\[
\begin{align*}
    F(r) &= \int_{\Gamma_D^1} g_D r \cdot n \, ds, \\
    G(v^1) &= \int_{\Omega_1} f v^1 \, dx - \int_{\Gamma_D^1} \alpha g_D v^1 \, ds - \int_{\Gamma_N^1} g_N \cdot n v^1 \, ds, \\
    H(v^2) &= -\int_{\Omega_2} f v^2 \, dx - \int_{\Gamma_N^2} g_N \cdot n v^2 \, ds.
\end{align*}
\]
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Notice that, integrating by parts the term $\sum_{K \in \mathcal{T}_h} \int_K u^1 \nabla \cdot r \, d\mathbf{x}$, the form $b(u^1, r)$ can be expressed as

$$b(u^1, r) = - \sum_{K \in \mathcal{T}_h} \int_K r \cdot \nabla u^1 \, d\mathbf{x} + \int_{\mathcal{E}_h} (\| r \| - \beta \| r r \|) \cdot \| u^1 \| \, ds + \int_{\Gamma_0} r \cdot \mathbf{n} u^1 \, ds + \int_{\Gamma} r \cdot \mathbf{n} u^1 \, ds.$$  

(24)

By introducing

$$\mathcal{A}(q, u^1, u^2; r, v^1, v^2) := a(q, r) + b(u^1, r) + s(r, u^2) - b(v^1, q) + c(u^1, v^1) - t(v^1, u^2) - s(q, v^2) - t(u^1, v^2) + m(u^2, v^2),$$

and

$$\mathcal{F}(r, v^1, v^2) := F(r) - G(v^1) - H(v^2),$$

problem (21)–(23) can also be written in the following compact form:

Find $(q_h, u^1_h, u^2_h) \in Q_h \times V_h \times W_h$ such that

$$\mathcal{A}(q_h, u^1_h, u^2_h; r, v^1, v^2) = \mathcal{F}(r, v^1, v^2)$$

(25)

for all $(r, v^1, v^2) \in Q_h \times V_h \times W_h$.

The numerical fluxes have been designed in such a way that the method is stable in a problem-related seminorm.

**Proposition 2.1** For $(q, u^1, u^2) \in Q \times V \times W$ we have

$$\mathcal{A}(q, u^1, u^2; q, u^1, u^2) = \| (q, u^1, u^2) \|_{\mathcal{A}},$$

where the seminorm $\| (q, u^1, u^2) \|_{\mathcal{A}}$ is defined as the quantity

$$\| q \|_{\mathcal{A}}^2 \Omega_1 + \int_{\mathcal{E}_h} \alpha |u^1| \, ds + \int_{\Gamma_0} \alpha |u^1| \, ds + \int_{\Gamma} \alpha |u^1 - u^2| \, ds + \| \nabla u^2 \|_{\mathcal{A}}^2 \Omega_2.$$

**Proof.** This follows immediately from the definition of the forms. □

In our analysis we will make use of the following skew–symmetry properties:

$$\mathcal{A}(q, u^1, u^2; r, v^1, v^2) = \mathcal{A}(-r, v^1, v^2; -q, u^1, u^2)$$

$$= \mathcal{A}(r, -v^1, -v^2; q, -u^1, -u^2),$$

(26)

for all $(q, u^1, u^2), (r, v^1, v^2)$ in $Q \times V \times W$. 
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2.3 Existence and uniqueness of discrete solutions

The following proposition states existence and uniqueness of approximate solutions obtained by the coupled finite element method.

**Proposition 2.2** Consider the coupled finite element method defined by equations (16), (17) and (18), and by the numerical fluxes (19) and (20). Assume that the hypothesis (15) on the local spaces is satisfied. If the coefficient $\alpha$ is strictly positive, the method defines a unique approximate solution $(q_h, u_1^h, u_2^h) \in M_h \times V_h \times W_h$.

*Proof.* Since the discrete problem is linear and finite dimensional, it is sufficient to show that if $f = 0$, $g_D = 0$ and $g_N = 0$ then $u_1^h = u_2^h = 0$ and $q_h = 0$. Consider formulation (25) of the discrete problem with $F = 0$. Taking $(r, v^1, v^2) = (q_h, u_1^h, u_2^h)$, from Proposition 2.1 we obtain $\|(q_h, u_1^h, u_2^h)\|^2_A = 0$. This implies $q_h = 0$ in $\Omega_1$, $\nabla u_2^h = 0$ in $\Omega_2$, i.e., $u_2^h = \text{const}$ in $\Omega_2$, and, since $\alpha > 0$, $[u_h^1] = 0$ on the faces in $\mathcal{E}_h$, $u_1^h = 0$ on $\Gamma_D^1$, and $u_1^h = u_2^h$ on $\Gamma$.

Assume first that the $(d - 1)$-measure of $\Gamma_D^2$ is non-zero. Since $u_2^h = \text{const}$ in $\Omega_2$ and $u_2^h = 0$ on $\Gamma_D^1$, we have $u_2^h = 0$ in $\Omega_2$. Consequently, since $u_1^h = u_2^h$ on $\Gamma$, we also have $u_1^h = 0$ on $\Gamma$. Consider now equation (21). Taking into account (24) and the fact that $[u_h^1] = 0$ on the faces in $\mathcal{E}_h$ and $u_1^h = 0$ on $\Gamma$, equation (21) becomes

$$\sum_{K \in T_h} \int_K \nabla u_1^h \cdot r \, d\mathbf{x} = 0, \quad \forall r \in M_h$$

(27)

Due to (15), we have $\nabla u_1^h = 0$ on all elements $K$, and, hence, $u_1^h = \text{const}$. Since $u_1^h = 0$ on $\Gamma$, we can conclude that $u_1^h = 0$.

If the $(d - 1)$-measure of $\Gamma_D^2$ is zero, then the $(d - 1)$-measure of $\Gamma_D^1$ is non-zero. Again from (24), taking into account that $u_1^h = u_2^h$ on $\Gamma$, we obtain (27), and, thus, $u_1^h = \text{const}$. Since $u_1^h = 0$ on $\Gamma_D^1$, whose $(d - 1)$-measure is non-zero, then $u_1^h = 0$ in $\Omega_1$. This implies $u_2^h = u_1^h = 0$ on $\Gamma$, which, together with $u_2^h = \text{const}$ in $\Omega_2$, gives $u_2^h = 0$. \[\square\]

3 A priori error estimates

In this section we present our a priori error bounds for the coupled finite element method. We begin by stating the main result, then proceed by describing the abstract setting for its proof, following the lines of [14], and conclude by proving all the needed estimates.
3.1 The main result

First, we introduce the notation and the hypotheses needed to state Theorem 3.1 below.

We denote by $H^s(D)$, $D$ being a domain in $\mathbb{R}^n$, $n \geq 1$, the Sobolev spaces of integer orders, and by $\| \cdot \|_{s,D}$ and $| \cdot |_{s,D}$ the usual norms and seminorms in $H^s(D)$ and $H^s(D)^d$; we omit the dependence on the domain whenever $D = \Omega$. $\mathcal{P}^k(D)$ denotes the set of all polynomials of degree at most $k$ on $D$, and $Q^k(K)$ the polynomials of degree at most $k$ in each variable. For each $K \in \mathcal{T}_h^1 \cup \mathcal{T}_h^2$, we denote by $h_K$ the diameter of $K$ and by $\rho_K$ the diameter of the biggest ball included in $K$. Recall that $h = \max_{K \in \mathcal{T}_h^1 \cup \mathcal{T}_h^2} h_K$.

Since conforming methods are very well known and we are more concerned, in our analysis of the coupled method, with the LDG part, we simply assume that the conforming finite element space $W_h$ used for approximating the problem in the subdomain $\Omega_2$ satisfies certain standard approximation properties. That is, we assume that for all $K \in \mathcal{T}_h^2$ the local spaces $S^2(K)$ in the definition of $W_h$ contain the image of $\mathcal{P}^m(\bar{K})$, $m \geq 1$, through an element mapping from a reference element $\bar{K}$ onto $K$, and, furthermore, that for each function $u^2 \in H^{s+2}(\Omega_2)$, $s \geq 0$, there is an element $\pi u^2$ of $W_h$ such that

$$
\| u^2 - \pi u^2 \|_{1,K} \leq C_{\text{conf}} h_K^{\min(s+1,m)} \| u^2 \|_{s+2,K}, \quad \forall K \in \mathcal{T}_h^2, \quad (28)
$$

$$
\| u^2 - \pi u^2 \|_{0,\partial K} \leq C_{\text{conf}} h_K^{\min(s+1,m)+\frac{1}{2}} \| u^2 \|_{s+2,K}, \quad \forall K \in \mathcal{T}_h^2. \quad (29)
$$

The constant $C_{\text{conf}}$ depends on shape regularity conditions in $\mathcal{T}_h^2$, on the approximation order $m$, on $d$ and $s$. Assumptions (28)–(29) allow for quite general conforming finite elements, and they are satisfied, for instance, when $\mathcal{T}_h^2$ is a regular matching grid consisting of straight triangles or tetrahedra, and $S^2(K) = P^m(K)$, $\forall K \in \mathcal{T}_h^2$. In this case $\pi$ can be chosen as the usual interpolant in elemental nodes. Conforming spaces with curved or iso-parametric elements and mapped polynomials (see [15]) also satisfy (28) and (29), as well as conforming spaces on meshes with certain types of hanging nodes (see [21]).

Our assumptions on the LDG side for the analysis are as follows. We assume that every element $K$ in $\mathcal{T}_h^1$ is affine equivalent (see [15, Section 2.3]) to one of several reference elements in an arbitrary but fixed set; this allows for the use of elements of various shapes with possibly curved boundaries. Recall that the triangulations $\mathcal{T}_h^1$ may contain hanging nodes. We require them to be regular, that is, there exists a positive constant $\sigma$ such that

$$
\frac{h_K}{\rho_K} \leq \sigma, \quad \forall K \in \mathcal{T}_h^1. \quad (30)
$$
We also need to make a restriction on the ratios of the size of each element in \( \mathcal{T}_h^1 \) and the size of any of its neighbors. Introducing the set \( \langle K, K' \rangle \) defined by
\[
\langle K, K' \rangle = \begin{cases} 
\emptyset & \text{if } \text{meas}_{d-1}(\partial K \cap \partial K') = 0, \\
\text{interior of } \partial K \cap \partial K' & \text{otherwise},
\end{cases}
\]
this property can be stated as follows: there exists a positive constant \( \delta < 1 \) such that, for each element \( K \in \mathcal{T}_h^1 \),
\[
\delta \leq \frac{h_{K'}}{h_K} \leq \delta^{-1} \quad \forall K' : \langle K, K' \rangle \neq \emptyset . \tag{31}
\]

We stress that \( K' \) in (31) can also be an element of \( \mathcal{T}_h^2 \) having one face on \( \Gamma \). Assumption (31) forbids the situation where the mesh is indefinitely refined in only one of two adjacent subdomains, one of them contained in \( \Omega_1 \). We point out that this is the only requirement the meshes have to satisfy at the interface \( \Gamma \). Nevertheless, the above hypotheses on the meshes are not restrictive in practice, and allow for quite general triangulations.

We assume that the stabilization coefficient \( \alpha \) in the definition (20) of the numerical fluxes is defined pointwise on the boundary of any element \( K^+ \in \mathcal{T}_h^1 \) as follows:
\[
\alpha(x) = \begin{cases} 
\vartheta \min\{h_{K^+}^\omega, h_{K^-}^\omega\} & \text{if } x \in \langle K^+, K^- \rangle, K^- \in \mathcal{T}_h^1, \\
\partial h_{K^+}^\omega & \text{if } x \in \partial K^+ \cap \Gamma_D \text{ or } x \in \partial K^+ \cap \Gamma,
\end{cases} \tag{32}
\]
with \(-1 \leq \omega \leq 1\) and \( \vartheta > 0 \). Notice that \( \alpha \) does not need to be defined on \( \partial K^+ \cap \Gamma_A \). The parameter \( \beta \) is always taken such that \( |\beta| \) is of order one.

We assume that the local finite element spaces on the LDG side satisfy the following inclusions:
\[
\partial_i \mathcal{S}^1(K) \subseteq \mathcal{R}(K), \quad \partial_i \mathcal{R}(K) \subseteq \mathcal{S}^1(K), \quad i = 1, \ldots, d. \tag{33}
\]
Note that (33) implies (15). Furthermore, in order to guarantee approximation properties also on the LDG side, we assume that the local spaces contain at least the following polynomial spaces
\[
\mathcal{P}^k(K) \subseteq \mathcal{S}^1(K), \quad \mathcal{P}^\ell(K) \subseteq \mathcal{R}(K), \tag{34}
\]
with \( k \geq 1 \) and \( \ell \geq 0 \). Since \( \partial_i \mathcal{P}^k(K) \subseteq \mathcal{P}^{k-1}(K) \) and \( \partial_i \mathcal{Q}^k(K) \subseteq \mathcal{Q}^{k}(K), \quad i = 1, \ldots, d \), conditions (33) and (34) are satisfied, for example, by
\[
\mathcal{S}^1(K) = \mathcal{P}^k(K), \quad \mathcal{R}(K) = \mathcal{P}^\ell(K), \tag{35}
\]
with $k \geq 1$ and $\ell = k$ or $\ell = k - 1$, or by
\[
S^k(K) = Q^k(K), \quad \mathcal{R}(K) = Q^k(K).
\] (36)

We are now ready to state our main result, the proof of which is given in the next two subsections.

**Theorem 3.1** Let $u$ be the solution of problem (1), $(q, u^1, u^2)$ the corresponding solution of (2)–(10) and $(q_h, u_h^1, u_h^2)$ the approximate solution given by the coupled finite element method (16)–(18), with numerical fluxes as in (19) and (20). Assume the triangulations to satisfy hypotheses (30) and (31), the local spaces in the definitions of $Q_h$ and $V_h$ to satisfy (33) and (34), and $W_h$ to satisfy the approximation properties (28)–(29). Finally, let the stabilization parameter $\alpha$ be given by (32) with $\omega \in [-1, 1]$ and $\theta > 0$, and $\beta$ such that $|\beta| = O(1)$. Then, if $u \in H^{s+2}(\Omega)$ with $s \geq 0$, we have the following a priori bound for the error $(e^q, e^1, e^2) := (q - q_h, u^1 - u_h^1, u^2 - u_h^2)$:
\[
| (e^q, e^1, e^2) |_{A} \leq C_1 h^{\min(s+\frac{1}{2} - \frac{\omega}{2}, k, m, k + l, s + 1 - \frac{\omega}{2})} \| u \|_{s+2}.
\]

Furthermore, if the domain $\Omega$ is such that, for $f \in L^2(\Omega)$ and zero boundary data, $u$ belongs to $H^2(\Omega)$ and satisfies the elliptic regularity result $\| u \|_2 \leq C_{\text{ell}} \| f \|_0$, then
\[
\| e^1 \|_{0, \Omega_1} + \| e^2 \|_{0, \Omega_2} \leq C_2 h^{\min(s+1-\omega, k+\frac{1}{2} - \frac{\omega}{2}, m + \frac{1}{2} - \frac{\omega}{2}, l + 1 - \omega)} \| u \|_{s+2}.
\]

The constants $C_i$, $i = 1, 2$, are independent of the mesh-size $h$ and depend on the constants in the approximation assumptions (28)–(29), in the approximation results of Lemma 3.3 below, and in the inverse inequality of Lemma 3.4 below, on $|\beta|$, on $\theta$ in the definition (32) of $\alpha$, and on $\delta$ in assumption (31); the constant $C_2$ also depends on $C_{\text{ell}}$.

Let us discuss the results of Theorem 3.1.

* The exponents in the estimates of Theorem 3.1 contain the parameter $\omega$ and reach their maxima for $\omega = -1$. Consequently, the choice of $\alpha$ of the order $O(1/h)$ yields the best convergence rates. Notice that the approximation orders $k$ and $m$ of $u^1$ and $u^2$, respectively, enter exactly in the same way the expressions of the convergence rates of the method.

* When $P^k$ or $Q^k$ elements are used for $q$, $u^1$ as well as for $u^2$, for smooth exact solutions $u \in H^{k+2}(\Omega)$, $k \geq 1$, we obtain the error bounds
\[
| (e^q, e^1, e^2) |_{A} \leq C h^{k} \| u \|_{k+2}, \quad \| e^1 \|_{0, \Omega_1} + \| e^2 \|_{0, \Omega_2} \leq C h^{k+1 - \frac{\omega}{2}} \| u \|_{k+2},
\]
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for \( \omega \in [-1, 1] \). Although these rates are sharp in the sense that they are actually observed in numerical experiments (cf. Section 4 below), they are not optimal in terms of the approximation properties of the finite element spaces.

- If \( u^1 \) and \( u^2 \) are approximated by \( P^k \)-elements and \( q \) by \( P^{k-1} \)-elements, then optimal error estimates are obtained for \( \omega = -1 \), i.e., for \( \alpha = O(1/h) \).

In this case, for exact solutions \( u \in H^{k+1}(\Omega) \), \( k \geq 1 \), we have the estimates

\[
|\langle e^q, e^1, e^2 \rangle|_A \leq C h^k \| u \|_{k+1}, \quad \| e^1 \|_{0, \Omega_1} + \| e^2 \|_{0, \Omega_2} \leq C h^{k+1} \| u \|_{k+1},
\]

that are optimal in terms of the approximation properties of the finite element spaces and of the regularity assumption on the exact solution.

- For \( k = \ell = 0 \), that is for piecewise constant approximations on the LDG side, no convergence of our method can be proved with the techniques employed in this paper. On the other hand, it has been reported in [14] that numerical experiments have shown that there is no positive order of convergence of the pure LDG method in this case. To obtain a convergent discontinuous method for piecewise constant approximations, additional stabilization parameters have to be included (see [14]).

- Sometimes it is convenient to choose mesh-dependent LDG regions in order to lower the computational cost of the method. For instance, in the application dealt with in [3], the LDG method is only used in a “small” region surrounding a slip curve where the possible hanging nodes are, and the LDG region is chosen as the union of those elements having at least one vertex on the slip curve. A fixed partition of \( \Omega \) into \( \Omega_1 \) and \( \Omega_2 \) is assumed here only for the sake of simplicity. In fact, the convergence results of Theorem 3.1 hold true also for mesh-dependent decompositions, as can be inferred from the proof below and observed in the numerical experiments of Section 4.

### 3.2 The setting for the error analysis

The framework for the error analysis of the coupled formulation, a compact form of which is given by (25), is presented in this section, following the lines of [14]. We define the error \( (e^q, e^1, e^2) := (q - q_h, u^1 - u^1_h, u^2 - u^2_h) \), and denote by \( \Pi : Q \to Q_h \), \( \Pi^1 : V \to V_h \) and \( \Pi^2 : W \cap H^2(\Omega_2) \to W_h \) projection operators onto the finite element spaces. Since \( \Pi^2 \) will be chosen as a conforming finite element approximant satisfying (28)-(29), it might not be well defined on \( W \). That is why we choose as domain of definition for \( \Pi^2 \) the smaller space \( W \cap H^2(\Omega_2) \) whose functions are smooth enough for our purposes. We also emphasize here that \( \Pi \) and \( \Pi^1 \) will be taken as \( L^2 \)-projections that are well defined on \( Q \) and \( V \).
The basic ingredients of the error analysis developed in this section are two. The first one is the so-called Galerkin orthogonality property, namely,

\[
A(e^q, e^1, e^2; r, v^1, v^2) = 0 \quad \forall (r, v^1, v^2) \in Q_h \times V_h \times W_h. \tag{37}
\]

This property is a straightforward consequence of the consistency of the numerical fluxes.

The second ingredient is a couple of inequalities that reflect the approximation properties of the projections \( \Pi, \Pi^1 \) and \( \Pi^2 \). Namely, we assume that

\[
|A(q - \Pi q, u^1 - \Pi^1 u^1, u^2 - \Pi^2 u^2; r - \Pi r, v^1 - \Pi^1 v^1, v^2 - \Pi^2 v^2)| \leq C K_A(q, u^1, u^2; r, v^1, v^2), \tag{38}
\]

for any \((q, u^1, u^2), (r, v^1, v^2) \in Q \times V \times [W \cap H^2(\Omega_2)]\), and

\[
|A(q - \Pi q, \pm(u^1 - \Pi^1 u^1), \pm(u^2 - \Pi^2 u^2); r, \pm v^1, \pm v^2)| \leq C |(r, v^1, v^2)|_A K_B(q, u^1, u^2), \tag{39}
\]

for any \((q, u^1, u^2) \in Q \times V \times [W \cap H^2(\Omega_2)]\) and \((r, v^1, v^2) \in Q_h \times V_h \times W_h\). The constants \( C \) in (38) and (39) are independent of the mesh-size. All the error estimates we are interested in can now be obtained in terms of the functionals \( K_A \) and \( K_B \). For the error in \(|.|_A\) we have the following result.

**Lemma 3.1** We have

\[
|(e^q, e^1, e^2)|_A \leq C [K_A^{1/2}(q, u^1, u^2; q, u^1, u^2) + K_B(q, u^1, u^2)],
\]

with \( C \) independent of the mesh-size.

**Proof.** This is a straightforward extension of [14, Lemma 2.3]. \( \square \)

The estimates for the errors \( \|e^1\|_{0, \Omega_1} \) and \( \|e^2\|_{0, \Omega_2} \) are based on a duality argument. Let us introduce the adjoint problem to (1):

\[
-\Delta z = \lambda \quad \text{in } \Omega,
\]

\[
z = 0 \quad \text{on } \Gamma_D,
\]

\[
\nabla z \cdot n = 0 \quad \text{on } \Gamma_N;
\]

with right-hand side \( \lambda \in L^2(\Omega) \). Notice that the assumptions on the domain in Theorem 3.1 guarantee that \( z \in H^2(\Omega) \) and

\[
\|z\|_2 \leq C_{\text{ell}} \|\lambda\|_0. \tag{41}
\]
This property will be exploited later on when estimating the functionals $K_A$ and $K_B$. Again, problem (40) can also be written as

\[
-\Delta z^i = \lambda \quad \text{in } \Omega_i,
\]
\[
z^i = 0 \quad \text{on } \Gamma^i_D,
\]
\[
\nabla z^i \cdot n = 0 \quad \text{on } \Gamma^i_N,
\]

for $i = 1, 2$, with the transmission conditions

\[
z^1 = z^2 \quad \text{and } \quad \nabla z^1 \cdot n_1 = -\nabla z^2 \cdot n_2 \quad \text{on } \Gamma.
\]

**Lemma 3.2** Let $z$ be the solution of (40), $(z^1, z^2)$ the corresponding solution of (42)–(43), and $\zeta = -\nabla z^1$. Then we have

\[
\|e^1\|_{0, \Omega_1} + \|e^2\|_{0, \Omega_2} \leq C \left( \sup_{\lambda \in L^2(\Omega)} \frac{K_A(q, u^1, u^2; \zeta, z^1, z^2)}{\|\lambda\|_0} + K_B(q, u^1, u^2) \sup_{\lambda \in L^2(\Omega)} \frac{K_B(\zeta, z^1, z^2)}{\|\lambda\|_0} \right),
\]

with a constant $C$ is independent of the mesh-size.

**Proof.** We introduce the linear functional $\Lambda(v^1, v^2) := (\lambda, v^1)_{\Omega_1} + (\lambda, v^2)_{\Omega_2}$, $(\cdot, \cdot)_{\Omega_i}$ denoting the $L^2(\Omega_i)$-inner product, $i = 1, 2$. Then:

\[
\|e^1\|_{0, \Omega_1} + \|e^2\|_{0, \Omega_2} \leq C \sup_{\lambda \in L^2(\Omega)} \frac{\Lambda(e^1, e^2)}{\|\lambda\|_0}.
\]

By definition of $A$,

\[
A(-\zeta, z^1, z^2; r, v^1, v^2) = \Lambda(v^1, v^2),
\]

for all $(r, v^1, v^2) \in Q \times V \times W$. Taking $(r, v^1, v^2) = (-e^q, e^1, e^2)$ in (46), the proof now proceeds as the one of [14, Lemma 2.4], exploiting property (26), Galerkin orthogonality (37), assumption (38) and the characterization (45) of the $L^2$-norm. 

### 3.3 Proofs

In this section we prove our main results in the setting of Section 3.2. To do that, we first fix the projection operators $\Pi$, $\Pi^1$ and $\Pi^2$. We take $\Pi$ as the $L^2$-projection onto $Q_h$, $\Pi^1$ as the $L^2$-projection onto $V_h$, and $\Pi^2$ is chosen as a conforming finite element approximant $\pi$ satisfying (28) and (29). Using the techniques of [15] and recalling inclusions (34), we have the following approximation properties for $\Pi$ and $\Pi^1$:
Lemma 3.3 Let $K \in \mathcal{T}_h^1$ and $q \in H^{s+1}(K)$, $s \geq 0$. Then
\[
\|q - \Pi q\|_{0,K} + h_K^{\frac{1}{2}} \|q - \Pi q\|_{0,\partial K} \leq C h_K^{\min(s,t)+1} \|q\|_{s+1,K}.
\]
Moreover, for $u^1 \in H^{s+2}(K)$ with $s \geq 0$, we have
\[
|u^1 - \Pi^1 u^1|_{r,K} \leq C h_K^{\min(s+1,k)+1-r} \|u^1\|_{s+2,K}, \quad r = 0, 1,
\]
\[
\|u^1 - \Pi^1 u^1\|_{0,\partial K} \leq C h_K^{\min(s+1,k)+\frac{1}{2}} \|u^1\|_{s+2,K}.
\]
The constants $C$ solely depend on $\sigma$ in inequality (30), on the dimension of $\mathcal{S}(K)$ and $\mathcal{R}(K)$, on $d$ and $s$.

We will also need the following standard inverse estimate:

Lemma 3.4 There is a positive constant $C_{inv}$ that solely depends on $\sigma$ in inequality (30), on the dimension of $\mathcal{R}(K)$ and on $d$, such that for all $s \in \mathcal{R}(K)^d$ we have $\|s\|_{0,\partial K} \leq C_{inv} h_K^{-1/2} \|s\|_{0,K}$, for all $K \in \mathcal{T}_h^1$.

In the following two subsections, estimates of $K_A$ and $K_B$ are given. The proof of Theorem 3.1 will then directly follow by applying the results of Corollaries 3.1 and 3.2 below to Lemmas 3.1 and 3.2.

3.3.1 The functional $K_A$

By using Cauchy-Schwarz’s inequality, the approximation properties in (28)–(29) and in Lemma 3.3, as well as the definition of $\alpha$ in (32), we can prove the following approximation results for the bilinear forms of our coupled method (similar arguments are used in [14, Section 3.2]).

Proposition 3.1 Assume inclusions (34) to hold true, and $\alpha$ to be of the form (32). Then, if $q \in H^{s+1}(\Omega_1)^d$, $u^1 \in H^{s+2}(\Omega_1)$, $u^2 \in H^{s+2}(\Omega_2)$, $r \in H^{l+1}(\Omega_1)^d$, $v^1 \in H^{l+1}(\Omega_1)$, $v^2 \in H^{l+1}(\Omega_2)$, for $s, t \geq 0$, we have the estimates
\[
|a(q - \Pi q, r - \Pi r)| \leq C h^{\min(s,t)+\min(t,l)+2} \|q\|_{s+1,\Omega_1} \|r\|_{l+1,\Omega_1},
\]
\[
|b(u^1 - \Pi^1 u^1, r - \Pi r)| \leq C h^{\min(s+1,k)+\min(t,l)+1} u^1 \|s+2,\Omega_1\| \|r\|_{l+1,\Omega_1},
\]
\[
|c(u^1 - \Pi^1 u^1, v^1 - \Pi^1 v^1)| \leq C h^{\min(s+1,k)+\min(t+1,k)+1+\omega} u^1 \|s+2,\Omega_1\| v^1 \|l+2,\Omega_1\|,
\]
\[
|m(u^2 - \Pi^2 u^2, v^2 - \Pi^2 v^2)| \leq C h^{\min(s+1,m)+\min(t+1,m)+1+\omega} u^2 \|s+2,\Omega_2\| v^2 \|l+2,\Omega_2\|,
\]
\[
|s(q - \Pi q, v^2 - \Pi^2 v^2)| \leq C h^{\min(s,t)+\min(t+1,m)+1} \|q\|_{s+1,\Omega_1} \|v^2\|_{l+2,\Omega_2},
\]
\[
|t(u^1 - \Pi^1 u^1, v^2 - \Pi^2 v^2)| \leq C h^{\min(s+1,k)+\min(t+1,m)+1+\omega} u^1 \|s+2,\Omega_1\| v^2 \|l+2,\Omega_2\|,
\]
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with $C$ depending on the constants in the approximation assumptions (28)-(29), in the approximation results of Lemma 3.3, on $|\beta|$ and on $\vartheta$ in the definition (32) of $\alpha$, but independent of the mesh-size $h$.

In the situations encountered in Lemmas 3.1 and 3.2, we obtain the following estimates for the functional $K_A$.

**Corollary 3.1** Assume inclusions (34) to hold true, with $k, m \geq 1$ and $\ell \geq 0$, and the coefficient $\alpha$ to be of the form (32), with $-1 \leq \omega \leq 1$. Assume the solution $u$ of problem (1) to belong to $H^{s+2}(\Omega)$ with $s \geq 0$, and denote by $(q, u^1, u^2)$ the corresponding solution of problem (2)-(10). Then

$$K_A(q, u^1, u^2; q, u^1, u^2) \leq C_1 h^{2\min(s+1, k, m, \ell+1)} \|u\|_{s+2}^2.$$ 

Furthermore, let $z \in H^2(\Omega)$ be the solution of the adjoint problem (40) with right-hand side $\lambda \in L^2(\Omega)$, and assume the elliptic regularity inequality (41). Denote by $(z^1, z^2)$ the corresponding solution of (42)-(43) and set $\zeta = -\nabla z^1$.

Then

$$K_A(q, u^1, u^2; \zeta, z^1, z^2) \leq C_2 h^{\min(s+1, k, m, \ell+1)+1} \|u\|_{s+2} \|\lambda\|_0.$$ 

The constants $C_1$ and $C_2$ depend on the same quantities as the constants $C$ in Proposition 3.1; $C_2$ also depends on the elliptic regularity constant in (41).

**Proof.** The assertions follow immediately from Proposition 3.1, the definitions of $A$ and $K_A$, the special form of $\alpha$ in (32) and from the elliptic regularity estimate (41), yielding $\|\zeta\|_{1, \Omega_1} + \|z^1\|_{2, \Omega_1} + \|z^2\|_{2, \Omega_2} \leq C \|\lambda\|_0$. □

The results of Corollary 3.1 hold true for any choice of the projections $\Pi$, $\Pi^1$ and $\Pi^2$ satisfying the approximation properties in (28)-(29) and in Lemma 3.3. The particular choice of $\Pi$ and $\Pi^1$ as $L^2$-projections as well as hypothesis (31) and inclusions (33) have not been invoked so far and will be exploited in the investigation of the functional $K_B$.

### 3.3.2 The functional $K_B$

In this subsection we determine the functional $K_B$ reflecting the approximation properties in (39). We start by noting that, after simple algebraic manipulation, we can write

$$|A(q - \Pi q, \pm(u^1 - \Pi^1 u^1), \pm(u^2 - \Pi^2 u^2); r, \pm v^1, \pm v^2)| \leq T_1 + T_2 + T_3,$$
where

\[
T_1 = \left| \int_{\Omega_1} (q - \Pi q) \cdot r \, dx \right| + \left| \int_{\Omega_2} \nabla (u^2 - \Pi^2 u^2) \cdot \nabla v^2 \, dx \right| + \sum_{K \in T_h} \int_K [(u^1 - \Pi^1 u^1) \nabla \cdot r + (q - \Pi q) \cdot \nabla v^1] \, dx,
\]

\[
T_2 = \left| \int_{\mathcal{E}_x} \left( \left\| u^1 - \Pi^1 u^1 \right\| + \beta \left\| u^1 - \Pi^1 u^1 \right\| \right) [r] \, ds \right| + \left| \int_{\Gamma_b} (u^1 - \Pi^1 u^1) \mathbf{r} \cdot \mathbf{n} \, ds \right| + \left| \int_{\Gamma} (u^2 - \Pi^2 u^2) \mathbf{r} \cdot \mathbf{n}_1 \, ds \right|
\]

\[
T_3 = \left| \int_{\mathcal{E}_x} \left( \pm \left\| q - \Pi q \right\| + \beta \left\| q - \Pi q \right\| - \alpha [u^1 - \Pi^1 u^1] \right) \left\| v^1 \right\| \, ds \right| + \left| \int_{\Gamma_b} \left( \pm (q - \Pi q) \right) \mathbf{n} - \alpha (u^1 - \Pi^1 u^1) \right) \mathbf{v}^1 \, ds \right| + \left| \int_{\Gamma} \left( \pm (q - \Pi q) \right) \mathbf{n}_1 (v^1 - v^2) \, ds \right| + \left| \int_{\Gamma} \left( \alpha (u^2 - \Pi^2 u^2) - (u^1 - \Pi^1 u^1) \right) (v^1 - v^2) \, ds \right|
\]

Estimates of the terms \( T_1, T_2 \) and \( T_3 \) are given by the following proposition.

**Proposition 3.2** Assume hypothesis (31) on the meshes to be satisfied, inclusions (33) and (34) to hold true, and the coefficient \( \alpha \) to be of the form (32). Then, if \( q \in H^{s+1}(\Omega_1)^d, u^1 \in H^{s+2}(\Omega_1) \) and \( u^2 \in H^{s+2}(\Omega_2) \), for \( s \geq 0 \), and \( (r, v^1, v^2) \) \( Q_h \times V_h \times W_h \), the terms \( T_1, T_2 \) and \( T_3 \) above can be estimated by

\[
T_1 \leq C \left( \mathcal{A}(r, v^1, v^2) \right) \left( h^{(s+1,m)} \int_{s+2,\Omega_2} u^2 \right) \]

\[
T_2 \leq C \left( \mathcal{A}(r, v^1, v^2) \right) \left( h^{(s+1,k)} \int_{s+2,\Omega_1} u^1 \right) + h^{(s+1,m)} \int_{s+2,\Omega_2} u^2,
\]

\[
T_3 \leq C \left( \mathcal{A}(r, v^1, v^2) \right) \left( h^{(s+1,k)} \int_{s+1,\Omega_1} \mathbf{q} \right) + h^{(s+1,k)} \int_{s+2,\Omega_1} u^1 + h^{(s+1,m)} \int_{s+2,\Omega_2} u^2,
\]

with \( C \) depending on the constants in the approximation assumptions (28)–(29), in the approximation results of Lemma 3.3 and in the inverse inequality of Lemma 3.4, on \( \left\| \beta \right\|, \vartheta \) in the definition (32) of \( \alpha \), and on \( \delta \) in assumption (31), but independent of the mesh-size \( h \).

**Proof.** Since \( \Pi \) is the \( L^2 \)-projection onto \( Q_h \), the first term in \( T_1 \) is zero. Furthermore, due to inclusions (33), \( \int_K (u^1 - \Pi^1 u^1) \nabla \cdot r \, dx = 0 \) and \( \int_K (q - \Pi q) \nabla \cdot r \, dx = 0 \) hold. Therefore, the estimate for \( T_1 \) follows from the inverse inequality (32) and the approximation assumptions (28)–(29). Similarly, the estimates for \( T_2 \) and \( T_3 \) can be derived from the approximation assumptions and the inverse inequality. 
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\( \Pi q \cdot \nabla v^1 \, d\mathbf{x} = 0 \), and hence also the third term in \( T_1 \) is zero. Then, by Cauchy-Schwarz’s inequality and the definition of the seminorm \( | \cdot |_A \), we get \( T_1 \leq |(r, v^1, v^2)|_A \| \nabla (u^2 - \Pi^2 u^2) \|_{0, \Omega_2} \). The result for \( T_1 \) now follows from the approximation property (28).

For \( T_2 \), we apply Cauchy-Schwarz’s inequality with weight \( \sqrt{\chi} \), where \( \chi(\mathbf{x}) = h_K \), if \( \mathbf{x} \in \Gamma^1_N \) or \( \mathbf{x} \in \Gamma \), and \( K \) is the element of \( T_h^1 \) the point \( \mathbf{x} \) belongs to, and \( \chi(\mathbf{x}) = \min \{ h_K, h_K' \} \), if \( \mathbf{x} \) belongs to a face of \( \mathcal{E}_T \), and \( \mathbf{x} \in \langle K, K' \rangle \). In this way we obtain

\[
T_2 \leq \left( \int_{\mathcal{E}_T} \chi[r]^2 \, ds + \int_{\Gamma^1_N} \chi[r \cdot n]^2 \, ds + \int_{\Gamma} \chi[r \cdot n_1]^2 \, ds \right)^{\frac{1}{2}} \\
+ \left( \int_{\mathcal{E}_T} \frac{1}{\chi} (\| u^1 - \Pi^1 u^1 \| + \beta \cdot \| u^1 - \Pi^1 u^1 \|) \, ds \\
+ \int_{\Gamma^1_N} \frac{1}{\chi} |u^1 - \Pi^1 u^1|^2 \, ds + \int_{\Gamma} \frac{1}{\chi} |u^2 - \Pi^2 u^2|^2 \, ds \right)^{\frac{1}{2}}.
\]

By using the inverse inequality of Lemma 3.4, the first factor can be estimated as follows:

\[
\int_{\mathcal{E}_T} \chi[r]^2 \, ds + \int_{\Gamma^1_N} \chi[r \cdot n]^2 \, ds + \int_{\Gamma} \chi[r \cdot n_1]^2 \, ds \\
\leq \sum_{K \in T_h^1} \sum_{e \in \partial K} \int_{e} 2 \chi |r \cdot n_K|^2 \, ds \\
\leq 2 \chi^\partial_K \| r \cdot n_K \|_{0, \partial K}^2 \\
\leq 2 C_{\text{inv}} \sup_{K \in T_h^1} \frac{\chi^\partial_K}{h_K} \| r \|_{0}^2 \leq 2 C_{\text{inv}} \| r \|_{0}^2 \leq 2 C_{\text{inv}} |(r, v^1, v^2)|_A^2,
\]

where \( \chi^\partial_K = \sup \{ \chi(\mathbf{x}) : \mathbf{x} \in \partial K \} \). Then

\[
T_2 \leq \sqrt{2} C_{\text{inv}} \left( \int_{\mathcal{E}_T} \frac{1}{\chi} \| u^1 - \Pi^1 u^1 \| \, ds + \beta \cdot \| u^1 - \Pi^1 u^1 \|^2 \, ds \\
+ \int_{\Gamma^1_N} \frac{1}{\chi} |u^1 - \Pi^1 u^1|^2 \, ds + \int_{\Gamma} \frac{1}{\chi} |u^2 - \Pi^2 u^2|^2 \, ds \right)^{\frac{1}{2}} |(r, v^1, v^2)|_A.
\]

The result for \( T_2 \) now follows from the estimates in Lemma 3.3 and estimates (29), owing to the hypothesis (31) on the mesh.
Consider now $T_3$. Using Cauchy-Schwarz’s inequality with weight $\sqrt{\alpha}$ for the terms involving $q - \Pi q$, we get

\[
T_3 \leq |(r, v^1, v^2)|_A \left( \int_{\mathcal{E}_x} \frac{1}{\alpha} \|q - \Pi q\|^2 ds 
+ \int_{\mathcal{E}_x} \alpha \|u^1 - \Pi u^1\|^2 ds 
+ \int_{\Gamma} \frac{1}{\alpha} |(q - \Pi q) \cdot n_1|^2 + \alpha |u^1 - \Pi u^1|^2 + \alpha |u^2 - \Pi u^2|^2 ds \right)^{\frac{1}{2}}.
\]

Again by using the estimates in Lemma 3.3 and estimates (29), and taking into account hypothesis (31), we obtain the final estimate for $T_3$. \(\square\)

In the situations of Lemmas 3.1 and 3.2, the functional $K_B$ can be estimated as follows.

**Corollary 3.2** Assume hypothesis (31) on the meshes to be satisfied, inclusions (33) and (34) to hold true with $k, m \geq 1$ and $\ell \geq 0$, and the coefficient $\alpha$ to be of the form (32), with $-1 \leq \omega \leq 1$. Assume the solution $u$ of problem (1) to belong to $H^{s+2}(\Omega)$ with $s \geq 0$, and denote by $(q, u^1, u^2)$ the solution of problem (2)–(10). Then

\[
K_B(q, u^1, u^2) \leq C_1 h^{\min(s+\frac{1}{2}-\omega, m, k, \ell+\frac{1}{2}-\omega)} \|u\|_{s+2}.
\]

Furthermore, assume the elliptic regularity inequality (41) and let $z \in H^2(\Omega)$ be the solution of the adjoint problem (40) with right-hand side $\lambda \in L^2(\Omega)$. Denote by $(z^1, z^2)$ the corresponding solution of (42)–(43) and set $\zeta = -\nabla z^1$. Then

\[
K_B(\zeta, z^1, z^2) \leq C_2 h^{\frac{1}{2}-\omega} \|\lambda\|_0.
\]

The constants $C_1$ and $C_2$ depend on the same quantities as the constants $C$ in Proposition 3.2; $C_2$ also depends on the elliptic regularity constant in (41).

**Proof.** Taking into account the definition of $K_B$ in (39), the assertions directly follow from the application of the estimates of Proposition 3.2 to the terms $T_1$, $T_2$, $T_3$. \(\square\)

The proof of Theorem 3.1 now directly follows by applying the results of Corollaries 3.1 and 3.2 to Lemmas 3.1 and 3.2.
4 Numerical results

In this section, we present a series of numerical experiments carried out on the four two–dimensional test cases described in Section 4.1. Their purpose is to validate the theoretical results proved in Section 3 in both the cases of matching and non–matching grids consisting of triangles. Numerical results in the context of the modeling of rotating electrical machines were presented in [3]. In Section 4.2, we display results for equal order approximations of the lowest order, that is $P^1$–elements for $u^1$, $u^2$ and $q$, while the performance of mixed order approximations of the lowest order, that is $P^1$–elements for $u^1$, $u^2$ and piecewise constants for $q$, is investigated in Section 4.3.

4.1 Test Cases

In all our experiments, the computational domain is chosen as the rectangle $\Omega = (-1,1) \times (-1.2, 1.2)$. We consider the following four test cases.

Test case 1: We solve the model problem (1) with homogeneous Dirichlet boundary conditions on the whole boundary $\partial \Omega$ and $f$ chosen such that the exact solution is $u(x, y) = \cos \left(\frac{\pi}{2} x\right) \cos \left(\frac{\pi}{2.4} y\right)$. The LDG region $\Omega_1$ is the horizontal strip $(-1,1) \times (0.3, 0.3)$, and the domain $\Omega$ is meshed with matching grids. We use a sequence of four non–nested grids with decreasing mesh–sizes with a reduction factor 2. The numbers of elements of these grids are 8 (of which in $\Omega_1$), 144 (32 in $\Omega_1$), 576 (128 in $\Omega_1$) and 2304 (512 in $\Omega_1$). The second and third meshes are depicted in Figure 1, top.

Test case 2: We consider the same model problem as in case 1, but we mesh independently the domain $\Omega$ in the two subregions $(-1,1) \times (-1.2, 0)$ and $(-1,1) \times (0, 1.2)$, giving rise to possibly non–matching grids along the line $(-1,1) \times \{0\}$. In this case, we define the LDG region on each mesh as the union of all the elements having at least one vertex on $(-1,1) \times \{0\}$, in order to show that we obtain the predicted orders of convergence also with mesh–dependent decompositions of the domain. We use a sequence of four non–nested grids with decreasing mesh–sizes with a reduction factor 2, with hanging nodes on the line $(-1,1) \times \{0\}$. The numbers of elements are 80 (23 of which in the LDG region), 320 (47 in the LDG region), 1280 (95 in the LDG region) and 5120 (191 in the LDG region). The second and third meshes are depicted in Figure 1, bottom.

Test case 3: In order to validate the theoretical results also for inhomogeneous Dirichlet boundary conditions imposed on a part of the boundary where the LDG and the conforming region meet, we solve the model problem (1) with $f(x, y) = 3$, homogeneous Neumann boundary conditions on the
Figure 1: Grids used in the numerical experiments; non-nested grids with 144 and 576 elements with no hanging nodes (top), and with 320 and 1280 elements with hanging nodes on the line $y = 0$ (bottom). The LDG region is shadowed.

sides of the rectangle $\Omega$ with $y = \pm 1.2$, and Dirichlet boundary conditions $u(-1, y) = 0$ and $u(1, y) = 1$; the exact solution is then the quadratic function $u(x, y) = -\frac{3}{2}x^2 + \frac{1}{2}x + 2$. We use the same matching grids and LDG regions as in test case 1.

Test case 4: The last test case consists in solving the same problem as in case 3 discretized with the same sequence of non-matching grids and LDG regions as in test case 2.
4.2 Results for equal order approximations

In this subsection we present results for equal order approximations of the lowest order, i.e., all the solution components are approximated by $P^1$-elements. We start by discussing the choice of the parameters $\alpha$ and $\beta$.

It has been proved in [17] that the LDG method with $Q^k$-elements on Cartesian grids superconverges provided that $\beta$ is chosen in a suitable way. However, this phenomenon has not been observed, in general, on unstructured triangular meshes, and a choice of $\beta$ that yields a better accuracy of the LDG method in the case of purely elliptic problems discretized with unstructured grids still remains to be devised. In [14], for instance, numerical experiments with unstructured grids are displayed where $\beta$ is taken normal to the element edges and of modulus $1/2$. This choice, that can be considered as the analogon of the superconvergent flux on structured meshes, did not yield more accurate results. In our experiments, an essential difference in the results was not discovered either when varying $\beta$ in a wide range. Thus, in the following, all the experiments are shown with $\beta = (1, 1)$. Furthermore, the theoretical results predict a loss of half a power of $h$ in the order of convergence for the $L^2$-error in $u$ if the parameter $\alpha$ is chosen of order 1, whereas the optimal order is obtained with $\alpha = O(1/h)$. In all the numerical tests we performed, we did not observe this loss in the rate of convergence for $\alpha$ constant (the same situation occurred in [14]), indicating that the results in Theorem 3.1 might be not sharp in this case. To demonstrate this phenomenon, we compare in Table 2 the errors and the reduction factors of the errors for $\alpha = 1$ and $\alpha = 1/h$ in the first test case.

<table>
<thead>
<tr>
<th>stabilization</th>
<th>reduction</th>
<th>$A$-seminorm</th>
<th>$L^2$-norm of $u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
<td>in $h$</td>
<td>error</td>
<td>error</td>
</tr>
<tr>
<td>$\alpha = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>3.2093e-1</td>
<td>1.9781</td>
<td>3.0443e-2</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5999e-1</td>
<td>2.0060</td>
<td>7.4957e-3</td>
</tr>
<tr>
<td>2.0</td>
<td>7.9796e-2</td>
<td>2.0050</td>
<td>1.8586e-3</td>
</tr>
<tr>
<td>$\alpha = 1/h$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>3.2238e-1</td>
<td>1.9812</td>
<td>3.0750e-2</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6047e-1</td>
<td>2.0089</td>
<td>7.5714e-3</td>
</tr>
<tr>
<td>2.0</td>
<td>7.9979e-2</td>
<td>2.0064</td>
<td>1.8768e-3</td>
</tr>
</tbody>
</table>

Table 2: Test case 1: comparison of the choices $\alpha = 1$ and $\alpha = 1/h$. The errors and the reduction factors with respect to the previous coarser grid are reported.
The orders of convergence of \( O(h) \) for the \( A \)-seminorm of the error and of \( O(h^2) \) for the \( L^2 \)-norm of the error in \( u \) are clearly obtained in both cases. Note also that the actual magnitude of the errors are the same, independently of how \( \alpha \) is chosen. Therefore, in all the following experiments with equal order approximation, we only show the results obtained for \( \alpha = 1 \). We also emphasize that we observed the same orders of convergence separately in the LDG and in the conforming regions, that is, \( O(h^2) \) for the \( L^2 \)-norm of the error in \( u^1 \) and \( u^2 \), and \( O(h) \) for the \( L^2 \)-norm of the error in \( q \) and for the \( H^1 \)-seminorm of the error in \( u^2 \).

The same orders of convergence are also obtained when using the four meshes with hanging nodes with the mesh-dependent LDG region defined in test case 2. The corresponding results, together with those related to test cases 3 and 4, are reported in Table 3. Again, we point out that we observed the same orders of convergence separately in the LDG and in the conforming regions.

Finally, we want to stress the gain in terms of computational cost without loss in the approximation properties when a mesh-dependent the LDG region is chosen. To this aim, we compare the achieved accuracy for test cases 1 (fixed LDG region) and 2 (mesh-dependent LDG region) with respect to the number of non-zero entries in the coefficient matrix of the resulting algebraic linear system, after elimination of the variable \( q \) in terms of \( u^1 \) in the LDG.

<table>
<thead>
<tr>
<th>reduction in ( h )</th>
<th>( A )-seminorm error reduction</th>
<th>( L^2 )-norm of ( u ) error reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>test case 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>4.1970e-1</td>
<td>5.4264e-2</td>
</tr>
<tr>
<td>2.0</td>
<td>2.2287e-1 1.8832</td>
<td>1.4189e-2 3.8245</td>
</tr>
<tr>
<td>2.0</td>
<td>1.1428e-1 1.9501</td>
<td>3.6103e-3 3.9300</td>
</tr>
<tr>
<td>2.0</td>
<td>5.7895e-2 1.9740</td>
<td>9.1301e-4 3.9543</td>
</tr>
<tr>
<td>test case 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>4.5064e-1 2.0970</td>
<td>4.2282e-2 4.3209</td>
</tr>
<tr>
<td>2.0</td>
<td>2.3234e-1 2.0186</td>
<td>1.0480e-2 4.0347</td>
</tr>
<tr>
<td>2.0</td>
<td>1.1129e-1 2.0058</td>
<td>2.6111e-3 4.0135</td>
</tr>
<tr>
<td>test case 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>6.3781e-1</td>
<td>8.5141e-2</td>
</tr>
<tr>
<td>2.0</td>
<td>3.3366e-1 1.9116</td>
<td>2.1956e-2 3.8778</td>
</tr>
<tr>
<td>2.0</td>
<td>1.7076e-1 1.9539</td>
<td>5.6075e-3 3.9155</td>
</tr>
<tr>
<td>2.0</td>
<td>8.6465e-2 1.9749</td>
<td>1.4216e-3 3.9445</td>
</tr>
</tbody>
</table>

Table 3: Errors and reduction factors for test cases 2, 3 and 4 with \( \alpha = 1 \).
elements. The size of the final algebraic system equals the number of nodes in the conforming region plus three times the number of the elements in the LDG region. For test case 1, the system sizes are 52, 178, 658 and 2530, and the numbers of the non-zero entries in the coefficient matrices are 408, 1990, 8466 and 34690, whereas for test case 2 the system sizes are 113, 309, 941 and 3165 and the non-zeroes in the matrices are 1557, 3945, 10401 and 30033. The diagram in Figure 2 shows that the same accuracy in both the $A$-seminorm and the $L^2$-norm of $u$ can be obtained, with a much lower computational cost for test case 2.

4.3 Results for mixed order approximations

In this subsection we display results obtained by using $P^1$-elements for $u^1$, $u^2$, and piecewise constants for $q$. As in Section 4.2 we take $\beta = (1, 1)$, and we report in Table 4 the errors and the reduction factors of the errors for test case 1, with the choices of $\alpha = 1$ and $\alpha = 1/h$. In the following, we restrict ourselves to the choice $\alpha = 1/h$, according to the theoretical results in Theorem 3.1, and show in Table 5 the corresponding results for the test cases 2, 3 and 4. In all cases we obtain the expected convergence rates. Note, however, that for the second test case the reduction factors in the error of $u$ are slightly better than 4, indicating that the asymptotic regime has not
<table>
<thead>
<tr>
<th>stabilization parameter</th>
<th>reduction in $h$</th>
<th>$A$-seminorm error reduction</th>
<th>$L^2$-norm of $u$ error reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-$</td>
<td>7.1111e-1 $-$</td>
<td>2.2565e-1 $-$</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>3.6480e-1 1.9493</td>
<td>1.2245e-1 1.8428</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.8374e-1 1.9854</td>
<td>6.2942e-2 1.9454</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>9.2018e-2 1.9968</td>
<td>3.2590e-2 1.9313</td>
</tr>
<tr>
<td>$\alpha = 1/h$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-$</td>
<td>7.0733e-1 $-$</td>
<td>1.3916e-1 $-$</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>3.5965e-1 1.9667</td>
<td>3.7575e-2 3.7035</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.7997e-1 1.9984</td>
<td>9.5550e-3 3.9325</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>8.9870e-2 2.0026</td>
<td>2.4274e-3 3.9363</td>
</tr>
</tbody>
</table>

Table 4: Test case 1 with $P^0$-elements for $q$: comparison of the choices $\alpha = 1$ and $\alpha = 1/h$. The errors and the reduction factors with respect to the previous coarser grid are reported.

been reached in this case. Comparing the actual sizes of the errors with those obtained in Section 4.2 we see that the results with equal order approximations are slightly more accurate, although they are of the same order of magnitude. The orders of convergence of $O(h)$ for the $A$-seminorm of the error and of $O(h^2)$ for the $L^2$-norm of the error in $u$ are observed for $\alpha = O(1/h)$, whereas $\alpha = 1$ yields a loss of one power of $h$ in the rate of convergence of the $L^2$-norm of the error in $u$, as proved in Theorem 3.1. However, the predicted loss of half a power of $h$ in the rate of convergence of the $A$-seminorm is not be observed in this case.

Despite of the optimality of the error estimates when a lower order approximation is used for $q$, the equal order approximation seems to be preferable from a computational point of view. We compare in Figure 3 the equal and mixed order approximations for test cases 1 (top) and 2 (bottom), in terms of achieved accuracy and number of non–zeros in the coefficient matrix of the algebraic linear system. Note that taking this number as a measure of the computational cost does not take into account the additional cost of inverting local element matrices for the elimination of $q$ in the equal order approximation. Since this is not relevant for small LDG regions and low order approximations, and can be simplified anyway by a suitable choice of the shape functions (see [22]), the adopted measure can be considered as fair for our purposes. The numbers of non–zeroses in the coefficient matrices are 400, 1982, 8458, 34682 (case 1) and 1545, 3933, 10389, 30021 (case 2) for the mixed order approximation, 408, 1990, 8466, 34690 (case 1) and 1557, 3945, 10401, 30033 (case 2) for the equal order approximation. Figure 3 shows that, with
Table 5: Test cases 2, 3 and 4 with $P^0$-elements for $q$ and $\alpha = 1/h$.

the same computational cost, the accuracy obtained with the equal order approximation, in both the $A$-seminorm and in the $L^2$-norm of $u$, is slightly better than the one obtained with the mixed approach. Moreover, for a given mesh, the numbers of non-zeroes in the matrices are of the same magnitude for the two methods. Consequently, it seems not to be inefficient in practice to use the equal order approach, as also concluded in [18] for the Stokes problem.

5 Conclusions

A formulation coupling LDG and standard conforming elements for elliptic problems has been presented and analyzed, and numerical experiments validating the theoretical results have been carried out, using matching and non-matching grids. The subdomains where the different formulations are applied can be chosen arbitrarily, without affecting the order of convergence of the global method. This allows for the full exploitation of the advantages of each of the used formulations, for example, the lower computational cost of the conforming method and the ease to deal with hanging nodes of the LDG method. Despite of the optimality of the error estimates when a lower order approximation is used for $q$, an equal order approximation for all the variables seems to be preferable. In fact, numerical experiments showed a slightly better accuracy in this case, while the computational costs remained comparable.
Figure 3: Test cases 1 (top) and 2 (bottom): comparison of equal order approximation with $\alpha = 1$, and mixed order approximation with $\alpha = 1/h$, in terms of computational cost and achieved accuracy ($\mathcal{A}$-seminorm of the error and $L^2$-norm of the error in $u$).
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