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Abstract. Nonconvex variational problems arise in models for the equilibria of crystals and other ordered materials. The solution of these variational problems must be described in terms of a microstructure rather than in terms of a deformation. Moreover, the numerical approximation of the deformation gradient often does not converge strongly as the mesh is refined. Nevertheless, the probability distribution of the deformation gradients near each material point does converge. In [6], we introduced a metric to analyze this convergence. In this paper, we give an optimal order error estimate for the convergence of the deformation gradient in a norm which is stronger than the metric in [6].
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1. Introduction. Nonconvex variational problems often arise in the modeling of the equilibria of crystals or other ordered states [2]–[9], [11]–[20]. For instance, the free energy for a solid crystal which has symmetry-related (martensitic) variants will have multiple, distinct energy wells. These variational problems may fail to attain a minimum value for any admissible deformation. Rather, the deformation gradients of minimizing sequences can have oscillations which do not converge strongly enough to evaluate nonlinear integrals of the deformation gradient such as the bulk energy functional. Nevertheless, the solution to these variational problems can be described in terms of an appropriate mathematical description of microstructure such as the Young measure [2]–[5], [15]–[20].

A continuum theory to describe the equilibria of crystals such as CuZn, CuAlNi, NiAl, and InTl which have symmetry-related variants has been recently developed [2]–[9], [11]–[20]. A corresponding theory of microstructure using the concept of the Young measure or parametrized measure has also been recently developed to describe solutions to the variational problems given by the above continuum theory [2]–[5], [15]–[20]. This theory of microstructure gives a calculus for the computation of macroscopic properties of the crystals.

We have reported computational results for two and three-dimensional models which give oscillations in the gradient on the scale of the mesh [7]–[9]. These oscillations do not
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converge strongly in any $L^p$ space, even locally, as the mesh is refined. However, the probability distribution of the deformation gradients near each material point does converge to a Young measure (or parametrized measure). We introduced a metric to analyze this convergence in [6], and we obtained a $O(h^{1/4})$ convergence rate in this metric for a one-dimensional model problem by obtaining error estimates for the probability distribution of the deformation gradient near each point. In this paper, we utilize some new analytic methods to obtain an optimal order $O(h)$ error estimate for the deformation gradient in a norm with a stronger topology than the metric in [6] as well as other improved estimates.

We define the mathematical problem and the norm in §2, and we give the main results in that section. In §3 we prove the main results for problems with unconstrained boundary conditions. We give the extension of these results to the Dirichlet problem in §4. The optimality of the order of the error estimates in given in §5.

2. Convergence of the deformation gradient. We denote by $L^p$ for $1 \leq p \leq \infty$ with norm $|v|_{L^p}$ the usual space of Lebesgue measurable functions [22] on $I \equiv (0, 1)$ such that

$$|v|_{L^p} \equiv \left[ \int_0^1 |v(x)|^p \, dx \right]^{1/p} < \infty \quad \text{for } 1 \leq p < \infty$$

and

$$|v|_{L^\infty} \equiv \text{ess sup}_{x \in I} |v(x)| < \infty.$$

We then denote the Sobolev space $H^1$ [1] by

$$H^1 = \{ v \in L^2 : v' \in L^2 \}.$$

The energy density $\phi(s)$ for our model of a one-dimensional crystal satisfies

$$\lambda_1 \min\{(s - s_L)^2, (s - s_U)^2\} \leq \phi(s) \leq \lambda_2(|s| + 1)^2 \quad \text{for all } s \in \mathbb{R},$$

(2.1)

$$\phi(s_L) = \phi(s_U) = 0$$

where $\lambda_1$ and $\lambda_2$ are material constants, $s$ is the linear strain, and $s_L$ and $s_U$ with $s_L < s_U$ represent the transformation strains for the martensitic variants. We note that by Lemma 2 it follows that the energy density need be defined (and satisfy) (2.1) only in a neighborhood of $\{s_L, s_U\}$. A derivation of the energy density (2.1) from a three-dimensional physical model with one-dimensional symmetry is given in [2]. We model the bulk energy of a martensitic one-dimensional crystal [2] by

$$E(v) = \int_0^1 \left[ \phi(v'(y)) + (v(y) - f(y))^2 \right] \, dy,$$

(2.2)

where $v(x)$ is a scalar-valued displacement and

$$f(y) = sy + b \quad \text{for } x \in I$$
for \( \bar{s} \) satisfying \( s_L < \bar{s} < s_U \). The functional \( \mathcal{E}(v) \) is well-defined for \( v \in H^1 \). It is well-known (see Lemma 1 below, for instance) that

\[
\inf_{v \in H^1} \mathcal{E}(v) = 0,
\]

but that there does not exist \( u \in H^1 \) such that \( \mathcal{E}(u) = 0 \). (To see this, assume that \( \mathcal{E}(u) = 0 \). Since \( \int_0^1 (u(x) - f(x))^2 \, dx = 0 \), we have that \( u(x) = f(x) \) a.e. Thus, \( \phi(u') = \phi(f') = \phi(\bar{s}) > 0 \). So, \( \int_0^1 \phi(u'(x)) \, dx > 0 \). This contradicts the assumption that \( \mathcal{E}(u) = 0 \).)

We shall give an optimal order error analysis for the minimization of the functional \( \mathcal{E} \) over finite element spaces, \( \mathcal{M}_h \). To define \( \mathcal{M}_h \), let the mesh length \( h = 1/M \) for some \( M \in \mathbb{N} \); let the vertex points \( x_i = ih \) for \( i = 0, \ldots, M \); and let the subintervals \( I_i = (x_{i-1}, x_i) \) for \( i = 1, \ldots, M \). The finite element space \( \mathcal{M}_h \) is defined to be the space of piecewise linear, continuous functions

\[
\mathcal{M}_h \equiv \{ v \in C(I) : v|_{I_i} \text{ is linear for } i = 1, \ldots, M \}.
\]

The approximate solutions \( u_h \in \mathcal{M}_h \) satisfy

\[
(2.3) \quad \mathcal{E}(u_h) = \min_{v_h \in \mathcal{M}_h} \mathcal{E}(v_h) \equiv E_h.
\]

The following lemma was proven in [6]. For completeness, we give a more elementary proof in §3.

**Lemma 1.** The energy \( E_h \) converges to 0 at the rate given by

\[
E_h \leq \frac{(s_U - s_L)^2 h^2}{4}.
\]

However, \( u_h'(x) \) does not converge as \( h \to 0 \) in any \( L^p \) space, even locally. In [6], it was shown that \( u_h'(x) \) and nonlinear functions of \( u_h'(x) \) converge weakly, though. We introduced a metric for this convergence in [6], and we showed that the convergence rate was \( O(h^{1/4}) \). In this paper, we give a proof that the convergence rate is \( O(h) \) in a norm with a stronger topology than the metric in [6] and we show that this convergence rate is optimal.

Before we define the norm for the convergence of \( u_h'(x) \) we need to recall that we proved in [6] that \( u_h'(x) \) oscillates about a small neighborhood of \( s_L \) and \( s_U \). More precisely, we proved a variant of the following lemma in [6] which we also review in §3.

**Lemma 2.** The approximate strain \( u_h'(x) \) satisfies the bound

\[
(2.4) \quad \max_{x \in I} \min_{z \in I} \{(u_h'(x) - s_L)^2, (u_h'(x) - s_U)^2\} \leq \frac{(s_U - s_L)^2 h}{4 \lambda_1}.
\]
For \( \hat{s} \in \mathbb{R} \) and \( \alpha > 0 \) denote the closed ball of radius \( \alpha \) at \( \hat{s} \) by

\[
B_\alpha(\hat{s}) = \{ s : \hat{s} - \alpha \leq s \leq \hat{s} + \alpha \}
\]

and denote the closed neighborhood \( N_\alpha \) of \( \{s_L, s_U\} \) by

\[
N_\alpha = B_\alpha(s_L) \cup B_\alpha(s_U).
\]

It follows from Lemma 2 that if \( h \leq 4\alpha^2 \lambda_1/(s_U - s_L)^2 \), then

\[
u'_{h}(x) \in N_\alpha \quad \text{for } x \in I.
\]

Equivalently,

\[
u'_{h}(x) \in N_{h^{1/2}(s_U - s_L)/2\lambda_1^{1/2}} \quad \text{for } x \in I.
\]

Our first main theorem states that the approximate strains, \( u'_{h}(x) \), are locally in the state \( s_L \) with probability

\[
(2.5) \quad \gamma = \frac{s_U - \hat{s}}{s_U - s_L}
\]

and are locally in the state \( s_U \) with probability \( 1 - \gamma = (\hat{s} - s_L)/(s_U - s_L) \). In the jargon of the calculus of variations, the measure

\[
(2.6) \quad \nu_x \equiv \gamma \delta_{s_L} + (1 - \gamma) \delta_{s_U} \quad \text{for } 0 < x < 1,
\]

where \( \delta_s \) is the Dirac delta function with unit mass concentrated at \( \hat{s} \) for \( \hat{s} = s_L, s_U \), is the unique Young measure associated with minimizing (2.2).

We define the Sobolev space \( \mathcal{V} \) to be the space of functions \( F(x, s) : I \times N_\alpha \rightarrow \mathbb{R} \) such that

\[
(2.7) \quad \frac{\partial F}{\partial s} \in L^2(I, L^\infty(N_\alpha))
\]

and

\[
\frac{\partial}{\partial x} [F(x, s_U) - F(x, s_L)] \in L^1(I)
\]

with norm (which depends on \( \alpha > 0 \))

\[
\|F\|_\mathcal{V} = \left[ \int_0^1 \left| \frac{\partial F}{\partial s}(x, \cdot) \right|^2_{L^\infty(N_\alpha)} dx \right]^{1/2}
\[
+ |F(0, s_U) - F(0, s_L)| + \int_0^1 \left| \frac{\partial}{\partial x} [F(x, s_U) - F(x, s_L)] \right| dx.
\]

We will prove the following theorem.
THEOREM 1. For \( h \leq \min\{4\lambda_1, 4\alpha^2\lambda_1/(s_U - s_L)^2\} \) and \( F \in V \) we have the estimate

\[
(2.8) \quad \left| \int_0^1 [F(x, u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma) F(x, s_U)] \, dx \right| \leq \left[ \frac{(s_U - s_L)}{2\lambda_1^{1/2}} + \frac{1}{2\lambda_1^{1/2}} + 4 \right] \|F\|_{V h}.
\]

We note that the thermodynamic properties of materials depend nonlinearly on the strain \( s \). Theorem 1 shows that even though \( u_h(x) \to f(x) \) uniformly as \( h \to 0 \) (see Lemma 5), the material property described by the microscopic density \( F(y, s) \) has the macroscopic density (weak limit)

\[
\gamma F(x, s_L) + (1 - \gamma) F(x, s_U)
\]

for the minimizing microstructure for the energy (2.2).

To estimate the rate of convergence of \( u_h'(x) \) we define the operator norm on the dual of \( V, V^* \), by

\[
(2.9) \quad \|L\|_{V^*} = \sup_{F \in V} \frac{|\langle L, F \rangle|}{\|F\|_V}
\]

for \( L \in V^* \). For \( h \leq 4\alpha^2\lambda_1/(s_U - s_L)^2 \), we can identify with \( u_h' \) the functional \( L_{u_h} \in V^* \) defined by

\[
\langle L_{u_h'}, F \rangle = \int_0^1 F(x, u_h') \, dx
\]

and we identify with \( \nu \equiv \gamma \delta_{s_L} + (1 - \gamma) \delta_{s_U} \) the functional \( L_{\nu} \in V^* \) defined by

\[
\langle L_{\nu}, F \rangle = \int_0^1 [\gamma F(x, s_L) + (1 - \gamma) F(x, s_U)] \, dx.
\]

We then have the following theorem which is a direct consequence of (2.8).

THEOREM 2. For \( h \leq \min\{4\lambda_1, 4\alpha^2\lambda_1/(s_U - s_L)^2\} \) we have that

\[
(2.10) \quad \|L_{u_h'} - L_{\nu}\|_{V^*} \leq \left[ \frac{(s_U - s_L)}{2\lambda_1^{1/2}} + \frac{1}{2\lambda_1^{1/2}} + 4 \right] h.
\]

We also have that

\[
\langle L_{u_h'}, F \rangle \leq \|F\|_{L^1(I, C(N_\alpha))} \quad \text{for } F \in L^1(I, C(N_\alpha)).
\]
Thus, \( L_{u_h'} \) is uniformly bounded in the operator norm (with norm 1) in the dual of \( L^1(I, C(\mathcal{N}_\alpha)) \). Since \( V \) is dense in \( L^1(I, C(\mathcal{N}_\alpha)) \) the above result implies that \( L_{u_h'} \to L_v \) as \( h \to 0 \) in the weak* topology of \( L^1(I, C(\mathcal{N}_\alpha))^* \). It is known [10], [23] that

\[
L^1(I, C(\mathcal{N}_\alpha))^* = L^\infty(I, C(\mathcal{N}_\alpha)^*) = L^\infty(I, M(\mathcal{N}_\alpha))
\]

where \( M(\mathcal{N}_\alpha) \) is the space of real Borel measures on \( N_\alpha \) with bounded variation.

Results similar to those described above are given in §4 for the Dirichlet problem to minimize \( \mathcal{E}(v) \) over \( \mathcal{W} \) where

\[
\mathcal{W} \equiv \{ v \in H^1 : v(0) = f(0) \text{ and } v(1) = f(1) \}.
\]

We note that the variational problem

\[
(2.11) \quad \inf_{v \in \mathcal{W}} \int_0^1 \phi(v') \, dy
\]

may have many solutions, both in the sense that the limit of the displacements \( v(x) \) of a minimizing sequence need not be unique and in the sense that the possible Young measure for the strains \( v'(x) \) need not be unique. However, the simplest limit displacement in this case is affine and the unconstrained problem

\[
(2.12) \quad \inf_{v \in H^1} \mathcal{E}(v)
\]

has this as its unique limit displacement. Moreover, in our present situation, the Young measure so generated is also unique. Since the multi-dimensional Dirichlet problem corresponding to (2.11) gives a unique Young measure for appropriate affine boundary conditions [4], we utilize the term

\[
(2.13) \quad \int_0^1 (v(y) - f(y))^2 \, dy
\]

in the definition of \( \mathcal{E}(v) \) to select a unique Young measure analogous to the selection of a unique Young measure for multi-dimensional problems by appropriate Dirichlet boundary conditions. Thus, we consider (2.2) in place of the more traditional variational integral. A mechanical interpretation of the term (2.13) can be obtained from a model of a thin crystal plate glued to a rigid substrate [2].

3. Error estimates for the deformation gradient. We can assume in the following without loss of generality that

\[
f(y) \equiv 0
\]
and
\[ s_L < 0 < s_U. \]

To see this, note that \( v_h(x) + f(x) \in \mathcal{M}_h \) if \( v_h \in \mathcal{M}_h \) and that
\[
\mathcal{E}(v + f) = \int_0^1 \left[ \phi(v'(y) + \tilde{s}) + v(y)^2 \right] dy.
\]

Further, \( \phi(s + \tilde{s}) \) satisfies (2.1) with \( s_L \) replaced by \( s_L + \tilde{s} \) and \( s_U \) replaced by \( s_U + \tilde{s} \) if \( \phi(s) \) satisfies (2.1). We first give a simplified proof of Lemma 1 [6].

**Proof of Lemma 1.** Define \( v_h(x) \in \mathcal{M}_h \) by \( v_h(0) = 0 \) and for \( k = 0, \ldots, M - 1 \),
\[
v_h(x_{k+1}) = \begin{cases} 
  v_h(x_k) + hs_L & \text{if } |v_h(x_k) + hs_L| \leq |v_h(x_k) + hs_U|, \\
  v_h(x_k) + hs_U & \text{if } |v_h(x_k) + hs_L| > |v_h(x_k) + hs_U|.
\end{cases}
\]

Since \( v'_h(x) = s_L \) or \( v'_h(x) = s_U \) for \( x \in I \) we have that \( \phi(v'_h(x)) \equiv 0 \).

Next, we shall show that
\[
v_h(x) \leq (s_U - s_L)h/2 \quad \text{for } x \in I.
\]

Suppose there were a smallest positive integer \( P \) such that
\[
(3.1) \quad v_h(x_P) > (s_U - s_L)h/2.
\]

Since \( v_h(x_P) > v_h(x_{P-1}) \), it follows from the definition of \( v_h(x) \) above that
\[
v_h(x_P) = v_h(x_{P-1}) + hs_U.
\]

However, by (3.1),
\[
v_h(x_P) = v_h(x_{P-1}) + s_U > (s_U - s_L)h/2,
\]

or equivalently, after some elementary algebra,
\[
|v_h(x_{P-1}) + hs_U| = v_h(x_{P-1}) + hs_U > -v_h(x_{P-1}) - hs_L.
\]

Since \( s_L < s_U \) we also have that
\[
|v_h(x_{P-1}) + hs_U| = v_h(x_{P-1}) + hs_U > v_h(x_{P-1}) + hs_L.
\]

Thus, the previous two inequalities imply that
\[
|v_h(x_{P-1}) + hs_U| > |v_h(x_{P-1}) + hs_L|.
\]
This contradicts the definition of $v_h(x)$. The proof that
\[-v_h(x) \leq (s_U - s_L)h/2 \quad \text{for } x \in I\]
is similar. Thus, we have shown that
\[(3.2) \quad |v_h(x)| \leq (s_U - s_L)h/2 \quad \text{for } x \in I.\]
Hence, it follows that
\[
E_h \leq \mathcal{E}(v_h) \leq \max |v_h|^2 \leq \frac{(s_U - s_L)^2 h^2}{4}. \quad \Box
\]

We next prove Lemma 2 which gives a pointwise estimate of the oscillation of $u'_h(x)$ about $s_L$ and $s_U$.

**Proof of Lemma 2.** Since $u'_h(x)$ is piecewise constant on the finite element mesh of length scale $h$, it follows from (2.1) and Lemma 1 that
\[
\lambda_1 \min\{(u'_h(x) - s_L)^2, (u'_h(x) - s_U)^2\}h \leq \phi(u'_h(x))h \leq \frac{(s_U - s_L)^2 h^2}{4}
\]
for $x \in I$. The result (2.4) follows directly from the above estimate. \quad \Box

The next lemma gives an $L^1$ estimate of the oscillation of $u'_h(x)$ about $s_L$ and $s_U$. It will be useful to have the projection operator $\Pi : \mathbb{R} \to \{s_L, s_U\}$ defined by
\[
\Pi s = \begin{cases} 
  s_L & \text{for } s < (s_L + s_U)/2, \\
  s_U & \text{for } s \geq (s_L + s_U)/2.
\end{cases}
\]
Note that
\[
|s - \Pi s|^2 = \min\{(s - s_L)^2, (s - s_U)^2\}
\]
so by (2.1)
\[(3.3) \quad \phi(s) \geq \lambda_1 |s - \Pi s|^2.
\]

**Lemma 3.** We have the estimate
\[(3.4) \quad \int_0^1 |u'_h(x) - \Pi u'_h(x)|^2 \, dx \leq \frac{(s_U - s_L)^2 h^2}{4\lambda_1}.
\]

**Proof of Lemma 3.** The estimate follows easily from (2.1) and Lemma 1 since they imply that
\[
\lambda_1 \int_0^1 |u'_h(x) - \Pi u'_h(x)|^2 \, dx \leq E_h \leq \frac{(s_U - s_L)^2 h^2}{4}. \quad \Box
\]
Lemma 4. We have the bound
\[
\max_{x \in \mathcal{I}} |u_h(x)| \leq \max \left\{ \max_{x \in \mathcal{I}} |u'_h(x)|, s_U, |s_L| \right\} h.
\]

Proof of Lemma 4. Set
\[
\nu = \max \left\{ \max_{x \in \mathcal{I}} |u'_h(x)|, s_U, |s_L| \right\}.
\]
We assume that
\[
(3.5) \quad \max_{x \in \mathcal{I}} |u_h(x)| > \nu h
\]
and we shall show that this leads to a contradiction by constructing \( \hat{u}_h(x) \in \mathcal{M}_h \) such that
\[E(\hat{u}_h) < E(u_h).\]

By (3.5), there exists \( p \) such that \( |u_h(x_p)| \geq |u_h(x_l)| \) for \( l = 0, \ldots, M \) and \( |u_h(x_p)| > \nu h \). First, we show that \( x_p \neq 0 \) and \( x_p \neq 1 \). If \( u_h(0) > \nu h \), then we construct \( \hat{u}_h(x) \in \mathcal{M}_h \) by
\[
\hat{u}_h(x_k) = \begin{cases} 
    u_h(x_1) - s_U h, & \text{for } k = 0 \\
    u_h(x_k), & \text{for } k = 1, \ldots, M.
\end{cases}
\]
Now \( u_h(x_1) > 0 \) since \( u_h(0) > \nu h \) and since \( |u'_h(x)| \leq \nu \) for \( x \in I_1 \). Also, \( |\hat{u}_h(0)| = |u_h(x_1) - s_U h| < h s_U < \nu h \), so \( |\hat{u}_h(x)| < u_h(x) \) for \( x \in I_1 \). Further, \( \hat{u}'_h(x) = s_U \) for \( x \in I_1 \) and \( \hat{u}_h(x) = u_h(x) \) for \( x \in \langle x_1, 1 \rangle \). Thus, we have that
\[E(\hat{u}_h) < E(u_h).\]

Similar arguments for the other cases show that \( x_p \neq 0 \) and \( x_p \neq 1 \).

We may now assume that \( p \) is chosen so that \( 0 < x_p < 1 \), that \( |u_h(x_p)| > \nu h \), and that \( |u_h(x_p)| > |u_h(x_{p-1})| \) and \( |u_h(x_p)| \geq |u_h(x_{p+1})| \). In this case, we construct \( \hat{u}_h(x) \in \mathcal{M}_h \) by
\[
\hat{u}_h(x_k) = \begin{cases} 
    u_h(x_{p-1}) + u_h(x_{p+1}) - u_h(x_p), & \text{for } k = p \\
    u_h(x_k), & \text{for } k = 0, \ldots, p-1, p+1, \ldots, M.
\end{cases}
\]
Then \( \hat{u}'_h(x) = u'_h(x + h) \) for \( x \in I_p \), \( \hat{u}'_h(x) = u'_h(x - h) \) for \( x \in I_{p+1} \), \( |\hat{u}_h(x)| < |u_h(x)| \) for \( x \in I_p \cup I_{p+1} \), and \( \hat{u}_h(x) = u_h(x) \) for \( x \in (0, x_p - 1) \cup (x_{p+1}, 1) \). Hence, we have that
\[E(\hat{u}_h) < E(u_h).\]

Thus, we have proved the lemma by contradiction. \( \square \)

Next, we give an estimate for the convergence of \( u_h(x) \) to 0. It is shown in §5 that this rate of convergence is optimal.
Lemma 5. If $h \leq 4\lambda_1$, then

$$\max_{x \in I} |u_h(x)| \leq 2(s_U - s_L)h.$$  

Proof of Lemma 5. It follows from Lemma 2 that if $h \leq 4\lambda_1$, then

$$\max_{x \in I} |u'_h(x)| \leq 2(s_U - s_L).$$

The result (3.6) now follows from Lemma 4. 

Proof of Theorem 1. We estimate the error as follows:

$$\left| \int_0^1 [F(x, u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U)] \, dx \right|$$

$$\leq \left| \int_0^1 [F(x, u'_h(x)) - F(x, \Pi u'_h(x))] \, dx \right|$$

$$+ \left| \int_0^1 [F(x, \Pi u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U)] \, dx \right|$$

$$= I_1 + I_2.$$ 

Then we have by (2.5), Lemma 3, and the Cauchy-Schwarz inequality that

$$I_1 \leq \int_0^1 \left| \frac{\partial F}{\partial s}(x, \cdot) \right|_{L^\infty(N_a)} |u'_h(x) - \Pi u'_h(x)| \, dx$$

$$\leq \left( \int_0^1 \left| \frac{\partial F}{\partial s}(x, \cdot) \right|^2_{L^\infty(N_a)} \, dx \right)^{1/2} \left( \int_0^1 |u'_h(x) - \Pi u'_h(x)|^2 \, dx \right)^{1/2}$$

$$\leq \frac{(s_U - s_L)h}{2\lambda_1^{1/2}} \| F \|_V.$$ 

Let $G(x) = F(x, s_L) - F(x, s_U)$. If $\Pi u'_h(x) = s_L$, then

$$F(x, \Pi u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U) = (1 - \gamma)G(x)$$

and if $\Pi u'_h(x) = s_U$, then

$$F(x, \Pi u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U) = -\gamma G(x).$$

Note that

$$\frac{\Pi u'_h(x)}{s_U - s_L} = \begin{cases} \gamma - 1 & \text{if } \Pi u'_h(x) = s_L \\ \gamma & \text{if } \Pi u'_h(x) = s_U. \end{cases}$$
Thus, it follows from (3.7) and (3.8) that

\( F(x, \Pi u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma) F(x, s_U) = -\frac{\Pi u'_h(x)}{s_U - s_L} G(x) \quad \text{for } x \in I. \) (3.9)

Hence, we can estimate \( I_2 \) by

\[
I_2 = \left| \int_0^1 \frac{\Pi u'_h(x)}{s_U - s_L} G(x) \, dx \right|
\]

\[
\leq \frac{1}{s_U - s_L} \left| \int_0^1 (\Pi u'_h(x) - u'_h(x)) G(x) \, dx \right| + \frac{1}{s_U - s_L} \left| \int_0^1 u'_h(x) G(x) \, dx \right|
\]

\[
= \frac{1}{s_U - s_L} (I_3 + I_4).
\]

Now by (2.6), Lemma 3, and the Cauchy-Schwarz inequality we have that

\[
I_3 = \left| \int_0^1 [u'_h(x) - \Pi u'_h(x)] [F(x, s_L) - F(x, s_U)] \, dx \right|
\]

\[
\leq \left\{ \int_0^1 [u'_h(x) - \Pi u'_h(x)]^2 \, dx \right\}^{1/2} \left\{ \int_0^1 [F(x, s_L) - F(x, s_U)]^2 \, dx \right\}^{1/2}
\]

\[
\leq \frac{(s_U - s_L) h}{2\lambda_1^{1/2}} \| F \|_V.
\] (3.10)

since [1]

\[
\left\{ \int_0^1 [F(x, s_L) - F(x, s_U)]^2 \, dx \right\}^{1/2}
\]

\[
\leq \left| F(0, s_U) - F(0, s_L) \right| + \int_0^1 \left| \frac{\partial}{\partial x} [F(x, s_U) - F(x, s_L)] \right| \, dx.
\]

Next, use integration by parts on \( I_4 \) and (2.6), (2.7), and Lemma 5 to obtain that

\[
I_4 = \left| u_h(1) G(1) - u_h(0) G(0) - \int_0^1 u_h(x) G'(x) \, dx \right|
\]

\[
\leq \max_{x \in I} |u'_h(x)| \left[ |G(1)| + |G(0)| + \int_0^1 |G'(x)| \, dx \right]
\]

\[
\leq \max_{x \in I} |u'_h(x)| \left[ 2|G(0)| + 2 \int_0^1 |G'(x)| \, dx \right]
\]

\[
\leq 4(s_U - s_L) h \| F \|_V.
\]

Combining these results we obtain that

\[
\left| \int_0^1 [F(x, u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma) F(x, s_U)] \, dx \right|
\]

\[
\leq \left[ \frac{(s_U - s_L)}{2\lambda_1^{1/2}} + \frac{1}{2\lambda_1^{1/2}} + 4 \right] \| F \|_V h. \quad \Box
\]
4. The Dirichlet problem. In this section we consider the numerical approximation of the Dirichlet problem to compute \( u_h \in \mathcal{M}_h \cap \mathcal{W} \) satisfying

\[
\mathcal{E}(u_h) = \min_{v_h \in \mathcal{M}_h \cap \mathcal{W}} \mathcal{E}(v_h).
\]

We further assume that there exist \( \lambda_2 \) and \( \bar{\alpha} > 0 \) such that

\[
\phi(s) \leq \lambda_2 |s - \Pi s|^2 \quad \text{for } s \in \mathcal{N}_\alpha.
\]

We can now prove the following variant of Lemma 1 for the Dirichlet problem.

**Lemma 6.** For \( h \leq 2\bar{\alpha}/(s_U - s_L) \), we have that

\[
\min_{v_h \in \mathcal{M}_h \cap \mathcal{W}} \mathcal{E}(v_h) \leq \left( \frac{\lambda_2}{4} + \frac{2}{3}(s_U - s_L)^2 h^2 \right).
\]

**Proof.** We define \( w_h \in \mathcal{M}_h \cap \mathcal{W} \) by

\[
w_h(x) = v_h(x) - v_h(1)x
\]

where \( v_h(x) \in \mathcal{M}_h \) is the function defined in Lemma 1. Now by (3.2),

\[
\int_0^1 w_h(x)^2 \, dx \leq 2 \int_0^1 \left[ v_h(x)^2 + (v_h(x) - w_h(x))^2 \right] \, dx
\]

\[
\leq \frac{2}{3}(s_U - s_L)^2 h^2.
\]

Further, since \( w'_h(x) \in \mathcal{N}_\alpha \) for \( x \in I \), we have that

\[
\phi(w'_h(x)) \leq \lambda_2 v_h(1)^2
\]

\[
\leq \frac{\lambda_2}{4}(s_U - s_L)^2 h^2, \quad x \in I.
\]

Thus,

\[
\min_{v_h \in \mathcal{M}_h \cap \mathcal{W}} \mathcal{E}(v_h) \leq \left( \frac{\lambda_2}{4} + \frac{2}{3}(s_U - s_L)^2 h^2 \right). \quad \square
\]

Lemmas 2–5 and Theorems 1–2 for the Dirichlet problem can now be proven by the identical arguments used for problem (2.3). (The constants in these results must be changed to reflect the different constants in the bounds for the energy in Lemma 1 and Lemma 6.)

Finally, we note that the results of Lemmas 2–5 and Theorems 1–2 can be extended to the Dirichlet problem when the minimal energies attained in the wells of \( \phi(s) \) are not
equal. More specifically, we can allow the energy density $\phi(s)$ to have the property that $\dot{\phi}(s) = \phi(s) + l(s)$ satisfies (2.1) where $l(s)$ is an affine function. To see this, note that if

$$\dot{\mathcal{E}}(v) = \int_0^1 \left[ \dot{\phi}(v'(y)) + (v(y) - f(y))^2 \right] dy,$$

then for $v \in \mathcal{W}$,

$$\dot{\mathcal{E}}(v) = \mathcal{E}(v) + l(v(1) - v(0)) = \mathcal{E}(v) + l(f(1) - f(0)).$$

Thus, $u_h \in \mathcal{M}_h \cap \mathcal{W}$ satisfies

$$\mathcal{E}(u_h) = \min_{v_h \in \mathcal{M}_h \cap \mathcal{W}} \mathcal{E}(v_h)$$

if and if $u_h \in \mathcal{M}_h \cap \mathcal{W}$ satisfies

(4.3)

$$\dot{\mathcal{E}}(u_h) = \min_{v_h \in \mathcal{M}_h \cap \mathcal{W}} \dot{\mathcal{E}}(v_h).$$

The analyses of Lemmas 1–5 and Theorems 1–2 can now be applied directly to problem (4.3).

5. Optimality of the main results. We next discuss the optimality of our results for problem (2.3). First, we set

$$\bar{\alpha} = \min \left\{ -\frac{s_L}{2}, \frac{s_U}{2} \right\} > 0.$$

It then follows from Lemma 2 that for $h \leq 4\bar{\alpha}^2\lambda_1/(s_U - s_L)^2$ we have that

$$|u_h'(x)| \geq \bar{\alpha} \quad \text{for } x \in I.$$

Hence, since $u_h'(x)$ is linear on each interval $I_i$, we have for $i = 1, \ldots, M$ that

(5.1) \hspace{1cm} \max_{x \in I_i} |u_h(x)| \geq \bar{\alpha}h/2 \quad \text{for } x \in I_i,$

and

(5.2) \hspace{1cm} \int_{I_i} u_h(x)^2 \, dx \geq \bar{\alpha}^2 h^3/12.

Thus, from (5.2) we see that

(5.3) \hspace{1cm} \int_0^1 u_h(x)^2 \, dx \geq \bar{\alpha}^2 h^2/12.
and hence, that

\begin{equation}
E_h \geq \tilde{a}^2 h^2/12.
\end{equation}

The estimate (5.4) shows the optimality of the order of the error bound for $E_h$ given in Lemma 1 and the estimate (5.1) shows the optimality of the order of the error bound for $u_h(x)$ given in Lemma 5. Bounds similar to the above bounds are also clearly valid for the Dirichlet problem (4.1).

To demonstrate the optimality of the bounds given in Theorem 1 and Theorem 2, we consider the example

\begin{equation}
\phi(s) = (s - 1)^2 (s + 1)^2.
\end{equation}

for problem (2.3) In this case, $s_L = -1$, $s_U = 1$, and $\gamma = 1/2$. For this example, we can calculate analytically the displacement, $u_h(x)$, at which the minimum of the energy $\mathcal{E}$ is attained to be

\begin{equation}
u_h(x_i) = (-1)^i \frac{h}{2} \left( 1 - \frac{h^2}{24} \right)^{1/2} \quad \text{for } i = 0, \ldots, M.
\end{equation}

(The minimum energy is also attained at $-u_h(x)$, of course.) We also have that

\begin{equation}
u'_h(x) = (-1)^i \left( 1 - \frac{h^2}{24} \right)^{1/2} \quad \text{for } x \in I_i
\end{equation}

and

\begin{equation}
\mathcal{E}(u_h) = \frac{h^2}{12} \left( 1 - \frac{h^2}{48} \right).
\end{equation}

To see this note that the minimum of

\begin{equation}
\mathcal{E}_i(v_h) = \int_{I_i} [\phi(v'_h(y)) + v_h(y)^2] \, dy \quad \text{for } v_h \in \mathcal{M}_h
\end{equation}

is attained at $\tilde{u}_h \in \mathcal{M}_h$ such that

\begin{equation}
\tilde{u}_h(x_{i-1}) = \pm \frac{h}{2} \left( 1 - \frac{h^2}{24} \right)^{1/2},
\end{equation}

\begin{equation}
\tilde{u}_h(x_i) = \pm \frac{h}{2} \left( 1 - \frac{h^2}{24} \right)^{1/2}
\end{equation}

and

\begin{equation}
\tilde{u}_h(x_{i+1}) = \pm \frac{h}{2} \left( 1 - \frac{h^2}{24} \right)^{1/2}.
\end{equation}
with minimum energy
\[ \mathcal{E}_i(\hat{u}_h) = \frac{h^3}{12} \left( 1 - \frac{h^2}{48} \right). \]

Hence, we see that the order of the bounds in Lemma 2 and Lemma 3 are not optimal for this example and that
\[ \int_0^1 |u'_h(x) - \Pi u'_h(x)| \, dx \leq \frac{h^2}{24}. \]

(5.9)

However, by asymptotic methods (non-rigorous) we have found that the order of the estimate in Lemma 3 is optimal for the Dirichlet problem. We have further found for the Dirichlet problem that in general the pointwise result \( u'_h(x) - \Pi u'_h(x) = O(h) \) holds.

A review of the proof of Theorem 1 shows that for the energy density (5.5) and problem (2.3) that
\[ I_1 \leq \beta_1 h^2 / 24 \quad \text{and} \quad I_3 \leq \beta_2 h^2 / 24. \]

Thus,
\[ \left| \int_0^1 \left[ F(x, u'_h(x)) - \gamma F(x, s_L) - (1 - \gamma) F(x, s_U) \right] \, dx \right| \]
\[ \geq - \left[ \frac{\beta_1}{24} + \frac{\beta_2}{24(s_U - s_L)} \right] h^2 \]
\[ + \frac{1}{s_U - s_L} \left| u_h(1) G(1) - u_h(0) G(0) - \int_0^1 u_h(x) G'(x) \, dx \right|. \]

(5.10)

Now
\[ \int_0^1 u_h(x) G'(x) \, dx = \int_0^1 u_h(x) \left( G'(x) - \hat{G}'(x) \right) \, dx \]

(5.11)

where \( \hat{G}'(x) \) is the piecewise constant function which takes the average value of \( G'(x) \) on each interval \( I_i \) defined by
\[ \hat{G}'(x) = \frac{1}{h} \int_{I_i} G'(x) \, dy \quad \text{for} \quad x \in I_i, \]

since
\[ \int_{I_i} u_h(x) \, dx = 0 \quad \text{for} \quad i = 1, \ldots, M. \]

Further,
\[ \left| \int_0^1 u_h(x) (G'(x) - \hat{G}'(x)) \, dx \right| \]
\[ \leq \max_{x \in I} |u_h(x)| \int_0^1 |G'(x) - \hat{G}'(x)| \, dx \]
\[ \leq \max_{x \in I} |u_h(x)| h \int_0^1 |G''(x)| \, dx \]
\[ \leq \frac{h^2}{2} \left( 1 - \frac{h^2}{24} \right)^{1/2} \int_0^1 |G''(x)| \, dx. \]
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Hence, by using the estimates (5.10) and (5.12) we obtain
\[
\left| \int_0^1 [F(x, u_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U)] \, dx \right|
\geq - \left[ \frac{\beta_1}{24} + \frac{\beta_2}{24(s_U - s_L)} + \frac{1}{2(s_U - s_L)} \left( 1 - \frac{h^2}{24} \right)^{1/2} \int_0^1 |G''(x)| \, dx \right] h^2
+ \frac{1}{s_U - s_L} |u_h(1)G(1) - u_h(0)G(0)|.
\]

Thus, for \(G(0) = 1\) and \(G(1) = (-1)^{M+1}\), we have
\[
(5.13) \quad |u_h(1)G(1) - u_h(0)G(0)| = 2|u_h(0)| = h \left( 1 - \frac{h^2}{24} \right)^{1/2}.
\]

So, we finally obtain the estimate
\[
\left| \int_0^1 [F(x, u_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U)] \, dx \right|
\geq - \left[ \frac{\beta_1}{24} + \frac{\beta_2}{24(s_U - s_L)} + \frac{1}{2(s_U - s_L)} \left( 1 - \frac{h^2}{24} \right)^{1/2} \int_0^1 |G''(x)| \, dx \right] h^2
+ \frac{h}{s_U - s_L} \left( 1 - \frac{h^2}{24} \right)^{1/2}.
\]

The above estimate shows that the order of the error bound in Theorem 1 (and, therefore, Theorem 2) is optimal.

We note that if \(F(x, s)\) is independent of \(x\), i.e., \(F(x, s) = F(s)\), then \(G(1) = G(0)\). Now if \(M\) is even we have that \(u_h(0) = u_h(1)\), so
\[u_h(1)G(1) - u_h(0)G(0) = 0\]
and
\[
\left| \int_0^1 [F(x, u_h(x)) - \gamma F(x, s_L) - (1 - \gamma)F(x, s_U)] \, dx \right|
\leq \left[ \frac{\beta_1}{24} + \frac{\beta_2}{24(s_U - s_L)} + \frac{1}{2(s_U - s_L)} \left( 1 - \frac{h^2}{24} \right)^{1/2} \int_0^1 |G''(x)| \, dx \right] h^2.
\]

Hence, for this example we obtain a higher order error estimate for Theorem 1 when \(F(x, s)\) is independent of \(x\) and \(M\) is even. When \(M\) is odd and \(F(x, s)\) is independent of \(x\), we have that \(u_h(0) = -u_h(1)\) and (5.13) and (5.14) are valid. So, when \(M\) is odd and \(F(x, s)\) is independent of \(x\) Theorem 1 gives the optimal order error estimate.
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