CONSTRAINED COVARIANCE COMPONENT MODELS

By

Frank H. Shaw

and

Charles J. Geyer

IMA Preprint Series # 1189

November 1993
CONSTRUCTED COVARIANCE COMPONENT MODELS

FRANK H. SHAH AND CHARLES J. GEYER

IMA, University of Minnesota

Introduction.

A thorny problem in the use of maximum likelihood for variance component analysis has been that of maximizing the likelihood function in the feasible region of the parameter space. More generally, concerning negative estimates of variance components, Searle (1971) remarks: "It is clearly embarrassing to estimate a variance component as negative, since interpretation of a negative estimate of a non-negative parameter is obviously a problem." A number of methods have been proposed and implemented (Harville, 1977, Callanan and Harville, 1989) to constrain the variance components to non-negative values in univariate analysis. In multivariate analysis, however, the constraint problem takes on a more complicated aspect since the matrix of variance (and now covariance) components is no longer diagonal. We must require, for example, that the correlations between variance components be restricted to the interval [-1,1].

This paper presents an algorithm for enforcing feasibility in analysis using maximum likelihood with multivariate data. The method uses linear inequality constraints corresponding to eigenvectors of the variance–covariance component matrix to insure that all eigenvalues are greater than or equal to some predetermined $\epsilon < 0$. In univariate analysis, this method reduces to the active set method used by (Callanan and Harville, 1989). When the MLE is represented by a constrained maximum, the standard technique of comparing the likelihood ratio between the full and null hypotheses to a $\chi^2$ distribution to calculate $P$–values is no longer valid. We present here an "asymptotic" parametric bootstrap for calculating the distribution of likelihood ratios in which the functions representing the alternate and/or the null hypotheses might be constrained to satisfy feasibility.
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An Algorithm to Enforce Feasibility

**Notation.** The model with which we are concerned is the mixed model

\begin{equation}
\mathbf{y} = \mathbf{X}\alpha + \mathbf{Z}\mathbf{u} + \mathbf{e}.
\end{equation}

wherein \(\mathbf{y}\) is an \(n \times 1\) vector of observations, \(\alpha\) is a \(p \times 1\) vector of unobservable fixed effects, \(\mathbf{u}\) is a \(q \times 1\) vector of unobservable random effects, \(\mathbf{e}\) is an \(n \times 1\) vector of unobservable random errors, \(\mathbf{X}\) is an \(n \times p\) known matrix, and \(\mathbf{Z}\) is an \(n \times q\) known matrix. We have \(\mathbb{E}(\mathbf{u}) = \mathbf{0}\), \(\mathbb{E}(\mathbf{e}) = \mathbf{0}\), \(\text{cov}(\mathbf{u}, \mathbf{e}) = \mathbf{0}\), and

\[\text{var}(\mathbf{y}) = \mathbf{V} = \mathbf{R} + \mathbf{Z}\mathbf{D}\mathbf{Z}'\]

where \(\mathbf{R}\) and \(\mathbf{D}\) are the the variance covariance matrices of \(\mathbf{e}\) and \(\mathbf{u}\) respectively. The elements of \(\mathbf{R}\) and \(\mathbf{D}\) are functions of an unobservable parameter vector \(\theta\). We can rewrite the above in the case of univariate data as

\begin{equation}
\mathbf{V} = \sum_{i=1}^{m} \theta_i \mathbf{G}_i
\end{equation}

where the \(n \times n\) matrices \(\mathbf{G}_i\) are known. In the case of \(r\)-variate data,

\begin{equation}
\mathbf{V} = \sum_{i=1}^{m} \mathbf{T}_i \otimes \mathbf{G}_i
\end{equation}

where \(\otimes\) denotes the outer product and the symmetric \(r \times r\) matrices \(\mathbf{T}_i\) are the "blocks" of the block diagonal matrix \(\mathbf{T}\) in which \(\mathbf{T}_{ij,k}\) is the element of the vector \(\theta\) corresponding to the variance or covariance component of the \(j\)-th and \(k\)-th variates associated with the \(i\)-th random factor. The matrix \(\mathbf{T} = \text{diag}\{\mathbf{T}_i\}_{i=1}^{m}\) contains \(mc = mr(r+1)/2\) distinct parameters. Define \(\mathbf{T}(\theta)\) for \(\theta \in \mathbb{R}^{mc}\) to be the matrix \(\mathbf{T}\) containing the parameter values \(\theta\).

**The Feasible Region.** In the univariate case (2) we define the feasible region of the parameter space \(\Omega_1\) to be \(\mathbb{R}^{m^+}\), the region of \(\mathbb{R}^m\) where all coordinates are positive. In the case of (3) we define the feasible region \(\Omega_r\) to be that in which each \(\mathbf{T}_i\) is positive semi-definite. We can then formally write the expression for the feasible region as

\[\Omega_r = \{\theta \in \mathbb{R}^{cm} | x^T\mathbf{T}(\theta)x \geq 0 \ \forall x \in \mathbb{R}^k}\].

The boundary of the feasible region is then

\[\partial\Omega_r = \{\theta \in \Omega_r | \exists x | \mathbf{T}(\theta)x = 0\}\].
i.e. $T(\theta)$ has a null eigenvector $x$.

Following directly from the definition of $\Omega_r$ we note that each $\theta$ for which there exists $x$ such that $x^T T(\theta) x < 0$ is unfeasible. Then the hyperplane

$$C_x = \{ \theta \in \mathbb{R}^c \mid x^T T(\theta) x = 0 \}$$

separates $\mathbb{R}^c$ into two half-spaces one of which contains the interior of $\Omega_r$ in its entirety. If $\theta'$ is an unfeasible point and $x'$ is the eigenvector corresponding to a negative eigenvalue $\lambda$ of $T(\theta')$. Then $C_{x'}$ separates $\theta'$ from the feasible region. This observation leads us to our algorithm.

**Example 1.** Consider the univariate case with two random factors. Then $r = 1$, $c = 1$ and $m = 2$. The feasible region of $\mathbb{R}^2$ is then the positive-positive quadrant. The matrix $T$ is a diagonal $2 \times 2$ matrix. For $\theta = \{ \theta_1, \theta_2 \}$,

$$T(\theta) = \begin{pmatrix} \theta_1 & 0 \\
0 & \theta_2 \end{pmatrix}$$

and $x^T T(\theta) x = 0$ can be written as $x_1^2 \theta_1 + x_2^2 \theta_2 = 0$. Then $C_x$ is a line with negative slope passing through the origin. Clearly, for $x_1^2 \theta_1 + x_2^2 \theta_2 < 0$ either $\theta_1$ or $\theta_2$ or both must be negative, and thus unfeasible.

If $\theta' \in \mathbb{R}^2$ is such that $T(\theta')$ has a null eigenvector $x'$ then $x'$ represents a coordinate axis.

**Example 2.** Consider the bivariate case with only one random factor. Here $r = 2$, $c = 3$, and $m = 1$ and we have

$$T(\theta) = \begin{pmatrix} \theta_1 & \theta_2 \\
\theta_2 & \theta_3 \end{pmatrix}.$$ 

The plane $C_x$ is defined by the equation $x_1^2 \theta_1 + 2x_1 x_2 \theta_3 + x_2^2 \theta_3 = 0$. If $x_1^2 \theta_1 + 2x_1 x_2 \theta_3 + x_2^2 \theta_3 < 0$, then one of $\theta_1$, $\theta_2$ is negative or $\theta_2^2 > \sqrt{\theta_1 \theta_3}$, the latter violating the requirement that the correlation be between -1 and 1.

Let $\theta'$ and $x' \neq 0$ be such that $T(\theta')x' = 0$, implying that $\theta'$ lies on the boundary of the feasible region. Then $C_{x'}$ intersects the feasible region along the ray $\theta = a\theta'$ for $a \in \mathbb{R}^+$, and we note that every $\theta$ along this ray satisfies $T(\theta)x' = 0$. The feasible region is thus a cone.

**The Algorithm.**

The above characterization of the feasible region is perfectly suited to the use of outer approximation cutting plane techniques long known in the fields of linear, convex, and semi-infinite programming (Horst and Tuy, 1990). The technique is
simple: if the maximum is reached at an unfeasible point, find a hyperplane separating the point from the feasible region and then maximize the function on the half-space containing the feasible region.

1. Set $\epsilon > 0$. Maximize the Log Likelihood without constraint: $\text{argmax } l(\theta) = \theta_0$.

2. For $k = 1, 2, \ldots$. Denote the smallest eigenvalue of $T(\theta_k)$ as $\lambda_k^-$. If $\lambda_k^- > -\epsilon$ we are finished. Otherwise construct the constraint function $c_k(\theta_k) = x^T T(\theta) x$ where $x$ is the eigenvector corresponding to $\lambda_k^-$. Note that $c_k(\theta_k) = \lambda_k^-$. Maximize the Log Likelihood subject to the constraints $c_i \geq 0, i = 1 \ldots k$. Put $\theta_{k+1}$ to be the maximizer subject to these constraints.

Horst and Tuy (Horst and Tuy, 1990, p55) have a theorem which guarantees that this algorithm will converge (as $\epsilon$ tends to zero) to a feasible constrained maximum under the following conditions.

1. The sets $D_k = \{ \theta \in \Omega_0 | c_i(\theta) \geq 0, i = 1, 2, \ldots, k \}$ are closed and global optimization of the Log Likelihood function is possible on the $D_k$.

2. For each convergent subsequence $\{ \theta_{i_q} \} \subset \{ \theta_i \}$ we have

$$c_{i_q}(\theta_{i_q}) \rightarrow 0$$

The $D_k$ are clearly closed since each $D_k$ comes about from the deletion of the intersection of an open halfspace with $D_{k-1}$ from $D_{k-1}$. To establish (2) we suppose that the smallest eigenvalue $\tilde{\lambda}$ of $T(\tilde{\theta})$ is strictly less than zero. Then we will be able to find an $i_q$ such that $c_{i_q}(\tilde{\theta}) < 0$. Let $\epsilon = \frac{|\tilde{\lambda}|}{2r(r+1)}$ where $r$ is the order of $T(\theta)$. We may then find $q$ such that

$$T(\tilde{\theta}) = T(\theta_{i_q}) + \epsilon B$$

where the elements of $B$ have magnitude less than one. Application of the $i_q$–th constraint equation to $\tilde{\theta}$ gives

$$c_{i_q}(\tilde{\theta}) = x_{i_q}^T T(\tilde{\theta}) x_{i_q} = x_{i_q}^T T(\theta_{i_q}) x_{i_q} + \epsilon x_{i_q}^T B x_{i_q} = \lambda_{i_q}^- + \epsilon x_{i_q}^T B x_{i_q}$$

and we note that

$$|\epsilon x_{i_q}^T B x_{i_q}| \leq \epsilon \|B\|_2 \|x_{i_q}\|^2 \leq \epsilon r.$$ 

Furthermore, Gershgorin's theorems (Wilkinson, 1963, pp 72ff) show that the eigenvalues of $T(\tilde{\theta})$ lie in disks centered near the eigenvalues of $T(\theta_{i_q})$ with know radius. From this we can write $|\tilde{\lambda} - \lambda_{i_q}^-| \leq \epsilon r^2$. But then $c_{i_q}(\tilde{\theta}) \leq \epsilon r(r + 1) < 0$. This contradicts the requirement that the inequality constraints $c_i(\tilde{\theta}) \geq 0$. 
**Bootstrap Likelihood Ratio Tests**

According to a theorem of Wilks (1938) the asymptotic distribution of twice the log likelihood ratio is chi-square for a test of nested hypotheses when the hypothesis sets are flat in a neighborhood of the true parameter value. The same result obtains even when smooth equality constraints are imposed (Aitchison and Silvey, 1958). We leave this familiar territory when inequality constraints enter the problem. Then it is sometimes true that the asymptotic distribution of twice the log likelihood ratio is a mixture of chi-square distributions with different degrees of freedom, but not always true (Self and Liang, 1987). The general form of the asymptotic distribution was given by Chernoff (1954), and the general form of the asymptotic distribution of the maximum likelihood estimate is given by Geyer (1994), but these asymptotic distributions generally cannot be calculated analytically. Moreover, the distributions depend on the unknown true value of the parameter and hence cannot be exactly calculated even in principle. This is very different from the unconstrained or equality-constrained case where the asymptotic distribution (chi-square) does not depend on the true parameter value.

The natural procedure for attempting to approximate the sampling distribution of the likelihood ratio test statistic is a parametric bootstrap (Efron, 1979). Given an observed data set \( x \) we calculate the maximum likelihood (or restricted maximum likelihood) estimates \( \hat{\theta}_0(x) \) and \( \hat{\theta}_1(x) \) in the null and alternative hypotheses and form the log likelihood ratio statistic

\[
r(x) = l(\hat{\theta}_1(x)) - l(\hat{\theta}_0(x))
\]

where \( l \) is the log likelihood (or restricted log likelihood for REML). We then simulate new data sets \( x_1^*, \ldots, x_m^* \) from the model indexed by the parameter value \( \hat{\theta}_0(x) \). For each of these simulated data sets we calculate the estimates \( \hat{\theta}_0(x_i^*) \) and \( \hat{\theta}_1(x_i^*) \). The simulation parameter value \( \hat{\theta}_0(x) \) is our best estimate of the true parameter value \( \theta_0 \) under the null hypothesis. So the simulated data sets are our best estimate of the true distribution of the data (under the null hypothesis and assuming the model is correct), the simulation distribution estimates \( \hat{\theta}_0(x_i^*) \) and \( \hat{\theta}_1(x_i^*) \) are our best estimates of the sampling distributions of the estimates, and the simulation distribution of the log likelihood ratio statistic

\[
r(x_i^*) = l(\hat{\theta}_1(x_i^*)) - l(\hat{\theta}_0(x_i^*))
\]

is our best estimate of the sampling distribution of the log likelihood ratio. Our best estimate of the \( P \)-value for the likelihood ratio test is the fraction of the \( r(x_i^*) \) that exceed \( r(x) \). More precisely, if the number \( m \) of bootstrap samples is small, we should count the observed data set among the simulations and use

\[
P(x) = \frac{\#\{ r(x_i^*) \geq r(x) : i = 1, \ldots, m \} + 1}{m + 1}
\]
as our estimate of the $P$-value (Geyer, 1991, equation 6).

In order to justify this procedure, we need a demonstration that the bootstrap is valid. Ever since Efron (1979) called attention to the issue, statisticians have generally agreed that the bootstrap can be said to “work” only if it is consistent, that is if the bootstrap estimate of the sampling distribution of statistic in question (here the likelihood ratio test statistic) and actual sampling distribution of the statistic converge to the same limit as the size of the data set goes to infinity. One is allowed to bootstrap a problem only after one has proved two central limit theorems and shown that they have the same limiting distribution.

It is an unfortunate fact that the bootstrap is generally not consistent in inequality-constrained inference, even in the simplest problems. Consider the following problem, which is the simplest case of inequality-constrained statistical inference. We observe a sample $x_1, \ldots, x_n$ that are i. i. d. normal with unknown mean $\theta$ and known variance 1. The null hypothesis assumes $\theta \geq 0$, and the alternative hypothesis leaves $\theta$ unconstrained. Then it is clear that the maximum likelihood (and least squares) estimate of $\theta$ subject to the constraint $\theta \geq 0$ is

$$\hat{\theta}_0(\bar{x}) = \begin{cases} \bar{x}, & \text{if } \bar{x} \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

where $\bar{x}$ is the sample mean of the $x_i$, and $\hat{\theta}_1(\bar{x}) = \bar{x}$ is the maximum likelihood estimate in the alternative hypothesis. Then twice the log likelihood ratio is

$$2r(x) = n(\bar{x} - \hat{\theta}_0(\bar{x}))^2 - n(\bar{x} - \hat{\theta}_1(\bar{x}))^2 = \begin{cases} n\bar{x}^2, & \text{if } \bar{x} \leq 0 \\ 0, & \text{otherwise} \end{cases}$$

Because of the assumed normality of the data, $\sqrt{n}\bar{x}$ is exactly normal for all $n$, and $n\bar{x}^2$ is exactly $\chi^2$ with one degree of freedom. So the exact sampling distribution of twice the log likelihood ratio is an equal mixture of a $\chi^2$ distribution with one d. f. and an atom at zero. Now let us consider the parametric bootstrap estimate of this distribution when the true parameter value is $\theta_0 = 0$. We simulate $x_i^*$ from a normal distribution with mean $\hat{\theta}_0(\bar{x})$ and variance 1 and calculate their mean $\bar{x}^*$ and twice the log likelihood ratio

$$2r(x^*) = n(\bar{x}^* - \hat{\theta}_0(\bar{x}^*))^2 - n(\bar{x}^* - \hat{\theta}_1(\bar{x}^*))^2 = \begin{cases} n(\bar{x}^*)^2, & \text{if } \bar{x}^* \leq 0 \\ 0, & \text{otherwise} \end{cases}$$

The simulation distribution of $2r(x^*)$ is the bootstrap estimate of the sampling distribution of (1). Despite the similar appearance, (1) and (2) have different distributions because the sampling distribution of $\sqrt{n}\bar{x}$ is centered at the true parameter value $\theta_0 = 0$, and the simulation distribution of $\sqrt{n}\bar{x}^*$ is centered at $\sqrt{n}\hat{\theta}_0(\bar{x})$. 
Since the distribution of $\sqrt{n}\tilde{\theta}_0(\bar{x})$ does not depend on the sample size $n$, the asymptotic distributions are the same as the finite sample distributions, and both the asymptotic and finite-sample-size distributions disagree. The bootstrap is not consistent.

If we think about why the bootstrap doesn’t work here, it is clear that the problem is the maximum likelihood estimate does not always get the right active set. At the true parameter value $\theta_0 = 0$, the constraint $\theta \geq 0$ is active, but at the maximum likelihood estimate $\hat{\theta}_0(\bar{x})$, the constraint is active only when the estimate is zero, which occurs only half the time (when $\bar{x} < 0$). Furthermore, the constraint is not even close to being active, when we measure distance on the proper scale for asymptotics: $\sqrt{n}\tilde{\theta}_0(\bar{x})$ is about one unit away from zero for all $n$ and does not converge in probability to zero.

This observation suggests a way to fix the bootstrap. Let $\tilde{\theta}_0(x)$ be a superefficient estimator of $\theta_0$ such as the original example of Hodges (Le Cam, 1953)

$$
\tilde{\theta}_0(\bar{x}) = \begin{cases} 
\bar{x}, & \text{if } \bar{x} \geq n^{-1/4} \\
0, & \text{otherwise}
\end{cases}
$$

Now $\sqrt{n}\tilde{\theta}_0(\bar{x})$ converges in probability to zero when $\theta_0 = 0$ and converges in probability to $\sqrt{n}\hat{\theta}_0(\bar{x})$ when $\theta_0 > 0$. If we simulate our bootstrap samples from the normal distribution centered at $\tilde{\theta}_0(\bar{x})$, the bootstrap will be consistent. Although we are then entitled to say the bootstrap “works” according to general usage, our procedure has several undesirable properties. The first is that $\tilde{\theta}_0(\bar{x})$ is not generally a better estimator of $\theta$ than $\hat{\theta}_0(\bar{x})$. In fact it performs very badly when $\theta_0$ is near $n^{-1/4}$ (Le Cam, 1953). An even more undesirable property of this or any other superefficient estimator is that it is inherently asymptotic and provides no guidance whatsoever as to how one should analyze a particular data set. After all, in real life we never have a sequence of data sets of sample sizes tending to infinity, and usually have just one data set of fixed size. The $n^{-1/4}$ in (3) can be replaced by $An^{-1/4}$ for any $A > 0$ or by $n^{-\alpha}$ for any $\alpha$ strictly between 1/2 and 0 and the estimator would still be superefficient at zero. For a fixed sample size $n$ and $\bar{x} > 0$, whether we set $\tilde{\theta}_0(\bar{x})$ to zero or $\bar{x}$ depends on which superefficient estimator we choose. Although we have repaired the asymptotics, we have done so in a way which is absolutely useless as a guide to practical data analysis.

It might be thought that there should be some data-dependent way to fix the asymptotics, perhaps in the spirit of cross-validation, but our simple example dashes such hopes. Once we reduce to the sufficient statistic $\bar{x}$, we have essentially the same problem for all sample sizes. There seems to be no way to produce a consistent bootstrap without introducing arbitrariness in the procedure.

We have spent a great deal of discussion on this particular example, but it illustrates the general situation. All inequality-constrained problems will have inconsistency of the bootstrap for exactly the same reasons. Most problems with a
finite number of inequality constraints can have the inconsistency repaired by using super-efficient estimators of the active constraint sets, but while repairing the asymptotics, this provides no guide in data analysis. Even problems with an infinite set of inequality constraints, such as our covariance components problems can have the inconsistency of the bootstrap repaired by a different device suggested to us by R. T. Rockafellar (personal communication). Here we simulate from the maximum likelihood estimate $\hat{\theta}_0(x)$, but change the constraint set. Rather than moving the estimate closer to the constraint boundaries, we move the boundaries toward the estimate, achieving much the same thing. This solution, however, suffers from the same practical problems as the other. The rate of shrinkage must be chosen arbitrarily and gives no guidance as to what to do in a practical problem.

Having gone through this analysis, we see that perhaps the consistency criterion for deciding whether bootstrapping is appropriate is misguided in this case, and perhaps we should just use the parametric bootstrap in these problems without worrying about the inconsistency. What practical experience there is with the parametric bootstrap in inequality-constrained maximum likelihood (Geyer, 1991) seems to suggest that it works well in practice, despite inconsistency. If one is seriously worried about inconsistency, Geyer (1991) presents a diagnostic procedure to allay fears. Essentially this is a simulation study to check the performance of the bootstrap in the problem at hand, using a so-called "double bootstrap" or "bootstrap after bootstrap." Although a great deal of work, the double bootstrap can provide evidence that the bootstrap does work well in the problem at hand even though it would not perform consistently on an infinite sequence of problems. The amount of calculation involved in a double bootstrap can be greatly reduced by importance sampling (Newton and Geyer, 1994).

**The Asymptotic Parametric Bootstrap.**

Leaving aside a double bootstrap, even an ordinary parametric bootstrap can be very expensive in a large variance-covariance components problem. When a single fit may take hours of computer time, a bootstrap may take weeks. To simplify the procedure, we propose doing what we call the "asymptotic" parametric bootstrap in which the actual log likelihood for the problem is replaced by its asymptotic quadratic approximation based on the well-known identities

$$E_\theta[\nabla l_X(\theta)] = 0$$

and

$$\text{var}_\theta[\nabla l_X(\theta)] = -E_\theta[\nabla^2 l_X(\theta)] = I(\theta)$$  \hspace{1cm} (4)

where $l_X(\theta)$ denotes the log likelihood for the parameter value $\theta$ and observation $X$ considered as a random function of $X$ and $I(\theta)$, the (expected) Fisher information, is defined by the second term in (4).
Assuming that the amount of data is large enough so this asymptotic approximation is not too bad, we may replace the exact log likelihood \( l_X(\theta) \) by its usual asymptotic approximation

\[
\tilde{l}_Z(\theta) = (\theta - \theta_0)^T Z - \frac{1}{2} (\theta - \theta_0)^T I(\theta_0)(\theta - \theta_0)
\]

where \( Z \) is a normal random vector with mean zero and variance-covariance matrix \( I(\theta_0) \). As usual in bootstrapping we replace the unknown true parameter value by its estimate \( \hat{\theta}_0(x) \). Now we are replacing the exact log likelihood \( l_X \) by the random quadratic function \( \tilde{l}_Z \) whose gradient is normal with the same mean and variance-covariance matrix as the gradient of \( l_X \) and whose Hessian is the expected value of the Hessian of \( l_X \).

To perform the asymptotic bootstrap we simulate normal random vectors \( z_i^* \) with mean zero and variance-covariance matrix \( I(\hat{\theta}_0(x)) \) and calculate “asymptotic” maximum likelihood estimates in the null and alternative hypotheses \( \hat{\theta}_0(z_i^*) \) and \( \hat{\theta}_1(z_i^*) \) by maximizing (5) with \( \theta_0 \) set to \( \hat{\theta}_0(x) \) over the constrained parameter sets for the two hypotheses. We then form the “asymptotic” log likelihood ratio

\[
r(z_i^*) = \tilde{l}_Z(\hat{\theta}_1(z_i^*)) - \tilde{l}_Z(\hat{\theta}_0(z_i^*))
\]

and the \( P \)-value of the test is the fraction of \( r(z_i^*) \) that exceed the observed log likelihood ratio \( r(x) \).

This replacement of \( l_X \) by \( \tilde{l}_Z \) is exactly what is done in the familiar asymptotics of maximum likelihood, although the description is a bit unusual to accommodate the constrained parameter sets. If we have no constraints, this “asymptotic” bootstrap will just calculate the appropriate \( \chi^2 \) asymptotic distribution of twice the log likelihood ratio when the number of simulated \( z_i^* \) is large. Hence it should be no less acceptable to use this “asymptotic” bootstrap than it would be to use the \( \chi^2 \) asymptotics in the unconstrained case.

The asymptotic bootstrap, of course, does nothing about the maximum likelihood estimate underestimating the number of active constraints. Hence the asymptotic bootstrap, like the ordinary bootstrap is inconsistent. As with the ordinary bootstrap, the inconsistency can be repaired by using superefficient estimators of the active constraint set or by shrinking the parameter set toward the maximum likelihood estimate, but such estimators provide no guidance for finite sample sizes.

**Examples.** Data here are from an experiment to investigate the genetic correlation
between performance in differing environments (Shaw and Platenkamp, MS).
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**Figure 1.**

When feasibility constraints are not imposed, the MLE for the additive genetic variance–covariance matrix is

\[
\begin{pmatrix}
0.05529213 & -0.11960102 \\
-0.11960102 & 0.02106031
\end{pmatrix}
\]

in which the genetic correlation is equal to -3.5. With feasibility constraints applied, the additive genetic variance–covariance matrix becomes

\[
\begin{pmatrix}
0.08605613 & -0.07972882 \\
-0.07972882 & 0.07356314
\end{pmatrix}
\]

where the genetic correlation is now nearly -1. We wish to test the difference of this correlation from zero. Figure 1 is a histogram of 1000 likelihood ratios simulated as detailed above from the information matrix under the null hypothesis of no correlation:

\[
\begin{pmatrix}
0.04977596 & 0.00000000 \\
0.00000000 & 0.02732595
\end{pmatrix}
\]
The line plotted on Figure 1 is the $\chi^2$ density for one degree of freedom.

In Figure 2 we test the null hypothesis that the genetic correlation is greater than zero. Here, the sizable atom at zero (64%) has been removed and the remainder is seen to closely follow the $\chi^2$ density for one degree of freedom. If the atom at zero is ignored, the $\chi^2$ density fits the histogram very poorly. Since the size of the atom at zero depends upon the proximity of the alternative model MLE to the boundary of the feasible region, the asymptotic parametric bootstrap is necessary to determine
the $P$-value.
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**Figure 3.**

In Figure 3 the test is whether the genetic variance–covariance matrix

$$
\begin{pmatrix}
0.07320575 & 0.03277579 \\
0.03277579 & 0.01446851
\end{pmatrix}
$$

sports a genetic correlation different from zero. Because the variance component for the second trait is close to the boundary of the feasible region, the number of constraints imposed on the full and null models in the simulation is variable with an average difference of only 0.6. The superimposed line is the $\chi^2$ with one degree of freedom. Though the $\chi^2$ distribution might appear to be an appropriate model of the distribution of the likelihood ratio in this case, it fails to model the distribution correctly where it counts most: in the tail. The asymptotic bootstrap gives a $P$-value of .05 at the (doubled) ratio 2.50. This number does not even satisfy $P < 0.1$ if the $\chi^2$ comparison is used.

In a reanalysis of data obtained by Wilkinson et al (1990), the additive genetic variance–covariance component matrices from two populations were constrained to
be the same for five traits.
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**Figure 4.**

Thus 15 equality constraints are imposed upon the full model to generate the null hypothesis. In both the full and null model one extra constraint was necessary to force feasibility. This was usually the same constraint and it involved a different random factor from that constrained in the null hypothesis. The average constraint difference between full and null models was then 14.978. In this case, the distribution of the likelihood ratio generated by the asymptotic parametric bootstrap (Figure 4) follows that of the $\chi^2$ with 15 degrees of freedom quite closely.
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