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ABSTRACT

This paper describes how data mining can be performed on Views in a parallel data server. Here, we consider a decision tree construction. Tests are performed on a ViewCache generated from the relational operations on the base level tables. Branches are made for the values of the test to form subsets of the ViewCache. The leaves are labeled with the class names. Quinlan’s ID3 algorithm for a proper selection of attributes at a particular level of the decision tree calculates the information gain for all such attributes and considers the one with the maximal gain. This requires multiple View materializations at a single level. So optimal View materialization is a concerning factor. When we are considering a parallel data server, the number of records in a ViewCache, may be skewed to a processor/s and the materialization at any tree-level/s will not exploit efficient parallelism. In this paper, we have developed a technique for normal distribution of “data packets” from an overloaded processor to its neighbouring processors at run-time. This normal distribution is implemented as a replication technique for small fractions of records and ViewCache partitions. At run-time, based on mutual agreements, task load can be shared between processors, to minimize the overall cost of materialization. We have given a bipartite graph representation of a ViewCache and posed the problem of optimal View Materialization as a problem of optimal traversal through the edges of the graph. Data packets for replication are well chosen subgraphs. This leads to a run-time solution for load balancing.

INTRODUCTION

Data mining, the extraction of hidden predictive information from large databases, is a powerful technology with great potential to help companies focus on prospective and proactive information in their data warehouses. One of the most commonly used techniques in data mining is to build a decision tree - a tree-shaped structure representing sets of decisions which can generate rules for the classification of a dataset. It is the smallest tree with greatest predictive power, providing a set of rules that can be applied to a new dataset to predict an outcome [2]. Since data mining deals with very large databases to get predictions, an effective way is to use ViewCaches on top of Relational Databases to exploit all its advantages [7]. A ViewCache is a stored collection of pointers pointing to records of underlying relations needed to materialize a View.

Example 1.1.

A part of a market-basket analysis star schema, (Figure 1) may be taken to explain the formation of

\footnote{To whom correspondence should be addressed.}
ViewCache and how a decision tree can be built on top of it.

Figure 1: A part of a market-basket analysis star schema for a grocery retailer.

Figure 2: The Binary ViewCache created from the relational operations on the star schema. View = Join over Products, Purchases and Store.

We take a “join” between the tables Products, Purchases and Store to create the ViewCache V (Figure 2). Suppose, we want to perform some tests on the View, corresponding to the ViewCache, V. Let us take the test as: Which of the products Food or Non-Food, are mostly purchased in Northern Minnesota and Southern Minnesota? In case of Food products are they Dairy or Non-Dairy products? In case of Non Food products are they Fuel or Non-Fuel products? We then need to formulate the decision tree as follows:

Figure 3: Scheme of a Decision tree for a market-basket analysis.

In Figure 3, a decision tree has been sketched out by selecting the test on the attribute “Type” on the generated ViewCache V and then on the attribute “Category” at the next level.

Figure 4: Result of tests at each level generates a hierarchy of ViewCaches.

Figure 4 shows the formation of a hierarchy of ViewCaches, as a result of tests at each level of the corresponding decision tree in Figure 3. Now, how far
informative is this tree and how is the information gained from a decision tree, relevant to the ViewCache hierarchy? The goal of a data miner is not to build any tree but to build a compact one with as few tests and branches as possible. But there may be for example, 1000 possible choices or decision trees and to select the smallest one, is not an easy job at all. One way in symbolic machine learning is to use an information theoretic measure to determine the “goodness” of a potential test. We now discuss the above questioned relevance between the information measure in a decision tree and that in a ViewCache hierarchy using the approach in symbolic machine learning. As an example, let us calculate the information gained after performing the test on the attribute “Type” for the ViewCache V. Following [6], let \( \text{freq}(C_j,V) \) denote the relative frequency of a class \( C_j \) say, in the ViewCache \( V \), representing the training data set. Here \( j = 1,2 \), where \( C_1 \) denotes the class or the outcome North_MN and \( C_2 \) denotes the class or the outcome South_MN. The average information [2,15] needed to identify the class of a case in \( V \) is \( \text{info}(V) \), given by,

\[
\text{info}(V) = - \sum_{j=1}^{2} \frac{\text{freq}(C_j,V)}{|V|} \times \log_2 \left( \frac{\text{freq}(C_j,V)}{|V|} \right).
\]

Since \( V \) has been partitioned into \( V_1, V_2 \) by applying the test on the attribute “Type” (originally in the Products table), the weighted average to identify a class of a case after its partitioning, is

\[
\text{info}_{\text{Type}}(V) = \sum_{i=1}^{2} \frac{|V_i|}{|V|} \times \text{info}(V_i).
\]

Therefore, the quantity

\[
\text{gain}(\text{Type}) = \text{info}(V) - \text{info}_{\text{Type}}(V)
\]

measures the information gained by applying the test on the attribute “Type” for the ViewCache \( V \). The best thing is to always choose the test on an attribute with the maximal gain [2,15].

It is always a better idea to provide a probabilistic interpretation of a decision tree rather than a deterministic one, because the given attributes can almost surely not capture all the relevant information for making a classification. So pruning of a decision tree after having generated it, is the most usual approach. Pruning in a decision tree is done by replacing subtrees by leaf nodes. The leaf is then marked with the majority class and a probability is attached to this leaf. The probability is taken as the frequency with which a training case classified by this node to be in the majority class, is really in this class. We will now discuss how the concept of pruning can be applied on a ViewCache hierarchy. For example, in Figure 4, if we prune at the node, representing the ViewCache \( V11 \), we get a probabilistic decision tree (Figure 5) with the case \( V13 \) belonging to the class North_MN, with probability calculated using the formula [15].

\[
\frac{\text{freq}(\text{class1},\text{training subset})}{\text{freq}(\text{class1},\text{training subset}) + \text{freq}(\text{class2},\text{training subset})} = \frac{\text{freq}(\text{North_MN},V11)}{\text{freq}(\text{North_MN},V11) + \text{freq}(\text{South_MN},V11)} = 0.5.
\]

![Figure 5: A pruning step of the decision tree in Figure 4.](image)

We see that the probability depends on the cardinality of the ViewCache at the pruning site. For numerous number of records, the cardinality and the best ViewCache node to prune at, are the most concerning factors. In our example, if we prune at the node representing the ViewCache \( V11 \), the probability of reaching the classes North MN and South MN are both equal to 0.5. Thus we should try some other node to prune at or start with a test on a different attribute altogether. This will require materialization of the original ViewCache as well as the subsequent ViewCaches. Thus to find out the best test and hence the best decision tree, we need to perform multiple View materializations. So optimal View materialization is a concerning factor.

Traditional RDBMSs can only join two tables at a time. If a complex join involves more than two tables, the RDBMS needs to artificially break the query into a
series of pair-wise joins. For example, we need to join data from 3 tables: Purchases, Store and Products (Figure 1). A traditional RDBMS will have to select two tables to join initially, say Purchases and Store and an intermediate result consisting of Purchases joined to Store will be generated. This intermediate result, joined with Products, produces the final result. For $n$-tables, say this process would continue in order to generate the full result. At each step of a pair-wise join, we generate a binary ViewCache containing the record pointers to the base level tables. Join of Purchases and Store generates an intermediate binary ViewCache $V'$ which again joined with Products, generates the final ViewCache $V$.

![Diagram](image)

**Figure 6:** Pair-wise joining inside a RDBMS engine. An n-ary join is a sequence of binary joins.

Thus each step of an n-ary join process involves a pair-wise join with the generation of a binary ViewCache (Figure 6).

We now concentrate on optimally materializing a View for a test at each level of the decision tree. Let us consider a binary ViewCache derived from two base relations, say $R_i$ and $R_j$ occupying $n_i$ and $n_j$ pages, respectively. We partition the entries of the ViewCache into groups of pairs having the same ordered pair of page-ids [8]. So it is feasible to represent the partitions of any binary ViewCache and the corresponding disk pages of $R_i$ and $R_j$ respectively, by the weighted edges and vertices of a bipartite graph. Materialization of the View, is then equivalent to traversing all the edges, fetching the vertices and joining the tuples in the edges. Materialization of a View with an optimal cost can be described as an optimal graph traversal problem where one has to find a path that visits all its edges graph at a minimal cost.

The graph representing a ViewCache generated by the execution of relational operations underlying a query, may be skewed on a particular processor/s of a parallel data server and thus materialization of this View in parallel, will not be efficient. As a solution to this, we have first developed a theory for normal distribution of small portions of the vertices and edges of the graph from a processor to its neighbours, for replication. The percentage of the distribution for replication will however depend on the cardinality of the ViewCache concerned. The replicated edges will form a dynamic domain for task load sharing at run-time. The processor/s with the ViewCache will for a few iterations of Monte-Carlo simulation [3], distribute in packets, a few of the ViewCache partitions, the corresponding pages of data to its neighbouring processors for replication using a Binormal distribution.

After distribution, we developed the theory for optimal task load sharing so that the global cost of graph traversal follows a gradient descent towards minimization [9].

The details of the graph representation of a ViewCache, distribution for replication, dynamic load balancing and cost analysis are given in the subsequent sections.

## 2. GRAPH REPRESENTATION

In this section, we consider a binary ViewCache and its graph representation.

A binary ViewCache can be represented by a weighted, directed, bipartite graph $G = (V, E, w)$. The set of vertices $V$ refers to the union of all page sets for the relations $R_i$ and $R_j$; the set of edges $E$ refers to the set of ViewCache partitions; and the function $w$ assigns to each edge of $G$, a weight representing the number of tuples in each ViewCache partition.

To materialize a View, we need to access the pages corresponding to the relations $R_i$ and $R_j$ and join the tuples in them. The materialization cost depends on the sequence of the pages, because intelligent utilization of the buffers may cause significant reduction in the number of disk page accesses [8]. When we represent a binary ViewCache by a bipartite graph, the materialization becomes equivalent to traversing all the edges, fetching the vertices and joining the tuples in the edges. The most current set $S$ of vertices in the Cache
which are being accessed during traversal of the graph is called the working set of vertices. Intelligent utilization of the buffer for optimality, is then equivalent to efficiently utilizing the vertices in the working set during the graph traversal. The size of the working set influences the cost of the traversal.

Materialization of a View with an optimal cost can then be described as an optimal graph traversal problem as follows.

**Posed Problem:** Traverse once, all the edges \( E \) of the graph \( G = (V,E,w) \) with a minimum global cost.

Let a “white” vertex \( v_w \) correspond to one full page of \( R_i \) and a “black” vertex \( v_b \) to that of \( R_j \).

![Graphical Representation of a ViewCache](image)

**Figure 7:** Graphical Representation of a ViewCache showing the black and white vertices and the weights on the directed edges.

The cost for a white-black traversal in \( G \), is given by,

\[
C_{v_w,v_b} = \begin{cases} 
0, & \text{both } v_w \text{ and } v_b \text{ are in } S; \\
1, & \text{either } v_w \text{ or } v_b \text{ is in } S; \\
2, & \text{neither } v_b \text{ or } v_b \text{ is in } S.
\end{cases} \quad [2.1]
\]

### 2.1. Average I/O Cost for Graph Traversal

We have shown that the average I/O cost in traversing all \( E \) edges of the graph \( G = (V,E,w) \) is approximately of the order of

\[
|E| + \frac{1}{8} \times \left\{ b^2 - b(3d_w^{av} + 3d_b^{av} + S) + 6(d_w^{av} + d_b^{av}) \right\}
\]

where \( d_w^{av} \) and \( d_b^{av} \) are respectively the average degrees of white and black vertices in \( G \), and \( b \) is the size of the working set \( S \), assuming that \( |E| \) is large. Detailed proof is in [12].

### 2.2. Heuristics for Cost Optimal Graph Traversal

In [1], it was shown that finding a path to traverse all ViewCache partitions for materialization with best optimal cost, is \( NP \) complete. We will discuss below a strategy that deals with a heuristic approach.

First, select a white vertex \( v_w \) of minimum degree and insert it in \( S \). Then, start traversing all connected black vertices updating \( S \) with a new black vertex for each traversal until \( S \) is full. If \( S \) is full, do not bring further vertices. Decrease the degree of the white vertex by one, each time the traversal of an edge connected to a black vertex is over. If the degree of the white vertex becomes zero, get rid of it. Then choose a maximum degree black vertex connected to the white vertex and start traversing all connected white vertices until \( S \) is full. If \( S \) is full, do not bring further vertices. Continue till the traversal of all edges of graph \( G \) is complete [12].

Our intention is to free as many white vertices as possible, in every step, so that we save I/O by not fetching them again. By choosing maximum degree black vertices, we are fetching more white vertices, thus increasing the probability of having a very low degree white vertex in \( S \). This lowest degree white vertex is processed for all connected black vertices and is freed if possible. Figure 8 shows the traversal of \( G \) in Figure 7 according to the steps of the above algorithm.

The optimal path of traversal of \( G \) is the sequence \( \{a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p\} \).

![Graph traversal following the algorithm](image)

**Figure 8:** Graph traversal following the algorithm.

![The sequence of changes in the working set during the graph traversal in figure 7.](image)

**Figure 9:** The sequence of changes in the working set during the graph traversal in figure 7.
3. DISTRIBUTION FOR REPLICATION

For market basket analysis as explained in Example 1.1, a View at a particular decision tree-level, may be distributed such that one processor corresponds to 2 million records, another processor to 5 million and another to 5000 and so on. Here, we have developed a method of clustering and distribution of data packets from unbalanced processor/s for replication. This distribution at a particular level of the decision tree, depends on the cardinality of the corresponding ViewCaches at that level which is again dependent on the test performed at that level. It is worth distributing in this way because the View will be materialized many times not only for different tests at different levels of the decision tree, but also for different tests at the same level to get a satisfactory information gain.

3.1. Clustering of Data for Distribution

Considering a sub-graph \( G' = (V', E', w') \) in a processor, we now proceed to cluster its vertices and edges to form a data packet and send this data packet to another processor for replication.

A cluster in a graph \( G' \), is a single black vertex along with the connectivities to several white vertices. The maximum size of a cluster is the number of records in a black page.

A data packet is a collection of one or more clusters.

![Figure 10. A cluster in G consisting of a black vertex connected by the edges to several white vertices.](image)

For a cluster, I/O cost is incurred for several white-black traversals related to the same black vertex. Thus, if a few such clusters are sent at each test level, to other processors for replication, the sending processor may save some I/O and processing at each such level.

3.1.1. Algorithm for Cluster Selection

Choose a white vertex \( v_w \) with the minimum degree and look for the black vertex \( v_b \) with the maximum degree linked to it. Eliminate the black vertex \( v_b \) and its associated edges to get a sub-graph. This forms a cluster to send. Subtract the degree of \( v_w \) and that of all the white vertices connected to \( v_b \), by one. Continue similarly in a processor to select a few clusters this way.

3.1.2. Cost Analysis

Let us consider the sub-graph \( G' = (V', E', w') \) to be traversed by a processor. The processor generates several clusters following the steps of algorithm 3.1.1 and sends each of them to other processors for replication.

The set of edges locally owned by a processor after sending away clusters for replication, is the static set of edges, that it has to traverse. A processor may also have due to Binormal distribution, a replicated set of edges from other processors, which it may have to traverse if necessary, during load balancing. The set of all the replicated sets from all processors forms the dynamic domain of the whole network.

We have found that the order of average saving in the I/O cost in the static set of edges for a processor at a decision tree-level, by replication of a cluster consisting of one black vertex and \( 1, 2, \ldots, k \) white vertices, can be given by

\[
\frac{d_w^{av} d_b^{av}}{2} \left( 1 - \frac{\Phi}{|E|} \left( d_w^{av}\right)^2 \right) \left( \frac{1}{d_w^{av} + 1} - \frac{\Phi}{|E|} \left( d_b^{av}\right)^2 \right)
\]

where, \( d_w^{av}, d_b^{av} \) are respectively the average degrees of white and black vertices in \( G' = (V', E', w') \); \( \Phi \) is defined as the summation

\[
\frac{1}{b-1} \sum_{k=1}^{b-1} (b-k)k
\]

\( b \) is the size of the working set \( S \), and \( |E'| \) is assumed to be large. This gives the order of edges contributed to the dynamic domain by replication [12]. Now let us talk about the average I/O saving for sending several clusters at each level of the decision tree.

The average I/O saving in the static set of a processor after replications at the first tree-level, is of the order of
where, \( t^{(1)} \) is the number of iterations of sending the clusters; and \( K, K_1, K_2, K_3 \) are defined as follows,

\[
K = d_b^{av}d_w^{av}; \quad K_1 = \phi \left( d_w^{av} \right)^2; \quad K_2 = \phi \left( d_b^{av} \right)^2;
\]

\[
K_3 = 1 + \frac{1}{d_w^{av}}. \quad \text{This gives the order of edges contributed to the dynamic domain, at the first tree-level [12].}
\]

Now, another important advantage is a cumulative effect of the I/O saving when we reach a certain level of the decision tree starting from the first. We have proved that, the average cumulative I/O saving in the static set for \( m \) levels of the decision tree can be written as the order of

\[
\frac{Kt^{av}m}{2} \left( K_3 - \frac{K_3K_1 + K_2}{|E|} \right)
\]

where, \( t^{av} \) is the average over the number of clusters sent at all \( m \) levels of the decision tree, and

\[
K = d_b^{av}d_w^{av}; \quad K_1 = \phi \left( d_w^{av} \right)^2; \quad K_2 = \phi \left( d_b^{av} \right)^2;
\]

\[
K_3 = 1 + \frac{1}{d_w^{av}} \quad \text{and assuming} \quad |E| \quad \text{large. This gives the order of edges contributed to the dynamic domain for all} \quad m\text{-decision tree-levels [12].}
\]

### 3.2. The Distribution

A data packet from an overloaded processor "migrates" to another processor for replication, following Binomial distribution whose corresponding density function \( g(x,y) \) with mean zero and standard deviation \( \sigma \), is given by,

\[
g(x,y) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right)
\]

The graph of such a density function is a bell-shaped curve that is symmetric around the origin (Figure 11). We are using this function to ensure a uniform spread of the data in the \( x \) and \( y \) directions of a 2-d network of processors (extendible to three and higher dimensions). The probability of a data packet to fall within a range along \( x \) and \( y \) axes, can be evaluated by obtaining the area under this density function between the range [3]. Now, repeating a Monte-Carlo simulation by a processor at \((i,j)\), we draw a pair of random deviates in the interval \([0,1]\) from the above Binormal distribution [11,13]. This pair determines the location of the replicated data packet in the network and thus contributes to the edges in the dynamic domain [14]. Here, \( \sigma \) is a processor-specific parameter.

This way of distribution of data packets for replication is to ensure the uniformity of the dynamic domain of a processor which again ensures uniform load balancing scenario at run-time.

![Figure 11: The normal distribution of data from a single processor to the neighbouring processors in the 2-d space for replication.](image)

### 4. Run-Time Load Balancing

At run-time, based on agreements between the processors, a subset of tasks of traversal of edges in the dynamic domain may be transferred in a way such that the global cost for traversing all the edges of the total graph \( G \) at a particular time step is minimized. Each processor minimizes its local cost function by keeping the task load below a certain specified threshold and calculates its local Likelihood Ratio in making a decision (equation 4.1.1). The number of static and dynamic edges traversed by a processor are interdependent in making such a probabilistic decision.

![Figure 12: The static and the dynamic portions of the tasks, associated with the processors P1, P2, etc.](image)
4.1. Cost Analysis For Graph Traversal

In this section, we provide a cost model for the dynamic domain of the 2-d network of processors. We are considering the dynamic domain to give a total picture of the dynamic load balancing scenario in order to minimize the overall cost of View materialization, at any decision tree-level.

The probability of the processor at \((i,j)\) becoming active is proportional to the total cost it contributes to the network \([4]\). Here, by saying that a processor is active, we mean that it is actively taking part in receiving an extra load from other processors. By assumption, the cost function is additive under network decomposition. So adding the costs of the components' states should correspond to multiplying the probabilities of the components' states in the network. We consider an exponential function to relate the mapping from addition into multiplication.

Now, a processor at \((i,j)\) has an earlier estimated cost for static edge traversals depending on the weights of the edges and on the vertices whether or not, they are in \(S\) during the traversal. It will activate depending on the probability whether this static estimated cost (sc) at the current step \(t\) is lower than the cost incurred by it for the traversal in the dynamic domain (dc), at the previous time step.

Every processor at \((i,j)\) must thus compute locally:

\[
\text{Likelihood Ratio} = \frac{\text{prob(to activate)}}{\text{prob(not to activate)}} = \exp\{\text{dc} (t - 1) - \text{sc} (t)\} \quad [4.1.1]
\]

If the exponential term is positive, i.e., if the estimated cost for the static set at time \(t\) is lower than the cost incurred for the dynamic domain at time \((t-1)\), the processor at \((i,j)\) will more likely activate in receiving task loads in the dynamic domain.

4.1.1. The Global Cost in the Dynamic Domain

Let us consider a time step \(t\), when a load balancing situation arises. The processors with unbalanced task loads in the dynamic domain, send messages represented by vectors carrying information about task loads to be shared. The \((1 \times nk)\) incoming block message vector from \(k\) processors, denoted by

\[
r(t) = [r_0(t), r_1(t), r_2(t), \ldots, r_{k-1}(t)]',
\]

represents information regarding the source processor-id, its current status, the number of edges from the dynamic domain that it might share with some other processor for traversal, the weights and vertices corresponding to these edges, etc. A \((1 \times nk)\) block feature vector \(f_{i,j}(t)\) for a processor at \((i,j)\) represents features that need to be matched with the \(k\) incoming message vectors. This vector conveys the information whether it has the replicated data packet corresponding to the edge traversals requested by a processor sending the message vector or vice versa, its current status whether or not its task load fraction is less than a threshold and should accept an extra task load or give out some, etc. The matching is done by a processor as follows:

For \(p = 0, ..., (k-1)\),

\[
\text{label}(r_p(t), f_{i,j}(t)) = 0, 1, \text{or } -1.
\]

The list of all task loads \(\{q_{i,j}^p(r_p(t),t)\}\), messaged to a processor at \((i,j)\) via all \(r_p(t), p = 0, ..., (k-1)\), forms the input vector \(q_{i,j}(r(t),t)\) representing the number of edges and vertices in the dynamic domain, a processor needs to share at that particular time step and \(w_{i,j}(q_{i,j}(r(t),t))\) is the vector representing the associated weights. Let the communication for this agreement involve a message of size \(m_{i,j}(r_p(t),t)\).

Let us denote the state of the network by the pair \((r(t),t)\). The global cost function for the network, has as time dependent parameters \(\{f_{i,j}(t)\}\), associated with each processor at \((i,j)\) and we call this the feature base \(F\).
Let the global cost function for the dynamic domain of the network, as a contribution from all \((i,j)\) at time \(t\), be given by

\[
C_F(r(t), t) = \sum_{i,j} \{ C_{\text{comm}}(r(t), f_{ij}(t), m_{ij}(r(t), t)) \\
+ C_{i/o}(r(t), f_{ij}(t), q_{ij}(r(t), t)) \\
+ C_{\text{comp}}(r(t), f_{ij}(t), w_{ij}(q_{ij}(r(t), t))) \}
\]

[4.1.1.1]

where \(C_{\text{comm}}(r(t), f_{ij}(t), m_{ij}(r(t), t))\) is the cost due to agreements with the adjacent processors through communication of messages;

\(C_{i/o}(r(t), f_{ij}(t), q_{ij}(r(t), t))\) is the I/O cost; and

\(C_{\text{comp}}(r(t), f_{ij}(t), w_{ij}(q_{ij}(r(t), t)))\) is the CPU cost for joining the tuples during dynamic edge traversal [5,9]. Details are in [12].

The number of edges in the dynamic domain, traversed at every time step by the processors in the network, is given by the order of

\[
\sum_p \{ \log_e(\text{Likelihood } \_ \text{Ratio}_p) \\
- \log_e(\text{Likelihood } \_ \text{Ratio}_{\text{min}}) \}
\]

where, \(\text{Likelihood } \_ \text{Ratio}_{\text{min}}\) is the minimum over all the \(\text{Likelihood } \_ \text{Ratio}_p\) in the network of \(P\) processors [12].

4.2. The Threshold for Decision Making

A processor at \((i,j)\) calculates the fraction of the total weighted cost incurred on the basis of agreements of \(f_{ij}^p(t)\) with \(r_p(t)\), with respect to an estimated cost for each computational step. This weighted cost fraction should be less than a threshold for minimization. So, we may write,

\[
\text{critical-fraction} = v = \frac{\sum_{p=0}^{k-1} \text{label}(r_p(t), f_{ij}^p(t))q_{ij}(r_p(t), t)}{\text{estimated cost}}
\]

[4.2.1]

where \(v\) is a threshold. Each processor decides to receive or send based on agreements, the critical fraction of the task load [10]. It orients its own feature vector \(f_{ij}(t)\) with the information whether it can send or receive the task loads.

We may express the best threshold range (Figure 14) in terms of the number of processors, \(P\) for an optimal dynamic load balancing situation [10] as,

\[
1 > v > 1 - \frac{2}{P}
\]

[4.2.2]

Figure 14: The best threshold as a function of the number of processors, \(P\). As \(P\) increases, the threshold value limits to 1.

The complexity of the overall cost for View Materialization in parallel is of the order of

\[
\begin{cases}
T_{\max} + \frac{H}{P} \left( \Gamma - \delta \sum_p (T_{\max} - T_p) \right), \\
\text{if } \Gamma > \delta \sum_p (T_{\max} - T_p), \\
T_{\max}, & \text{otherwise}
\end{cases}
\]

where, \(T_{\max}\) is the maximum static cost associated with a processor out of \(P\) processors in the network, \(\Gamma\) is the total number of edges in the dynamic domain of the network, \(T_p\) is the static cost associated with each processor and \(\mu, \delta\) are constants of proportionality [12].

5. THE IMPLEMENTATION

This section presents some of the simulation results using data replication by normal distribution and dynamic load balancing in order to minimize the global cost. The implementation has been carried out on a
parallel computer CM-5 (Connection Machine) which simulates a parallel data server. The normal distribution as a replication technique as well as the asynchronous communication between processors, for dynamic load balancing have been implemented using a program written in C++. The simulation was targeted towards experimenting with the dynamic domain of a graph. We studied variations of threshold and its impact on load balancing and also studied the gradient descent in the global cost (Figures 14, 15 and 16).

In our implementation, we are considering a range of data to lie in a 2-d space. This 2-d space has then been subdivided into small 2-d partitions and the computations in a particular data partition, are entirely local to that partition. The data partitions are then evenly loaded onto \( P \) processors arranged in a checkerboard fashion. A ViewCache is generated arbitrarily using pointer pairs relating data records in all the processors. A specific test is then performed on this ViewCache. During this test, a Monte-Carlo simulation of the normal distribution of several data packets is carried out by each processor at run-time in order to replicate a portion of its data (depending on the cardinality of the ViewCache it owns). After many such replications for several tests at each level, we studied the behaviour of View Materialization.

![Figure 16: Local contributions (costs) along the 2-d network of \( P = 64 \) processors for three different thresholds.](image)

6. CONCLUSIONS

In this research, we concentrated on optimal View materialization in a parallel environment for data mining, using a graph theoretic approach. Since the current problem lies in the huge amount of data movement involved in dynamic load balancing for each decision tree-level, we proposed a technique for fractional data replication from a ViewCache at run-time, using normal distribution function. This generates a dynamic domain of the ViewCache where an optimal, decision-based, load balancing mechanism is applied to speed up the materialization. The dynamic network component is interleaved with the static, processor-specific task of materialization at each tree-level. We have simulated a parallel data server only to get an initial idea of the possible results on the dynamic domain. As a future direction, we plan to experiment more on the interleaved executions of static and dynamic domains.
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