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Abstract. The description of equilibria of shape memory alloys or other ordered materials gives rise to nonconvex variational problems. In this paper, we study a two-dimensional model of such materials. Due to the fact that the corresponding functional has two symmetry-related (martensitic) energy wells, the numerical approximation of the deformation gradient does not converge, but tends to oscillate between the two wells, as the size of the mesh is refined. These oscillations may be interpreted in terms of microstructures. Using a nonconforming $P_1$ finite element, we give an estimate for the rate of convergence of the probability for the approximated deformation to have its gradient “near” one of the two (martensitic) wells.
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1. Introduction

The goal of this paper is to study some numerical aspects of displacive phase transformations, i.e. solid-solid phase transformations which are accompanied by a change of shape. It is observed that for some crystals such a transformation does not occur uniformly but rather by different amounts (i.e. deformations) in different parts of the body. This “ununiformity” will be here referred to as microstructures of the material and may exhibit very complicated patterns.

From a physical point of view, the underlying assumptions are the following: we confine our attention to two-dimensional monocrysrtals undergoing displacive phase transformations. Let us remark that a fairly large class of metallic alloys can be studied within the above frame (see [j1]). We will here focus more specifically on one of the most simple examples of the above transformations, namely a cubic-tetragonal transformation. Examples of such materials are provided by some shape memory alloys as CuZn, CuAlNi, NiAl and InTl.

In the sequel $\Omega \subset \mathbb{R}^2$ is the reference configuration for the crystal. It corresponds to the undistored cubic symmetrical and so-called austenite phase. We consider a fixed
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temperature at which the low symmetry tetragonal phase –the so-called martensite phase– can possibly appear.

If \( y : \Omega \rightarrow \mathbb{R}^2 \) denotes the deformation, the bulk energy is given by:

\[
\int_{\Omega} \Phi(\nabla y(x)) \, dx
\]

where \( \Phi \) is the energy density. We consider the following Ericksen-James energy density

(1.1) \[
\Phi(F) = k_1(\text{Tr} C - 2)^2 + k_2 C_{12}^2 + k_3 \left( \frac{(C_{11} - C_{22})^2}{2} - \varepsilon^2 \right)^2,
\]

where \( F = \nabla y \) and \( C = F^t F \) is the (right) Cauchy-Green strain tensor, \( k_i, i = 1, 2, 3 \) are constant elastic moduli and \( \varepsilon \) is the transformation strain (in the case of indium-thallium the moduli are modeled by \( k_1 = 10, k_2 = 3, k_3 = 1, \varepsilon = 0.1 \), see [cl1]).

The equilibrium configurations are those which minimize the functional

(1.2) \[
\int_{\Omega} \Phi(\nabla y) \, dx
\]

over the space \( V = \{ v \in H^1(\Omega)^2; v - f \in H^1_0(\Omega)^2 \} \) where \( f \) is a given Dirichlet type data to be specified later and where \( H^1(\Omega) \) is the usual Sobolev space. As a consequence of the serious lack of convexity of the above functional (it has two wells corresponding to the martensitic states), there is no minimizer. This is due to the fact that the lowest energy states –those corresponding to the wells– cannot match the boundary conditions. We are led to consider minimizing sequences instead of minimizers. The lowest level of energy is obtained by organizing oscillations between the wells in order to satisfy “in the mean” the boundary condition, possibly giving rise to a twinned martensitic phase (i.e. which consists of fine bands of the different variants of the martensite). Many theoretical papers have been published on these questions. The reader may for instance refer to [bj1], [bj2] or [ck1].

The outline of the paper is as follows. In section 2, we construct a minimizing sequence using the “classical” \( P_1 \)-nonconforming finite element. We give the rate of convergence of the (discrete) energy to zero with respect to the size of the mesh. The oscillations of the minimizing sequences are analyzed in section 3. Namely, we show what is the probability with which the gradients of the minimizing sequence take their values in the vicinity of the wells. These results extend those obtained in [ckl1] and [cl2] in the one-dimensional case and in [cc1] and [c1] in the “two-dimensional scalar” case (i.e. \( \Omega \subset \mathbb{R}^2 \) and \( y : \Omega \rightarrow \mathbb{R} \)). Finally, let us point out that we are not aware of any other convergence results in the genuinely two or multi-dimensional problem.
2. Construction of a minimizing sequence

In this section, we construct, via the finite element method, a minimizing sequence. In order to produce, on a given triangulation, a piecewise polynomial function with the lowest possible level of energy and which verifies "in some sense" the boundary conditions, we are led to get rid of some of the continuity requirements of the traditional finite elements. We use here the $P_1$-nonconforming element (see e.g. [cr1]). We prove that the corresponding discrete energy tends to zero like $h^2$ as the size of the mesh $h$ tends to zero.

Let us first recall some elementary properties of the energy density $\Phi$.

**Lemma 2.1.** Let $\Phi$ be the Ericksen-James energy density given in (1.1). The following properties hold

$\Phi$ is frame-indifferent : $\Phi(RF) = \Phi(F) \quad \forall R \in SO_2$,

$\Phi$ has the symmetry group of the square : $\Phi(FR) = \Phi(F) \quad \forall R \in D_8$,

where $D_8$ is the dihedral group of order 8. Moreover $\Phi$ has two minima ($\Phi = 0$) at the Cauchy-Green strains

$$C_0 = \begin{pmatrix} 1 - \varepsilon & 0 \\ 0 & 1 + \varepsilon \end{pmatrix}, \quad C_1 = \begin{pmatrix} 1 + \varepsilon & 0 \\ 0 & 1 - \varepsilon \end{pmatrix}.$$

Some remarks are now in order.

The values $C_0$ and $C_1$ of the Cauchy-Green strain are characteristic of the two variants of the martensitic phase.

Let $y$ be a stable (i.e. $\nabla y$ minimizes $\Phi$ almost everywhere) continuous and piecewise differentiable deformation. We assume that on the two different regions $\nabla y$ has two different constant values corresponding to the two above variants of the martensite, namely

$$F_0 = C_0^{1/2} = \begin{pmatrix} \sqrt{1 - \varepsilon} & 0 \\ 0 & \sqrt{1 + \varepsilon} \end{pmatrix} \quad \text{and} \quad \tilde{RF}_1,$$

where $F_1 = C_1^{1/2} = \begin{pmatrix} \sqrt{1 + \varepsilon} & 0 \\ 0 & \sqrt{1 - \varepsilon} \end{pmatrix}$, with $\tilde{R} \in SO_2$.

The continuity requirement implies that the interface which separates the two regions is a straight line (with unit normal $n$) and for some nonzero vector $a$, we must have

$$\tilde{RF}_1 - F_0 = a \otimes n. \quad (2.1)$$

A solution of equation (2.1) is given by

$$\tilde{R} = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix} \quad \text{with} \quad \sin \alpha = -\varepsilon, \ a = \sqrt{2}\varepsilon \begin{pmatrix} \delta^- \\ -\delta^+ \end{pmatrix}, \ n = \frac{\sqrt{2}}{2} \begin{pmatrix} 1 \\ 1 \end{pmatrix}.$$
where we have set $\delta^- = \sqrt{1 - \varepsilon}$ and $\delta^+ = \sqrt{1 + \varepsilon}$.

Let $\mathcal{M} = \{ A \in M^{2 \times 2}; \Phi(A) = 0 \}$. By lemma 2.1, $\mathcal{M}$ is invariant under the left action of $SO_2$, i.e.

$$SO_2 \mathcal{M} = \mathcal{M}.$$ 

In our case, $\mathcal{M}$ consists in two distinct orbits

$$\mathcal{M} = SO_2 F_0 \cup SO_2 F_1.$$ 

Let us now return to the variational problem (1.2). As remarked in [ckl1], problem (1.2) may have many solutions not only because of nonuniqueness of limits of minimizing sequences but also because the possible associated Young measure may be not unique. In order to select a unique Young measure (see e.g. [bj2]), we consider another formulation of problem (1.2) given in the following lemma.

**Lemma 2.2.** Let $V = \{ v \in H^1(\Omega)^2; v - f \in H^1_0(\Omega)^2 \}$. If $f$ is affine (i.e. $f(x) \equiv Bx + b$, $B \in M^{2 \times 2}$, $b \in \mathbb{R}^2$), then we have

$$\inf_{y \in V} \int_\Omega \Phi(\nabla y) \, dx = \inf_{y \in V} \mathcal{E}(y),$$

where $\mathcal{E}(y) = \int_\Omega (\Phi(\nabla y) + |y - f|^2) \, dx$.

**Proof.** See [bm1], p.239. □

For the sake of simplicity, we assume

$$\Omega = (0,1)^2 \quad \text{and} \quad f(x) = \frac{1}{2}(F_0 + \tilde{R}F_1)x.$$ 

**Remark 2.1.** The very special boundary conditions we consider is particular to the material we study. This choice leads to a unique pattern of microstructure. More precisely the Young measure associated to any minimizing sequence is unique and is equal to the Young measure corresponding to a single laminate constructed from the matrices $F_0$ and $\tilde{R}F_1$ (see [bj2]). In more general situations no uniqueness results are expected. □

Therefore, the problem is the following

Find $u \in V = \{ v \in H^1(\Omega)^2; v - f \in H^1_0(\Omega)^2 \}$ such that

$$\mathcal{E}(u) = \inf_{y \in V} \mathcal{E}(y),$$

where $\mathcal{E}(y) = \int_\Omega (\Phi(\nabla y) + |y - f|^2) \, dx$. 
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Let us now consider the following family of triangulations of $\bar{\Omega}$

$$\mathcal{T}_h = \{K_{l,m,p}, 1 \leq l, m \leq M, p = 1, 2\},$$

where $K_{l,m,1}$ (resp. $K_{l,m,2}$) is the triangle with vertices $(lh, (m - 1)h)$, $((l - 1)h, mh)$ and $((l - 1)h, (m - 1)h)$ (resp. $(lh, mh)$); $h$ stands for the mesh size, $\frac{1}{h} \in \mathbb{N}$. The set $\mathcal{T}_h$ is clearly a decomposition of $\bar{\Omega}$. Let $\{m_i\}$ be the set of the midpoints along the edges of all triangles $K \in \mathcal{T}_h$.

We consider the $\mathcal{P}_1$-nonconforming element (see [cr1]). The degrees of freedom are given by the values at the midpoints and the space of approximation is $\mathcal{P}_1$ (space of polynomials of degree 1). The discrete space $V_h$ is defined as follows

$$V_h = \{u : \Omega \to \mathbb{R}^2; u|_K \in \mathcal{P}_1(K)^2, \forall K \in \mathcal{T}_h,$$
$$u \text{ is continuous at } m, \forall m \in \{m_i\},$$
$$u(m) = f(m), \forall m \in \{m_i\} \cap \partial \Omega\}.$$

In the way of nonconforming methods, we now define a numerical approximation $u_h \in V_h$ by

$$\mathcal{E}_h(u_h) = \inf_{y_h \in V_h} \mathcal{E}_h(y_h) \equiv E_h,$$

where $\mathcal{E}_h(y_h) = \sum_{K \in \mathcal{T}_h} \int_{K} (\Phi(\nabla y_h) + |y_h - f|^2) dx$.

As usual in the case of nonconforming methods, the difference between $\mathcal{E}$ and $\mathcal{E}_h$ lies in the fact that we a priori ignore the Dirac distributions at the element boundaries generated by the discontinuity of functions in $V_h$. Such a method will be justified later (see section 3). Now, let us prove that the approximated problem (2.4) admits a solution.

**Lemma 2.3.** There exists $u_h \in V_h$ such that

$$\mathcal{E}_h(u_h) = \inf_{y_h \in V_h} \mathcal{E}_h(y_h).$$

**Proof.** A function $v_h \in V_h$ is completely determined by its value at the nodes $\{m_i\}$. Given an ordering of the triangles, we denote by $\xi$ the vector of the values of the degrees of freedom of $v_h$ at the nodes which do not belong to $\partial \Omega$.

Let $\Xi(\xi) = \mathcal{E}_h(v_h)$. By definition of $\mathcal{E}_h$, $\Xi$ is a continuous function of $\xi$ which has to be minimized over $\mathbb{R}^d$ where $d$ is the number of nodes not on $\partial \Omega$. We remark that

$$\Xi(\xi) \to +\infty \quad \text{when} \quad |\xi| \to +\infty.$$
Indeed if $|\xi| \to +\infty$, then at least one component of $\xi$ tends to infinity. By definition of the degrees of freedom and by definition of $\mathcal{E}_h$, this leads to the latter relation. Now, let $\hat{\xi} \in \mathbb{R}^d$ be such that $\Xi(\hat{\xi}) < \infty$ and let $X = \{\xi \in \mathbb{R}^d; \Xi(\xi) \leq \Xi(\hat{\xi})\}$. By continuity of $\Xi$, $X$ is a compact set in $\mathbb{R}^d$. Therefore our problem consists in minimizing a continuous function over a compact set in $\mathbb{R}^d$ and consequently admits one solution. $\square$

Let us now establish an upper bound of the discrete energy with respect to $h$. The idea consists here in trying to “mimic” the twinning planes.

**Lemma 2.4.**

$$E_h = \inf_{y_h \in V_h} \mathcal{E}_h(y_h) \leq \frac{1}{24} \varepsilon^2 h^2.$$  

Proof. Let $y_h \in V_h$ be such that

$$y_h(m) = f(m) \quad \forall m \in \{m_i\} \cap \partial \Omega,$$
$$\nabla y_h|_{K_{l,m,p}} = F_0 \quad \text{if } l + m + p \text{ is odd},$$
$$\nabla y_h|_{K_{l,m,p}} = \overline{R} F_1 \quad \text{if } l + m + p \text{ is even},$$

(see figure 1 below).

![Figure 1. Gradient of $y_h$.](image)

Easy (but somewhat tedious) calculations show that such a construction is possible.
Moreover, we have
\[ \Phi(\nabla y_h) = 0 \quad \text{a.e. in } \Omega, \]
and thus
\[ E_h(y_h) = \int_{\Omega} |y_h - f|^2 \, dx = \sum_{K \in T_h} \int_K |y_h - f|^2 \, dx. \]
By simple calculations we prove that for any \( K \in T_h \)
\[ \int_K |y_h - f|^2 \, dx = \frac{\varepsilon^2 h^4}{48}. \]
Therefore, since there are \([2/h^2]\) triangles, we get
\[ E_h \leq E_h(y_h) = \frac{\varepsilon^2 h^2}{24}, \]
which proves the lemma. \( \square \)

**Remark 2.2.** It is not possible to consider the same construction as in the previous proof using “classical” finite elements such as the \( P_1 \)-conforming finite element (since then the boundary condition cannot be matched). However, we can construct a function \( \tilde{y}_h \) in a \( P_1 \)-conforming space having the same properties as \( y_h \) in the above demonstration except in a \( h \)-width boundary layer along \( \partial \Omega \). In doing this, we can prove
\[ E(\tilde{y}_h) = O(h), \]
establishing in this way that the infimum of the energy for the continuous problem is actually zero. \( \square \)

3. Convergence in measure
In this section, we give an estimate for the rate of convergence of the probability for \( u_h \) to have its gradients “near” one of the two martensitic states. Hereafter \( c \) denotes various constants independent of \( h \).

Let us first define the following projection operator
\[ \Pi : M^{2 \times 2} \rightarrow \mathcal{M}, \]
\[ F \mapsto \Pi F, \]
where \( \Pi F \) is such that \( \| F - \Pi F \| = \min(\inf_{\xi \in SO_2} \| F - \xi \|, \inf_{\xi \in SO_2} \| F - \xi \|), \) where \( \| \cdot \| \) stands for the \( \ell_2 \)-norm. Since \( \mathcal{M} \) is compact in \( M^{2 \times 2} \), and since the distance \( d(F, \cdot) \) is continuous on \( \mathcal{M} \), there exists, for any \( F \) in \( M^{2 \times 2} \), at least one \( \Pi F \).
We now remark that there exists $\lambda > 0$ and $\alpha > 0$ such that

$$\Phi(F) \geq \lambda \| F - \Pi F \|^\alpha.$$ 

In order to prove this result, it is useful to analyze some geometrical properties of the wells $\mathcal{M}_0 = SO_2 F_0$ and $\mathcal{M}_1 = SO_2 F_1$.

In $\mathbb{R}^4$, these two wells may be viewed as two circles with center at the origin and with radius $\sqrt{2}$. As we already know, these circles do not intersect each other. Easy calculations show that if $d(\mathcal{M}_0, \mathcal{M}_1)$ is the distance between the two wells, we have

$$d(\mathcal{M}_0, \mathcal{M}_1) = 2(1 - \sqrt{1 - \varepsilon^2})^{1/2}.$$ 

**Lemma 3.1.** Let $\Phi : M^{2 \times 2} \to \mathbb{R}$ be the energy density given in (1.1). There exists a constant $\lambda > 0$ such that

$$\Phi(F) \geq \lambda \| F - \Pi F \|^2 \quad \forall F \in M^{2 \times 2}.$$ 

**Proof.** We first remark that it suffices to prove the relation "at infinity" on the one hand, and in a neighborhood of each well on the other hand.

The first part is not difficult to check since by definition of $\Phi$, for any given $F$, $\| F \| \geq d$, where $d$ is an arbitrary number, $d \gg d(\mathcal{M}_0, \mathcal{M}_1)$, and for any $\alpha$, $0 \leq \alpha \leq 8$, there clearly exists a positive number $\lambda$ such that

$$\Phi(F) \geq \lambda \| F - \Pi F \|^\alpha.$$ 

Let us consider what happens in a collar neighborhood of a well, say $\mathcal{M}_0$. Developing $\Phi$ in a neighborhood of an arbitrary point belonging to $\mathcal{M}_0$, say $F_0$, we get after a few calculations

$$\Phi(F) = \frac{1}{2} (\nabla^2 \Phi(F_0) (F - F_0), F - F_0) + \mathcal{O}(\| F - F_0 \|^3),$$ 

where

$$\nabla^2 \Phi(F_0) (F - F_0), F - F_0) = 8k_1 (\text{Tr } F_0^t (F - F_0))^2$$
$$+ 2k_2 [F_0^t (F - F_0) + (F - F_0)^t F_0]_{12}^2$$
$$+ 32k_3 \varepsilon^2 ([F_0^t (F - F_0)]_{11} - [F_0^t (F - F_0)]_{22})^2.$$

Therefore, we have to prove that there exists $\lambda > 0$ such that for any $F$ belonging to the three dimensional hyperplane through $F_0$, orthogonal to $\mathcal{M}_0$ in $\mathbb{R}^4$, we have

$$\nabla^2 \Phi(F_0) (F - F_0), F - F_0) \geq \lambda \| F - F_0 \|^2.$$ 
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Since the equation of the two dimensional plane perpendicular to $M_0$ is
\[
\{ v \in \mathbb{R}^4; v' = (g\delta^+ + \delta^-, h\delta^-, h\delta^+, -g\delta^- + \delta^+), \quad h, g \in \mathbb{R} \},
\]
the generic expression of $F$ is
\[
F = \begin{pmatrix}
g\delta^+ + \delta^- & h\delta^- \\
h\delta^+ & -g\delta^- + \delta^+
\end{pmatrix} + f \begin{pmatrix}
\delta^- & 0 \\
0 & \delta^+
\end{pmatrix}
\quad f, g, h \in \mathbb{R}.
\]
Consequently since $\| F - F_0 \|^2 = 2(f^2 + g^2 + h^2)$, we have to prove that for some $\lambda > 0$
\[
(\nabla^2 \Phi(F_0)(F - F_0), F - F_0) \geq \lambda(f^2 + g^2 + h^2).
\]
Direct calculations yield
\[
(\nabla^2 \Phi(F_0)(F - F_0), F - F_0) = 32k_1 f^2 + 8k_2 h^2 \\
+ 128\varepsilon^2 k_3 \left( (1 - \varepsilon^2)g^2 + \varepsilon^2 f^2 - 2\varepsilon \delta^+ \delta^- g f \right),
\]
and thus by Young inequality
\[
(\nabla^2 \Phi(F_0)(F - F_0), F - F_0) \geq 32k_1 f^2 + 8k_2 h^2 \\
+ 128\varepsilon^2 k_3 \left( g^2(1 - \varepsilon^2)(1 - \eta) + \varepsilon^2 f^2(1 - \frac{1}{\eta}) \right) \quad \eta > 0.
\]
Now if $\eta$ is chosen such that $1 > \eta > \frac{1}{1 + \frac{1}{4\varepsilon^4 k_3}}$, we obtain that there exist three positive numbers $a, b, c$ (depending on $\varepsilon, k_1, k_2$ and $k_3$) which verify
\[
(\nabla^2 \Phi(F_0)(F - F_0), F - F_0) \geq af^2 + bg^2 + ch^2,
\]
proving the lemma. $\square$

Let us now turn to the analysis of the approximate solution $u_h$.

**Lemma 3.2.** There exists a constant $c$, independent of $h$, such that
\[
\| \nabla u_h(x) \| \leq c \quad \text{a.e. } x \in \Omega.
\]

**Proof.** By lemma 2.4, we have
\[
\sum_{K \in T_h} \int_K \Phi(\nabla u_h) dx = \sum_{K \in T_h} |K| \Phi(\nabla u_h(p_K)) = \mathcal{O}(h^2),
\]
and thus
\[
\sum_{K \in T_h} \Phi(\nabla u_h(p_K)) = \mathcal{O}(1),
\]
where $p_K$ is some point belonging to the interior of $K$. If $\nabla u_h$ was not bounded, then there would be at least one sequence of elements $\{K_h^*\}_{h > 0} \subset T_h$ and a corresponding sequence of points $\{p_{K_h^*}\}_{h > 0}$ such that $\nabla u_h(p_{K_h^*})$ would tend to infinity as $h$ tends to zero. This is in contradiction with (3.1) and the fact that $\Phi(v) \to +\infty$ as $\|v\| \to +\infty$. $\square$

9
Remark 3.1. We notice that, in the case of the $P_1$-conforming finite element, the convergence rate of order 1 for the energy discussed in remark 2.2 is not sufficient to obtain an a priori bound for the deformation gradients as in the previous lemma (since then relation (3.1) does not hold any more).

Now, let $\omega$ be any Lipschitz domain such that $\omega \subset \Omega$. We define

$$\omega_h = \bigcup_{K \in T_h} K.$$ 

Due to the particular triangulation we consider, we have

$$\forall x \in \partial \omega_h \quad d(x, \partial \omega) \leq c h,$$

where $d(x, \partial \omega)$ is the distance between $x$ and $\partial \omega$ and $c$ is a constant which depends only on $\partial \omega$. If $| \cdot |$ denotes the Lebesgue measure, it follows that

$$|\omega - \omega_h| = O(h).$$

Let us introduce

$$T_h(\omega) = \{ K \cap \bar{\omega}; K \in T_h \}.$$ 

We remark that in general $T_h(\omega)$ does not only contain triangles $K \in T_h$, but also truncated triangles.

Lemma 3.3. For any Lipschitz domain $\omega \subset \Omega$, we have

$$\sum_{K \in T_h(\omega)} \int_K \| \nabla u_h - \Pi \nabla u_h \| dx = O(h).$$

Proof. We have

$$\sum_{K \in T_h(\omega)} \int_K \| \nabla u_h - \Pi \nabla u_h \| dx = \sum_{K \in T_h(\omega_h)} \int_K \| \nabla u_h - \Pi \nabla u_h \| dx$$

$$+ \sum_{K \in T_h(\omega) - T_h(\omega_h)} \int_K \| \nabla u_h - \Pi \nabla u_h \| dx,$$

and thus by Cauchy-Schwarz inequality and lemma 3.2

$$\sum_{K \in T_h(\omega)} \int_K \| \nabla u_h - \Pi \nabla u_h \| dx \leq |\omega_h|^{1/2} \left( \sum_{K \in T_h(\omega_h)} \int_K \| \nabla u_h - \Pi \nabla u_h \|^2 dx \right)^{1/2} + c|\omega - \omega_h|.$$
Since by definition $|\omega_h| \leq |\omega|$, lemma 3.1 and relation 3.2 lead to

$$\sum_{K \in T_h(\omega)} \int_K \|\nabla u_h - \Pi \nabla u_h\| \, dx \leq |\omega|^{1/2} \left( \frac{E_h}{\lambda} \right)^{1/2} + ch.$$

The result is then a direct consequence of lemma 2.4. \qed

Let us introduce the following notation

$$\Sigma_h = \text{set of the "edges of } T_h\text{"},$$
$$\Sigma_h(\omega) = \Sigma_h \cap \tilde{\omega},$$
$$\omega^R = \{ x \in \omega - \Sigma_h(\omega) : \|\nabla u_h - \Pi \nabla u_h\| < R \},$$
$$\omega_i^R = \{ x \in \omega - \Sigma_h(\omega) : \Pi \nabla u_h \in M_i, \|\nabla u_h - \Pi \nabla u_h\| < R \}, \; i = 0, 1$$
$$\omega^R_{e} = \omega - \omega^R = \tilde{\omega}^R \cup \Sigma_h(\omega),$$

where $\tilde{\omega}^R = \{ x \in \omega - \Sigma_h(\omega) : \|\nabla u_h - \Pi \nabla u_h\| \geq R \}$ and where $R$ is a given positive number.

In the next lemma, we establish that the measure of the set $\omega^R_{e}$ (which, roughly speaking, consists of the points at which the gradient of the approximated deformation $u_h$ is not in a "neighborhood" of a martensitic state) tends to zero like $h$ as $h > 0$ tends to zero.

**Lemma 3.4.** For any Lipschitz domain $\omega \subset \Omega$, we have

$$|\omega^R_{e}| = O(h).$$

**Proof.** Since the two-dimensional measure of $\Sigma_h(\omega)$ is zero for any $h > 0$, we have

$$|\omega^R_{e}| = \int_{\omega^R_{e}} dx + |\Sigma_h(\omega)| \leq \frac{1}{R} \sum_{K \in T_h(\tilde{\omega}^R)} \int_K \|\nabla u_h - \Pi \nabla u_h\| \, dx.$$

We conclude by lemma 3.3, since this latter result holds for any Lipschitz subdomain of $\Omega$. \qed

We can now prove that, as a consequence of the estimate on the energy obtained in lemma 2.4, the average of the deformation gradients are "close" to the average of the gradients of the function $f$ which defines the boundary condition.

**Lemma 3.5.** For any Lipschitz domain $\omega \subset \Omega$, we have

$$\| \sum_{K \in T_h(\omega)} \int_K (\nabla u_h - \nabla f) \, dx \| = O(h^{1/3}).$$
Proof. We have

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega)} \int_K (\nabla u_h - \nabla f) \, dx \right\| \leq \left\| \sum_{K \in \mathcal{T}_h(\omega)} \int_K (\nabla u_h - \nabla f) \, dx \right\| \\
+ \left\| \sum_{K \in \mathcal{T}_h(\omega) - \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\|.
\end{equation}

By lemma 3.2 and relation (3.2), we remark that the second term on the right-hand side of (3.3) verifies

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega) - \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\| \leq c|\omega - \omega_h| \leq ch.
\end{equation}

On the other hand, by the divergence theorem, we have

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\| = \left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} (u_h - f) \otimes n \, d\sigma \right\|,
\end{equation}

where $n$ is the unit outer normal to $K$. Along each edge $u_h \otimes n$ is a polynomial of degree 1. Since the value of this function for two adjacent triangles is the same at the midpoint of the common edge, we get that, in the previous expression, integrals along the interior edges vanish. This leads to

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\| = \left\| \sum_{\Gamma \in \partial \omega_h \cap \partial \mathcal{K}} \int_{\Gamma} (u_h - f) \otimes n \, d\sigma \right\|.
\end{equation}

Hölder’s inequality yields

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\| \leq |\partial \omega_h|^{1/r'} \left( \sum_{\Gamma \in \partial \omega_h \cap \partial \mathcal{K}} \int_{\Gamma} \|u_h - f\|^r \, d\sigma \right)^{1/r},
\end{equation}

where $\frac{1}{r} + \frac{1}{r'} = 1$. We observe that, since $\omega$ is Lipschitz, then $|\partial \omega_h|$ is bounded regardless of $h$, and thus for any $r$, $1 \leq r \leq \infty$

\begin{equation}
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) \, dx \right\| \leq c \left( \sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^r \, d\sigma \right)^{1/r}.
\end{equation}

Now, it is known (see e.g. [ne], p.84) that for any function $v \in W^{1,1}(K)$, we have

\begin{equation}
\|v\|_{L^1(\partial K)} \leq \bar{c}(K)(\|v\|_{L^1(K)} + \|\nabla v\|_{L^1(K)}),
\end{equation}
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where \( \tilde{c}(K) \) depends only on \( K \). We apply this relation to \( v = \|u_h - f\|^r \). In this case, i.e. if \( v = p^r \) where \( p \) is a polynomial of degree 1, it is easily checked that there exists a constant \( c \), independent of \( h \), which verifies

\[
\|v\|_{L^1(\partial K)} \leq \frac{c}{h} (\|v\|_{L^1(K)} + \|\nabla v\|_{L^1(K)}),
\]

(see appendix for a general demonstration). It follows that

\[
(3.6) \quad \sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^r d\sigma \leq c h^{-1} \sum_{K \in \mathcal{T}_h} \int_K \left( \|u_h - f\|^r + \|\nabla (u_h - f)^r\| \right) dx.
\]

We observe

\[
\int_K \|\nabla (u_h - f)^r\| dx = \frac{r}{2} \int_K \|u_h - f\|^{r-2} \|\nabla (u_h - f)^2\| dx
\]

\[
= \frac{r}{2} \int_K \|u_h - f\|^{r-2} \left( \sum_{i=1}^2 \left( \sum_{j=1}^2 \frac{\partial}{\partial x_i} (u_{h_j} - f_j)^2 \right) \right)^{1/2} dx,
\]

and thus, by the Cauchy-Schwarz inequality

\[
\int_K \|\nabla (u_h - f)^r\| dx \leq r \int_K \|u_h - f\|^{r-1} \left( \sum_{i=1}^2 \left( \sum_{j=1}^2 \frac{\partial}{\partial x_i} (u_{h_j} - f_j)^2 \right) \right)^{1/2} dx.
\]

Relation (3.6) then yields

\[
\sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^r d\sigma \leq c h^{-1} \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K \left( \|u_h - f\|^{r-1} \|u_h - f\|^{r-1}
\]

\[
+ r \|u_h - f\|^{r-1} \|\nabla (u_h - \nabla f)\| dx,
\]

and thus using once again Hölder’s inequality

\[
\sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^r d\sigma \leq c h^{-1} r \sum_{K \in \mathcal{T}_h(\omega_h)} \left[ \left( \int_K \|u_h - f\|^{(r-1)s'} dx \right)^{1/s'} 
\]

\[
\left( \left( \int_K \|u_h - f\|^s dx \right)^{1/s} + \left( \int_K \|\nabla (u_h - \nabla f)\|^s dx \right)^{1/s} \right) \right]
\]

where \( \frac{1}{s} + \frac{1}{s'} = 1 \).

By setting \( (r-1)s' = 2 \), we obtain

\[
\sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^r d\sigma \leq c h^{-1} \sum_{K \in \mathcal{T}_h(\omega_h)} \left( \int_K \|u_h - f\|^2 \right)^{1/s'} \|u_h - f\|_{W^{1,s}(K)},
\]
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which yields
\[
\sum_{K \in \mathcal{T}_h(\omega_h)} \int_{\partial K} \|u_h - f\|^s d\sigma \leq ch^{-1} \left( \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K \|u_h - f\|^2 dx \right)^{1/s'} \left( \sum_{K \in \mathcal{T}_h(\omega_h)} \|u_h - f\|^s_{W^{1,s}(K)} \right)^{1/s}.
\]

It then follows from relation (3.5) that
\[
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) dx \right\| \leq ch^{\frac{s'}{s' + 1}} \left( \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K \|u_h - f\|^2 dx \right)^{\frac{1}{s' + 1}} \left( \sum_{K \in \mathcal{T}_h(\omega_h)} \|u_h - f\|^s_{W^{1,s}(K)} \right)^{\frac{s' - 1}{s' + 1}}.
\]

By lemma 3.2, the second term of the right-hand side in the previous relation is bounded; therefore lemma 2.4 leads to
\[
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) dx \right\| \leq ch^{\frac{s'}{s' + 1}},
\]
and thus if \( s' = 1 \)
\[
\left\| \sum_{K \in \mathcal{T}_h(\omega_h)} \int_K (\nabla u_h - \nabla f) dx \right\| \leq ch^{1/3}.
\]

The lemma is then a direct consequence of (3.3), (3.4) and the latter relation.

Let us now state and prove our main result. Namely, we give an estimate for the rate of convergence of the probability for \( u_h \) to have its gradient in either of the two martensitic states.

**Theorem 3.1.** For any Lipschitz domain \( \omega \subset \Omega \), we have
\[
\frac{|\omega_i^R|}{2} = O(h^{1/3}) \quad i = 0, 1.
\]

**Proof.** We have
\[
\sum_{K \in \mathcal{T}_h(\omega_0^R) \cup \mathcal{T}_h(\omega_1^R)} \int_K \nabla u_h dx = \sum_{K \in \mathcal{T}_h(\omega)} \int_K \nabla u_h dx - \sum_{K \in \mathcal{T}_h(\omega_0^R)} \int_K \nabla u_h dx
\]
\[
= \sum_{K \in \mathcal{T}_h(\omega)} \int_K (\nabla u_h - \nabla f) dx + \sum_{K \in \mathcal{T}_h(\omega)} \int_K \nabla f dx
\]
\[
- \sum_{K \in \mathcal{T}_h(\omega - \omega)} \int_K \nabla u_h dx - \sum_{K \in \mathcal{T}_h(\omega_0^R)} \int_K \nabla u_h dx.
\]
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Taking into account the fact that \( f \) is affine and introducing \( \Pi\nabla u_h \), we obtain
\[
\sum_{K \in \mathcal{T}_h(\omega_0^R)} \int_K \Pi\nabla u_h \, dx + \sum_{K \in \mathcal{T}_h(\omega_1^R)} \Pi\nabla u_h \, dx - |\omega| \nabla f = - \sum_{K \in \mathcal{T}_h(\omega_R^R)} \int_K (\nabla u_h - \Pi\nabla u_h) \, dx
\]
\[+ \sum_{K \in \mathcal{T}_h(\omega)} \int_K (\nabla u_h - \nabla f) \, dx - \sum_{K \in \mathcal{T}_h(\omega - \omega_h)} \int_K \nabla u_h \, dx - \sum_{K \in \mathcal{T}_h(\omega_R^R)} \int_K \nabla u_h \, dx.
\]

Now by lemma 3.2, 3.3, 3.4 and relation (3.2), it follows that
\[
\sum_{K \in \mathcal{T}_h(\omega_0^R)} \int_K \Pi\nabla u_h \, dx + \sum_{K \in \mathcal{T}_h(\omega_1^R)} \int_K \Pi\nabla u_h \, dx - |\omega| \nabla f = \mathcal{O}(h^{1/3}),
\]
where \( \mathcal{O}(h^{1/3}) \in M^{2 \times 2} \) and is such that there exists a constant \( c \), independent of \( h \), which verifies \( ||\mathcal{O}(h^{1/3})|| \leq ch^{1/3} \). We get by the definitions of \( \Pi \) and \( f \)
\[
\sum_{K \in \mathcal{T}_h(\omega_0^R)} |K|R_K F_0 + \sum_{K \in \mathcal{T}_h(\omega_1^R)} |K|R_K \bar{R} F_1 - \frac{|\omega|}{2} (F_0 + \bar{R} F_1) = \mathcal{O}(h^{1/3}),
\]
where we have used the fact that the rotations \( R_K \in SO_2, K \in \mathcal{T}_h(\omega_0^R) \) or \( \mathcal{T}_h(\omega_1^R) \), do not depend on \( x \in K \). It is possible to rewrite the above equation as follows
\[(3.7)\]
\[AF_0 + B \bar{R} F_1 = \mathcal{O}(h^{1/3}),\]
where \( A = \sum_{K \in \mathcal{T}_h(\omega_0^R)} |K|R_K - \frac{|\omega|}{2} \) and \( B = \sum_{K \in \mathcal{T}_h(\omega_1^R)} |K|R_K - \frac{|\omega|}{2} \). We remark that both \( A \) and \( B \) have to tend to zero. Indeed, taking into account the structure of these matrices (i.e. \( A = \begin{pmatrix} a_1 & -a_2 \\ a_2 & a_1 \end{pmatrix} \) and \( B = \begin{pmatrix} b_1 & -b_2 \\ b_2 & b_1 \end{pmatrix} \), \( a_1, a_2, b_1, b_2 \in \mathbb{R} \)), equation (3.7) may be rewritten as
\[
M \begin{pmatrix} a_1 \\ a_2 \\ b_1 \\ b_2 \end{pmatrix} = \mathcal{O}(h^{1/3}) \quad \text{where} \quad M = \begin{pmatrix} \delta^- & 0 & (1 + \varepsilon)\delta^- & \varepsilon\delta^+ \\ 0 & -\delta^+ & \varepsilon\delta^- & -(1 - \varepsilon)\delta^+ \\ 0 & -\varepsilon\delta^+ & (1 + \varepsilon)\delta^- & \varepsilon\delta^- \\ \delta^+ & 0 & (1 - \varepsilon)\delta^+ & \varepsilon\delta^- \end{pmatrix},
\]
and where \( \mathcal{O}(h^{1/3}) \in \mathbb{R}^4 \), with \( ||\mathcal{O}(h^{1/3})|| \leq ch^{1/3} \).

It is easy to verify that \( M \) is a non-singular matrix, and thus, we get
\[
a_1^2 + a_2^2 + b_1^2 + b_2^2 = \mathcal{O}(h^{2/3}).
\]
We have in particular

\[(3.8) \quad \sum_{K \in T_h(\omega^R_i)} |K| |\cos \theta_K - \frac{|\omega|}{2}| = \mathcal{O}(h^{1/3}), \quad i = 0, 1,\]

where \(\theta_K\) is the angle corresponding to the rotation \(R_K\).

On the other hand, we have by definition \(|\omega^R_0| + |\omega^R_1| = |\omega| - |\omega^R_e|\), and thus by lemma 3.4

\[(3.9) \quad ||\omega^R_0| + |\omega^R_1| - |\omega|| = \mathcal{O}(h^{1/3}).\]

Now by (3.8), we have

\[(3.10) \quad ||\omega^R_i| + |K| \sum_{K \in T_h(\omega^R_i)} (\cos \theta_K - 1) - \frac{|\omega|}{2}| = \mathcal{O}(h^{1/3}) \quad i = 0, 1.\]

If we add these two relations, we get

\[||\omega^R_0| + |\omega^R_1| + |K| \sum_{K \in T_h(\omega^R_0)} (\cos \theta_K - 1) + |K| \sum_{K \in T_h(\omega^R_1)} (\cos \theta_K - 1) - |\omega|| = \mathcal{O}(h^{1/3}).\]

Relation (3.9) implies then

\[||K| \sum_{K \in T_h(\omega^R_0)} (\cos \theta_K - 1) + |K| \sum_{K \in T_h(\omega^R_1)} (\cos \theta_K - 1)| = \mathcal{O}(h^{1/3}),\]

and thus, since both terms in the latter expression have the same sign

\[||K| \sum_{K \in T_h(\omega^R_i)} (\cos \theta_K - 1)| = \mathcal{O}(h^{1/3}) \quad i = 0, 1.\]

These relations together with (3.10) prove the theorem. \(\square\)

Let us remark that in the case \(\omega = \Omega\), it is possible to improve the order of convergence. In what follows \(\Omega^R, \Omega^R_i\) and \(\Omega^R_e\) are defined according to \(\omega^R, \omega^R_i\) and \(\omega^R_e, i = 0, 1.\)

**Corollary.**

\[||\Omega^R_i| - \frac{|\Omega|}{2}| = \mathcal{O}(h) \quad i = 0, 1.\]

**Proof.** We first remark that

\[(3.11) \quad \sum_{K \in T_h} \int_K \nabla u_h dx = \int_{\Omega} \nabla f dx.\]
Indeed, by the divergence theorem, we have
\[ \sum_{K \in T_h} \int_K \nabla u_h \, dx = \sum_{K \in T_h} \int_{\partial K} u_h \otimes n \, d\sigma, \]
where \( n \) is the unit outer normal to \( K \). By the same argument as in the previous proof, it follows that
\[ \sum_{K \in T_h} \int_K \nabla u_h \, dx = \sum_{\Gamma \in \partial \Omega \cap K} \int_{\Gamma} u_h \otimes n \, d\sigma. \]
However at any midpoint \( m \in \{ m_i \} \) which belongs to \( \partial \Omega \), we have \( u_h(m) = f(m) \), and thus, using once again the same argument, together with the fact that \( f \) is affine, we get
\[ \sum_{K \in T_h} \int_K \nabla u_h \, dx = \sum_{\Gamma \in \partial \Omega \cap K} \int_{\Gamma} f \otimes n \, d\sigma. \]
We conclude by the divergence theorem.
Therefore, we obtain
\[ \sum_{K \in T_h(\Omega_R^\delta)} \int_K \nabla u_h \, dx + \sum_{K \in T_h(\Omega_R^\delta)} \int_K \nabla u_h \, dx = \sum_{K \in T_h} \int_K \nabla u_h \, dx - \sum_{K \in T_h(\tilde{\Omega}_h^R)} \int_K \nabla u_h \, dx. \]
By introducing \( \Pi \nabla u_h \) and taking (3.11) into account, we get
\[ \sum_{K \in T_h(\Omega_R^\delta)} \int_K \Pi \nabla u_h \, dx + \sum_{K \in T_h(\Omega_R^\delta)} \int_K \Pi \nabla u_h \, dx - |\Omega| \nabla f = \]
\[ - \sum_{K \in T_h(\Omega_R^\delta)} \int_K (\nabla u_h - \Pi \nabla u_h) \, dx - \sum_{K \in T_h(\tilde{\Omega}_h^R)} \int_K \nabla u_h \, dx. \]
Now, by lemma 3.3 and 3.4 in the case \( \omega = \Omega \), we obtain
\[ \sum_{T_h(\Omega_R^\delta)} |K| R_K F_0 + \sum_{T_h(\Omega_R^\delta)} |K| R_K \tilde{R} F_1 - \frac{|\Omega|}{2} (F_0 + \tilde{R} F_1) = O(h), \]
and we conclude as in the previous demonstration. \( \Box \)

**Concluding remarks.** The use of a non-conforming element seems to be essential in our demonstration. We have not been able to prove a similar result for, say, the \( P_1 \) or \( Q_1 \) conforming finite elements. The reader can refer to [cl1] for numerical results using the continuous, bilinear \( Q_1 \) element. In that case, the numerical order of convergence corresponding to theorem 3.1 is approximately one (see [cl1] or [c2]), and thus our results seem to be reasonable, and the order 1 obtained in the corollary is probably optimal.
As a conclusion, let us consider some possible further developments. Apart from the fact that we consider a particular domain and triangulation (which we regard as a "minor loss of generality"), the next challenging question seems to be the numerical analysis of the three dimensional problem (see [bj2] for an extensive theoretical analysis of this problem).

Finally, the model we consider leads to microstructures of infinitely small size (in [cl1] the computed microstructures are of the smallest possible size, i.e. the size of the mesh). However, typical twin band spacings are of the order of 10μm in InTl for instance. In order to take this into account, more sophisticated models should be considered (see [bj2] and the references quoted therein for remarks in that direction).
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Appendix: some remarks on a “sharp” trace theorem.

We are interested in the trace theorem in $W^{1,1}(K)$, where $K$ is a simple two-dimensional domain.

In the proof of lemma 3.5, we claimed that, for any function $v \in W^{1,1}(K)$, $K$ being a triangle

$$
\|v\|_{L^1(\partial K)} \leq \tilde{C}(K)(\|v\|_{L^1(K)} + \|\nabla v\|_{L^1(K)}),
$$

where, for any $h$ small enough, $\tilde{C}(K) \leq C/h$, $C$ being independent of $h$.

This result is certainly well known (see e.g. [ne]), but we have been unable to find a precise description of the constant $\tilde{C}(K)$ in the literature. We give here an estimate of this constant in the case where $K$ is the triangle with vertices $(0,0)$, $(h,0)$, $(0,h)$.

Let us first prove the following lemma.

**Lemma A.** Let $R = [a_1, b_1] \times [a_2, b_2]$, $a_i < b_i$, $i = 1, 2$. Then for any $v \in W^{1,1}(R)$, we have

$$
\int_{a_1}^{b_1} |v(x_1, \xi)| dx_1 \leq \frac{1}{b_2 - a_2} \|v\|_{L^1(R)} + \|\nabla v\|_{L^1(R)},
$$

for any $\xi \in [a_2, b_2]$.

**Proof.** Since $C^\infty(R)$ is dense in $W^{1,1}(R)$, it is sufficient to prove the result for $v \in C^\infty([a_2, b_2])$. Therefore by the mean value theorem, we have

$$
\|v\|_{L^1(R)} = \int_{a_2}^{b_2} dx_2 \int_{a_1}^{b_1} dx_1 |v(x_1, x_2)| = (b_2 - a_2) \int_{a_1}^{b_1} |v(x_1, \sigma)| dx_1,
$$

where $\sigma \in [a_2, b_2]$. Now, let $\xi \in [a_2, b_2]$, we have

$$
|v(x_1, \xi)| = |v(x_1, \sigma)| + \int_{\sigma}^{\xi} \frac{\partial}{\partial x_2} v(x_1, y) dy \leq |v(x_1, \sigma)| + \int_{a_2}^{b_2} \frac{\partial}{\partial x_2} v(x_1, y) dy.
$$

After integration, we get

$$
\int_{a_1}^{b_1} |v(x_1, \xi)| dx_1 \leq \int_{a_1}^{b_1} |v(x_1, \sigma)| dx_1 + \|\frac{\partial}{\partial x_2} v\|_{L^1(R)}
$$

and thus

$$
\int_{a_1}^{b_1} |v(x_1, \xi)| dx_1 \leq \frac{1}{b_2 - a_2} \|v\|_{L^1(R)} + \|\nabla v\|_{L^1(R)}.
$$

In order to apply the above technical result to the case of a triangle $K$, we consider the following well known result related to the extension of a function by reflection.

**Lemma B.** Let $K$ be the triangle with vertices $(0,0)$, $(h,0)$, $(0,h)$ and let $\tilde{Q}$ and $\tilde{Q}$ be respectively $[0, h]^2$ and the rectangle with vertices $(h,0)$, $(0,0)$, $(-\sqrt{2}h, \sqrt{2}h)$ and $(\sqrt{2}h, -\sqrt{2}h)$.

*If for any $u \in W^{1,1}(K)$, we define $\bar{u}$, extension of $u$ to $\tilde{Q}$ by reflection with respect to the segment $(h,0)$, $(0,h)$ and $\bar{u}$, extension of $u$ to $\tilde{Q}$ by reflections with respect to the segment $(0,0)$, $(h,0)$ on one hand, and $(0,0), (0,h)$ on the other hand, then we have $\bar{u} \in W^{1,1}(\tilde{Q})$ and $\bar{u} \in W^{1,1}(\tilde{Q})$; moreover

$$
\|\bar{u}\|_{L^1(\tilde{Q})} \leq 2\|u\|_{L^1(K)}, \quad \|\nabla \bar{u}\|_{L^1(\tilde{Q})} \leq 2\|\nabla u\|_{L^1(K)},
$$

$$
\|\bar{u}\|_{L^1(\tilde{Q})} \leq 2\|u\|_{L^1(K)}, \quad \|\nabla \bar{u}\|_{L^1(\tilde{Q})} \leq 2\|\nabla u\|_{L^1(K)}.
$$

**Proof.** See e.g. [br], lemme IX.2.

We now state and prove the main result of the appendix.
THEOREM. For any $v \in W^{1,1}(K)$ where $K$ is the triangle with vertices $(0, 0)$, $(h, 0)$ and $(0, h)$, we have

$$\|v\|_{L^1(\partial K)} \leq (1 + \frac{1}{\sqrt{2}}) \frac{4}{h} \|v\|_{L^1(K)} + 6\|\nabla v\|_{L^1(K)}.$$ 

Proof. Let us first consider $\int_0^h |v(x_1, 0)|dx_1$. By lemma A, we have

$$\int_0^h |v(x_1, 0)|dx_1 \leq \frac{1}{h} \|\tilde{v}\|_{L^1(Q)} + \|\tilde{v}^h\|_{L^1(Q)},$$

and thus by lemma B,

$$\int_0^h |v(x_1, 0)|dx_1 \leq \frac{2}{h} \|v\|_{L^1(K)} + 2\|\nabla v\|_{L^1(K)}.$$ 

(a.1)

In the same way, we get

$$\int_0^h |v(0, x_2)|dx_2 \leq \frac{2}{h} \|v\|_{L^1(K)} + 2\|\nabla v\|_{L^1(K)}.$$ 

(a.2)

Using again lemma A, we also have

$$\int_0^1 |v(ht, h(1 - t))|\sqrt{2h}dt \leq \frac{2}{\sqrt{2h}} \|\tilde{v}\|_{L^1(\hat{Q})} + \|\tilde{v}^h\|_{L^1(\hat{Q})},$$

which yields by lemma B,

$$\int_0^1 |v(ht, h(1 - t))|\sqrt{2h}dt \leq \frac{4}{\sqrt{2h}} \|v\|_{L^1(K)} + 2\|\nabla v\|_{L^1(K)}.$$ 

(a.3)

The theorem is then a direct consequence of (a.1)–(a.3). □

Finally, let us remark that the above result is sharp, since the inequality in the theorem is an equality if $v \equiv C$ a.e. in $K$, $C \in \mathbb{R}$. 
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