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ABSTRACT. This paper deals with superconvergence phenomena for Galerkin approximations of solutions of Biot’s dynamic equations describing elastic wave propagation in fluid-saturated porous media. An asymptotic expansion to high order of Galerkin solutions is used to derive the superconvergence results. Linear elastic and elastodynamic equations for wave propagation in composite isotropic and anisotropic inhomogeneous media are also treated.

1. Introduction.

An isotropic, elastic porous solid saturated by a compressible viscous fluid can be described by the system of partial differential equations [1], [15],

\begin{equation}
A \frac{\partial^2 u}{\partial t^2} + C \frac{\partial u}{\partial t} - L(u) = F(x,t), \quad (x,t) \in \Omega \times [0,T],
\end{equation}

where \( \Omega \) is a bounded domain in \( \mathbb{R}^2 \), \( u(x,t) = (u_1, u_2) \) is the displacement vector on \( \Omega \), \( u_1 = (u_{11}, u_{12}) \) and \( u_2(x,t) = (u_{21}, u_{22}) \) are the displacement of the solid and the average fluid displacement, respectively, and \( F(x,t) \) is the force applied to the system. The differential operator \( L(u) \) is defined by

\[ L(u) = (\nabla \cdot \theta_1(u), \nabla \cdot \theta_2(u), \nabla s(u)), \]

where the vectors \( \theta_i(u), \ i = 1, 2, \) and the scalar \( s(u) \) are

\[ \theta_i(u) = (\theta_{i1}, \theta_{i2}), \ i = 1, 2, \]

\[ s(u) = Q \nabla \cdot u_1 + R \nabla \cdot u_2, \]

and

\[ \theta_{ij}(u) = \sigma_{ij}(u_1) + Q \delta_{ij} \nabla \cdot u_2, \ i,j = 1, 2, \]
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with $\delta_{ij}$ denoting the Kronecker symbol and the stress tensors $\sigma_{ij}$ and the strain tensors $\varepsilon_{ij}$ for $\Omega$ being related by

$$
\varepsilon_{ij}(u_1) = \frac{1}{2} (\frac{\partial u_{1i}}{\partial x_j} + \frac{\partial u_{1j}}{\partial x_i}), \quad 1 \leq i, j \leq 2,
$$

$$
\sigma_{ij}(u_1) = A\delta_{ij} \sum_{k=1}^{2} \varepsilon_{kk}(u_1) + 2N\varepsilon_{ij}(u_1), \quad 1 \leq i, j \leq 2.
$$

$A = A(x), N = N(x), Q = Q(x),$ and $R = R(x)$ are the elastic coefficients for $\Omega$. They are assumed to satisfy the constraints

$$
0 < N_* \leq N(x) \leq N^* < \infty, \quad x \in \Omega = \Omega \cup \partial \Omega,
$$

$$
0 < A_* \leq A(x) \leq A^* < \infty, \quad x \in \Omega,
$$

$$
0 < Q_* \leq Q(x) \leq Q^* < \infty, \quad x \in \Omega,
$$

$$
0 < R_* \leq R(x) \leq R^* < \infty, \quad x \in \Omega,
$$

$$
R(A + N) - Q^2 > 0, \quad x \in \Omega.
$$

In (1.1), $A \in \mathbb{R}^{4 \times 4}$ and $C \in \mathbb{R}^{4 \times 4}$ denote the density matrix and the dissipative matrix given by

$$
A = \begin{bmatrix}
\rho_{11} & 0 & \rho_{12} & 0 \\
0 & \rho_{11} & 0 & \rho_{12} \\
\rho_{12} & 0 & \rho_{22} & 0 \\
0 & \rho_{12} & 0 & \rho_{22}
\end{bmatrix}, \quad C = b(x) \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{bmatrix},
$$

where $\rho_{11} = \rho_1 - \rho_{12}, \rho_{22} = \rho_2 - \rho_{12}, \rho_1 = \rho_1(x)$ (respectively, $\rho_2 = \rho_2(x)$) is the mass of solid (respectively, fluid) per unit of the aggregate, $\rho_{12} = \rho_{12}(x)$ is a mass coupling parameter between fluid and solid, and $b = b(x)$ is the dissipation coefficient for $\Omega$.

From physical consideration, it is assumed that

$$
\rho_{11}\rho_{22} - \rho_{12}^2 > 0, \quad x \in \Omega,
$$

(1.2)

$$
0 < b_* \leq b(x) \leq b^* < \infty, \quad x \in \Omega.
$$

(1.3)

Then, it follows that $A$ is positive definite and $C$ is nonnegative.

We impose initial conditions

$$
u(x, 0) = u^0, \quad x \in \Omega,
$$

(1.4a)

$$
\frac{\partial u}{\partial t}(x, 0) = v^0, \quad x \in \Omega,
$$

(1.4b)

and the homogeneous boundary conditions

$$
(\theta_1(u) \cdot n, \theta_2(u) \cdot n, s(u)) = 0, \quad (x, t) \in \partial \Omega \times [0, T],
$$

(1.5)
where \( n = n(x) \) is the outward unit normal to \( \partial \Omega \).

In this paper we analyze superconvergence phenomena for the numerical solution of (1.1). The analysis is based on a regularity assumption on the solution of (1.1) \([15], [16]\) and the general method of an asymptotic expansion, called a quasi-projection, of the approximate solution \([10]\). We also rely on some earlier results on the subject \([15], [16]\), which analyzed the existence and uniqueness of solution of (1.1) and the Galerkin procedure for the approximate solution of such equations.

The paper is organized as follows. In \( \S 2 \), we give some notation and quote some known results. In \( \S 3 \), we present the Galerkin procedure of (1.1). Then, in \( \S 4 \) we develop the quasi-projection for the procedure. In \( \S 5 \), we give the superconvergence results of the same type as those of Bramble and Schatz \([4]\) for Galerkin methods. In \( \S 6 \), we treat wave propagation in inhomogeneous elastic media. In \( \S 7 \), we consider a composite isotropic model in elastodynamics. Finally, in \( \S 8 \) we describe wave propagation in composite anistropic media.

2. Notation and preliminaries.

Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain. For \( m \) a nonnegative integer, let \( H^m(\Omega) = W^{m,2}(\Omega) \)
be the usual Sobolev space with norm

\[
\|v\|_m^2 = \sum_{|\alpha| \leq m} \int_\Omega |D^\alpha v(x)|^2 dx.
\]

For \( n \geq 1 \), the norm of \( v = (v_1, \ldots, v_n) \) in \( [H^m(\Omega)]^n \) will be given by

\[
\|v\|_m^2 = \sum_{i=1}^n \|v_i\|_m^2.
\]

The inner product and norm in \( [L^2(\Omega)]^2 \) will be denoted by

\[
(v, w) = \sum_{i=1}^2 \int_\Omega v_i w_i dx, \quad \|v\|_0^2 = (v, v).
\]

We shall also use the norm on the dual space \( H^{-m}(\Omega) = (H^m(\Omega))' \); let

\[
\|v\|_{-m} = \sup \left\{ \left( \frac{(v, u)}{\|u\|_m} : u \in H^m(\Omega), \|u\|_m \neq 0 \right) \right\}.
\]

Let \( H(\text{div}, \Omega) = \{q \in [L^2(\Omega)]^2 : \nabla \cdot q \in L^2(\Omega)\} \) with the norm

\[
\|q\|_{H(\text{div}, \Omega)}^2 = \|q\|_0^2 + \|\nabla \cdot q\|_0^2.
\]

Set \( V = [H^1(\Omega)]^2 \times H(\text{div}, \Omega) \) with the norm

\[
\|v\|_V^2 = \|v_1\|_1^2 + \|v_2\|_{H(\text{div}, \Omega)}^2, \quad v = (v_1, v_2) \in V.
\]
Finally, if $X$ is a Banach space with norm $\| \cdot \|_X$ and if $v : [0, T] \to X$, we use
\[
\|v\|_{L^2(X)}^2 = \int_0^T \|v(t)\|_X^2 \, dt,
\]
\[
\|v\|_{L^\infty(X)}^2 = \text{ess sup}_{0 \leq t \leq T} \|v(t)\|_X.
\]
Let $B$ be the bilinear form associated with $L$ in (1.1)
\[
B(v, w) = M(v_1, w_1) + (Q \nabla \cdot v_2, \nabla \cdot w_1) + (Q \nabla \cdot v_1 + R \nabla \cdot v_2, \nabla \cdot w_2),
\]
for $v = (v_1, v_2)$ and $w = (w_1, w_2) \in V$, with $M$ being defined by
\[
M(v_1, w_1) = \int_\Omega \left[ A \nabla \cdot v_1 \nabla \cdot w_1 + 2N \sum_{i,j=1}^2 \epsilon_{ij}(v_1) \epsilon_{ij}(w_1) \right] \, dx.
\]
Test (1.1) against $v \in V$, integrate by parts over $\Omega$, and apply (1.5) to the $(L(u), v)$-term. Then,
\[
(2.1) \quad (A \frac{\partial^2 u}{\partial t^2}, v) + (C \frac{\partial u}{\partial t}, v) + B(u, v) = (F, v), \quad v \in V, \; t \in [0, T].
\]
Let the matrix $E \in \mathbb{R}^{4 \times 4}$ be given by
\[
E = \begin{bmatrix}
A + 2N & A & 0 & Q \\
A & A + 2N & 0 & Q \\
0 & 0 & 4N & 0 \\
Q & Q & 0 & R
\end{bmatrix}.
\]
Then, it follows from the assumptions on the elastic coefficients that $E$ is positive definite. If $\lambda_\ast$ denotes the minimum eigenvalue of $E$, there exists a constant $c > 0$ such that [15]
\[
(2.2) \quad B(v, v) \geq c \|v\|_V^2 - \lambda_\ast \|v\|_0^2, \quad v \in V.
\]
It is convenient to introduce the differential operator $L^\ast$ by
\[
(2.3) \quad L^\ast(u) = -L(u) + \lambda_\ast u.
\]
Then, the bilinear form associated with $L^\ast$ is given by
\[
B_1(v, w) = B(v, w) + \lambda_\ast(v, w), \quad v, w \in V.
\]
Thus the symmetric form $B_1$ satisfies that
\[
\begin{align*}
& (2.4a) \quad |B_1(v, w)| \leq c \|v\|_V \|w\|_V, \quad v, w \in V, \\
& (2.4b) \quad B_1(v, v) \geq c \|v\|_V^2, \quad v \in V.
\end{align*}
\]
Let \( s \geq 0 \) and assume that \( \psi \in [H^s(\Omega)]^2 \). Let \( \varphi \) be determined as the solution of the boundary problem

\[
(2.5a) \quad L^*(\varphi) = \psi, \quad x \in \Omega,
(2.5b) \quad (\theta_1(\varphi) \cdot n, \theta_2(\varphi) \cdot n, s(\varphi)) = 0, \quad x \in \partial \Omega.
\]

To obtain the superconvergence estimate, we shall use an asymptotic expansion to high order of Galerkin solutions for which the following regularity assumption is needed

\[
(2.6) \quad \|\varphi_1\|_{s+2} + \|\varphi_2\|_{s+1} + \|\nabla \cdot \varphi_2\|_{s+1} \leq c\|\psi\|_s.
\]

3. A Galerkin procedure.

Let \( r \geq 1 \) be an integer and let \( 0 < h < 1 \). Let \( T_h \) and \( T_h \) be quasiregular partitions of \( \Omega \) into triangles or rectangles of diameter bounded by \( h \). Let \( M_h \subset [H^1(\Omega)]^2 \) be a standard finite element space associated with \( T_h \) such that

\[
(3.1) \quad \inf_{v \in M_h} \{\|\varphi - v\|_0 + h\|\varphi - v\|_1\} \leq c\|v\|_s h^s, \quad 1 \leq s \leq r + 1.
\]

Also, let \( W_h \) be a finite dimensional subspace of \( H(\text{div}, \Omega) \) associated with \( T_h \) such that

\[
(3.2a) \quad \inf_{v \in W_h} \|w - v\|_0 \leq c\|w\|_s h^s, \quad 1 \leq s \leq r + 1,
(3.2b) \quad \inf_{v \in W_h} \|w - v\|_{H(\text{div}, \Omega)} \leq c(\|w\|_s + \|\nabla \cdot w\|_s) h^s, \quad 1 \leq s \leq r + 1.
\]

Here we can take \( W_h \) to be one of the Raviart-Thomas vector spaces [14] or the Brezzi-Douglas-Marini vector spaces [7] of index \( r \) associated with \( T_h \).

Set \( V_h = M_h \times W_h \). Then, by (3.1) and (3.2), we have

\[
(3.3a) \quad \inf_{v \in V_h} \|u - v\|_0 \leq c\|u\|_s h^s, \quad 1 \leq s \leq r + 1,
(3.3b) \quad \inf_{v \in V_h} \|u - v\|_0 \leq c(\|u_1\|_{s+1} + \|u_2\|_s + \|\nabla \cdot u_2\|_s) h^s,
\]

\[ u = (u_1, u_2), \quad 1 \leq s \leq r. \]

The continuous-time Galerkin approximation to the solution of (1.1) is defined as the twice-differentiable map \( u_h : [0, T] \to V_h \) such that

\[
(3.4) \quad (A \frac{\partial^2 u_h}{\partial t^2}, v) + (C \frac{\partial u_h}{\partial t}, v) + B(u_h, v) = (F, v), \quad v \in V_h, \quad t \in [0, T].
\]

The initial conditions \( u_h(0) \) and \( \partial u_h(0)/\partial t \) will be specified later.

In this section we shall consider the quasi-projection for the Galerkin approximation (3.4). Set \( J = (0, T) \) and let \( \tilde{u}_h : J \to V_h \) be defined by

\[
(4.1) \quad B_1(\tilde{u}_h - u, v) = 0, \quad v \in V_h, \quad t \in J.
\]

Let \( u_0 = \tilde{u}_h, z_0 = u_0 - u, \) and \( \theta_0 = u_0 - u_h. \) Then, it follows from (2.1), (3.4), and (4.1) that

\[
(4.2) \quad \left( A \frac{\partial^2 \theta_0}{\partial t^2}, v \right) + \left( C \frac{\partial \theta_0}{\partial t}, v \right) + B(\theta_0, v) = \left( A \frac{\partial^2 z_0}{\partial t^2}, v \right) + \left( C \frac{\partial z_0}{\partial t}, v \right) - \lambda_*(z_0, v), \quad v \in V_h, \quad t \in J.
\]

Define maps \( z_j : J \to V_h \) recursively by

\[
(4.3) \quad B_1(z_j, v) = -\left( A \frac{\partial^2 z_{j-1}}{\partial t^2}, v \right) - \left( C \frac{\partial z_{j-1}}{\partial t}, v \right) + \lambda_*(z_{j-1}, v), \quad v \in V_h, \quad t \in J, \quad j = 1, 2, \ldots.
\]

Set

\[
(4.4) \quad u_j = u_0 + z_1 + \cdots + z_j, \quad j \geq 1,
\]

and

\[
(4.5) \quad \theta_j = u_j - u_h, \quad j \geq 1.
\]

Then, it is easy to see from (4.2) and (4.3) that

\[
(4.6) \quad \left( A \frac{\partial^2 \theta_j}{\partial t^2}, v \right) + \left( C \frac{\partial \theta_j}{\partial t}, v \right) + B(\theta_j, v) = \left( A \frac{\partial^2 z_j}{\partial t^2}, v \right) + \left( C \frac{\partial z_j}{\partial t}, v \right) - \lambda_*(z_j, v), \quad v \in V_h, \quad t \in J, \quad j = 0, 1, 2, \ldots.
\]

Let \( t \in J \) and let \( 0 \leq j < r, \quad 0 \leq s < r - j - 1, \) and \( k \geq 0. \) Since the coefficients of \( L \) are independent of \( t, \) it follows from (4.3) that

\[
(4.7) \quad B_1\left( \frac{\partial^k z_j}{\partial t^k}, v \right) = -\left( A \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+2}}, v \right) - \left( C \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+1}}, v \right) + \lambda_*(\frac{\partial^k z_{j-1}}{\partial t^k}, v), \quad v \in V_h.
\]

By setting \( v = \frac{\partial^k z_j}{\partial t^k} \) in (4.7) and noting the properties of \( A \) and \( C, \) we see that

\[
(4.8) \quad \| \frac{\partial^k z_j}{\partial t^k} \|_V \leq c \left\{ \| \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+2}} \|_0 + \| \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+1}} \|_0 + \| \frac{\partial^k z_{j-1}}{\partial t^k} \|_0 \right\}.
\]
Let $s \geq 0$ and assume that $\psi \in [H^s(\Omega)]^2$; let $\varphi$ be determined by (2.5). Then,
\[
\left( \frac{\partial^k z_0}{\partial t^k}, \psi \right) = \left( \frac{\partial^k z_0}{\partial t^k}, L^*(\varphi) \right) = B_1 \left( \frac{\partial^k z_0}{\partial t^k}, \varphi \right) = B_1 \left( \frac{\partial^k z_0}{\partial t^k}, \varphi - v \right), \quad v \in V_h.
\]
Hence, (3.3) and (2.6) imply that
\[
\left| \left( \frac{\partial^k z_0}{\partial t^k}, \psi \right) \right| \leq c \left\| \frac{\partial^k z_0}{\partial t^k} \right\|_V \left\| \psi \right\|_{s} h^{s+1}, \quad s \leq r - 1.
\]
Let $1 \leq q \leq r + 1$. Then, it follows by the usual argument that
\[
\left\| \frac{\partial^k z_0}{\partial t^k} \right\|_V \leq c \left\| \frac{\partial^k u}{\partial t^k} \right\|_q h^{q-1}, \quad \frac{\partial^k u}{\partial t^k} \in H^q(\Omega).
\]
Hence, (4.9) and (4.10) imply that
\[
\left\| \frac{\partial^k z_0}{\partial t^k} \right\|_{-s} \leq c \left\| \frac{\partial^k u}{\partial t^k} \right\|_q h^{q+s}, \quad s \leq r - 1, \quad 1 \leq q \leq r + 1.
\]
Next, it follows from (4.7) that
\[
\left( \frac{\partial^k z_j}{\partial t^k}, \psi \right) = \left( \frac{\partial^k z_j}{\partial t^k}, L^*(\varphi) \right)
= B_1 \left( \frac{\partial^k z_j}{\partial t^k}, \varphi \right) = B_1 \left( \frac{\partial^k z_j}{\partial t^k}, \varphi - v \right) + B_1 \left( \frac{\partial^k z_j}{\partial t^k}, v \right)
= B_1 \left( \frac{\partial^k z_j}{\partial t^k}, \varphi - v \right) + (A \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+1}}, \varphi - v)
- (A \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+2}}, \varphi) + (C \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+1}}, \varphi - v)
- (C \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+2}}, \varphi) - \lambda_* \left( \frac{\partial^k z_{j-1}}{\partial t^k}, \varphi - v \right)
+ \lambda_* \left( \frac{\partial^k z_{j-1}}{\partial t^k}, \varphi \right).
\]
Thus, together with (3.3) and (4.8), this implies that
\[
\left\| \frac{\partial^k z_j}{\partial t^k} \right\|_{-s} \leq c \left\{ \left( \left\| \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+2}} \right\|_0 + \left\| \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+1}} \right\|_0 \right) h^{s+1}
+ \left\| \frac{\partial^{k+2} z_{j-1}}{\partial t^{k+2}} \right\|_{-s} + \left\| \frac{\partial^{k+1} z_{j-1}}{\partial t^{k+1}} \right\|_{-s} + \left\| \frac{\partial^k z_{j-1}}{\partial t^k} \right\|_{-s} \right\}.
\]
Then, (4.11) and an induction on $j$ imply that with the reduction on the range of $s$ going from $j - 1$ to $j$,

$$
\| \frac{\partial^k z_j}{\partial t^k} \|_{-s} \leq c \sum_{i=0}^{2j} \| \frac{\partial^{i+k} u}{\partial t^{i+k}} \|_q h^{s+q+j}, \; t \in J.
$$

(4.13)

The results above can be summarized in the following lemma.

**Lemma 4.1.** Let $1 \leq q \leq r + 1$ and let $0 \leq j < r$, $0 \leq s < r - j - 1$, and $k \geq 0$. If $\frac{\partial^{i+k} u}{\partial t^{i+k}} \in H^q(\Omega)$ for $t \in J$, $i = 1, \ldots, 2j$, then (4.13) holds.

We now turn to the estimation of $\theta_j$, which satisfies (4.6). First, we shall set up initial conditions for (3.4). Set

$$
u_h(0) = u_k(0), \; \frac{\partial \nu_h}{\partial t}(0) = \frac{\partial u_k}{\partial t}(0), \; k \leq r - 1.
$$

(4.14)

It follows immediately from (4.14) that

$$
\theta_k(0) = 0, \; \frac{\partial \theta_k}{\partial t}(0) = 0, \; k \leq r - 1.
$$

(4.15)

Take $v = \frac{\partial \theta_k}{\partial t}$ in (4.6). Then,

$$
\begin{align*}
\frac{1}{2} \frac{d}{dt} &\left[ (A \frac{\partial \theta_k}{\partial t}, \frac{\partial \theta_k}{\partial t}) + B(\theta_k, \theta_k) \right] + (C \frac{\partial \theta_k}{\partial t}, \frac{\partial \theta_k}{\partial t}) \\
&= (A \frac{\partial^2 z_k}{\partial t^2}, \frac{\partial \theta_k}{\partial t}) + (C \frac{\partial z_k}{\partial t}, \frac{\partial \theta_k}{\partial t}) - \lambda_*(z_k, \frac{\partial \theta_k}{\partial t}) \\
&\leq c \left\{ \| \frac{\partial^2 z_k}{\partial t^2} \|^2_0 + \| \frac{\partial z_k}{\partial t} \|^2_0 + \| z_k \|^2_0 + \| \frac{\partial \theta_k(t)}{\partial t} \|^2_0 \right\}.
\end{align*}
$$

Adding

$$
\frac{\lambda_*}{2} \frac{d}{dt} \| \theta_k \|^2 \leq \frac{\lambda_*}{2} \left( \| \theta_k \|^2 + \| \frac{\partial \theta_k}{\partial t} \|^2_0 \right)
$$

to the inequality above and noting the nonnegativeness of $C$, we find that

$$
\begin{align*}
\frac{1}{2} \frac{d}{dt} &\left[ (A \frac{\partial \theta_k}{\partial t}, \frac{\partial \theta_k}{\partial t}) + B_1(\theta_k, \theta_k) \right] \\
&\leq c \left\{ \| \frac{\partial^2 z_k}{\partial t^2} \|^2_0 + \| \frac{\partial z_k}{\partial t} \|^2_0 + \| z_k \|^2_0 + \| \theta_k \|^2_V + \| \frac{\partial \theta_k}{\partial t} \|^2_0 \right\}.
\end{align*}
$$

(4.16)

Then, if we integrate (4.16) in time from 0 to $t$ and use (4.5) and the Gronwall lemma, we derive that

$$
\| \frac{\partial \theta_k}{\partial t} \|_{L^\infty([L^2(\Omega)]^2)} + \| \theta_k \|_{L^\infty(V)} \\
\leq c \left\{ \| \frac{\partial^2 z_k}{\partial t^2} \|_{L^2([L^2(\Omega)]^2)} + \| \frac{\partial z_k}{\partial t} \|_{L^2([L^2(\Omega)]^2)} + \| z_k \|_{L^2([L^2(\Omega)]^2)} \right\}.
$$

(4.17)
Theorem 4.2. If $k < r$, $1 \leq q \leq r + 1$, and $u_h(0)$ and $\frac{\partial u_h}{\partial t}(0)$ are defined by (4.14), then,

$$
\| \frac{\partial \theta_k}{\partial t} \|_{L^\infty([L^2(\Omega)]^2)} + \| \theta_k \|_{L^2(V)} \leq c \sum_{i=0}^{2k+2} \| \frac{\partial^i u}{\partial t^i} \|_{L^2([H^q(\Omega)]^2)} h^{q+k}.
$$

Proof. The theorem follows from (4.13) and (4.17). □

Corollary 4.3. If $k \leq r - 1$, $1 \leq q \leq r + 1$, and $u_h(0)$ and $\frac{\partial u_h}{\partial t}(0)$ are defined by (4.14), then,

$$
\| u - u_h \|_{L^\infty([H^{-s}(\Omega)]^2)} \leq c \left\{ \sum_{i=0}^{2k} \| \frac{\partial^i u}{\partial t^i} \|_{L^\infty([H^q(\Omega)]^2)} 
+ \sum_{i=1}^2 \| \frac{\partial^{2k+i} u}{\partial t^{2k+i}} \|_{L^2([H^q(\Omega)]^2)} \right\} h^{q+s},
$$

for $0 \leq s \leq \min(k, r - k - 1)$.

Proof. Note that $u - u_h = (u - u_0) + \theta_k - (z_1 + \cdots + z_k)$. Then (4.19) follows from (4.13) and (4.18). □

We now discuss the evaluation of $u_h(0)$ and $\frac{\partial u_h}{\partial t}(0)$. Let $k \leq r - 1$. To evaluate $z_k(0)$ using (4.3), we must evaluate $\partial^2 z_{k-1}(0)/\partial t^2$, $\partial z_{k-1}(0)/\partial t$, and $z_{k-1}(0)$ first, which in turn require $\partial^2 z_{k-2}(0)/\partial t^2$, ..., $\partial^k z_{0}(0)/\partial t^k$ by (4.7). Also, it follows from (4.1) that

$$
B_1 \left( \frac{\partial^s \tilde{u}_h}{\partial t^s}(0) - \frac{\partial^s u}{\partial t^s}(0), v \right) = 0, \quad v \in V_h;
$$

hence, $u_h(0)$ and $\frac{\partial u_h}{\partial t}(0)$ can be evaluated from (4.14) and using $F$, $u^0$, $v^0$, and time-derivatives of the differential equation.

5. Superconvergence.

In this section we shall consider a simple case which assumes that $\Omega$ is the unit square and that the problem (1.1) has a periodic solution of period $\Omega$ in place of the previous boundary condition. To use the general argument of Bramble and Schatz [4] to obtain superconvergence by means of postprocessing the computed approximate solution, we shall assume that $T_h$ (and $T_h$) has a translation invariance. Let $h = (h_1, h_2), h_i > 0$, and let $\alpha = (\alpha_1, \alpha_2), \alpha_i$ an integer. Define the translation operator $G_h^\alpha$ by

$$
G_h^\alpha u(x) = u(x_1 + \alpha_1 h_1, x_2 + \alpha_2 h_2).
$$

Assume that

$$
G_h^\alpha u_h \in V_h, \quad \forall u_h \in V_h, \quad \forall \alpha.
$$
Set
\[ \partial_j u(x) = [u(x + h_j e_j) - u(x)]/h_j, \]
where \( e_j \) is the \( j \)th unit vector, and let \( h_1 \) and \( h_2 \) be comparable in the following sense. Let \( h \) be the parameter of \( M_h \). Then, there exists a constant \( Q \), independent of \( h \), such that
\[ h_i \in [h, Qh], \quad i = 1, 2. \]
Assume that the coefficients of (1.1) are constant. Then \( \partial^\alpha u \) and \( \partial^\alpha u_h \) are the solutions of (1.1) and (3.4) with data \( \{\partial^\alpha F, \partial^\alpha u^0, \partial^\alpha v^0\} \) and \( \{\partial^\alpha F, \partial^\alpha u_h^0, \partial^\alpha v_h^0\} \), respectively. Hence, it follows from (4.9) that
\[
(5.1) \quad \|\partial^\alpha (u - u_h)\|_{L^\infty([H^{-s}(\Omega)]^2)} \leq c \left\{ \sum_{i=0}^{2k} \left\| \frac{\partial^i u}{\partial t^i} \right\|_{L^\infty([H^{s+|\alpha|}(\Omega)]^2)} + \sum_{i=1}^{2} \left\| \frac{\partial^{2k+i} u}{\partial t^{2k+i}} \right\|_{L^2([H^{s+|\alpha|}(\Omega)]^2)} \right\} h^{q+s}.
\]
Let \( K_h \) be the Bramble-Schatz kernel [4]
\[ K_h(x) = K_{h,s}^2(x). \]
Then, we define the post-processed approximation \( u_h^* \) to \( u \) by convolution with \( K_h \):
\[
(5.2) \quad u_h^*(x) = K_h * u_h.
\]
It follows from [4] that
\[
(5.3a) \quad \|K_h * u - u\|_0 \leq c \|u\|_q h^q, \quad q = 0, \ldots, 2r,
\]
\[
(5.3b) \quad \|D^\alpha(K_h * u)\|_m \leq c \|\partial^\alpha u\|_m, \quad m = 0, \pm 1, \pm 2, \ldots,
\]
\[
(5.3c) \quad \|u\|_0 \leq c \sum_{|\alpha| \leq m} \|D^\alpha u\|_{-m}, \quad m = 1, 2, \ldots.
\]
Thus, by (5.1) and (5.3),
\[
\|u - u_h^*\|_{L^\infty([L^2(\Omega)]^2)} \leq \|u - K_h * u\|_{L^\infty([L^2(\Omega)]^2)} + \|K_h * (u - u_h)\|_{L^\infty([L^2(\Omega)]^2)} \leq c \left\{ \sum_{|\alpha| \leq s} \|D^\alpha(K_h * (u - u_h))\|_{L^\infty([H^{-s}(\Omega)]^2)} \right\}
\]
\[
\leq c \left\{ \sum_{i=0}^{2k} \left\| \frac{\partial^i u}{\partial t^i} \right\|_{L^\infty([H^{s+|\alpha|}(\Omega)]^2)} + \sum_{i=1}^{2} \left\| \frac{\partial^{2k+i} u}{\partial t^{2k+i}} \right\|_{L^2([H^{s+|\alpha|}(\Omega)]^2)} \right\} h^{q+s}.
\]
Theorem 5.1. Let \( k \leq r - 1 \), \( 1 \leq q \leq r + 1 \), and \( u_h^* \) be defined by (5.2). Then,

\[
\| u - u_h^* \|_{L^\infty([L^2(\Omega)]^2)} \leq c \left\{ \sum_{i=0}^{2k} \| \frac{\partial^i u}{\partial t^i} \|_{L^\infty([H^{2+s}(\Omega)]^2)} + \sum_{i=1}^2 \| \frac{\partial^{2k+i} u}{\partial t^{2k+i}} \|_{L^2([H^{2+s}(\Omega)]^2)} \right\} h^{q+s},
\]

for \( 0 \leq s \leq \min(k, \ r - k - 1) \).

6. Inhomogeneous elastic media.

In this section we consider the approximate solution of wave propagation in inhomogeneous elastic media.

6.1. The differential model. An inhomogeneous, linearly elastic material in a state of plane strain can be described by the system of partial equations

(6.1a) \[
\sigma = 2\mu \varepsilon(u) + \lambda \text{tr}(\varepsilon(u))I, \quad (x, t) \in \Omega \times J,
\]

(6.1b) \[
\rho \frac{\partial^2 u}{\partial t^2} - L(u) = F, \quad (x, t) \in \Omega \times J,
\]

where \( u : \Omega \to \mathbb{R}^2 \) is the displacement vector, \( \sigma : \Omega \to \mathbb{R}^{2 \times 2} \) is the stress tensor, \( \varepsilon(u) \) is the strain tensor defined as in Introduction, \( \mu > 0 \) and \( \lambda \geq 0 \) are the standard Lamé constants specifying the material properties, \( \text{tr}(\varepsilon) = \varepsilon_{11} + \varepsilon_{22}, I \in \mathbb{R}^{2 \times 2} \) is the identity matrix, and the differential operator \( L \) is given by

(6.2) \[
L(u) = (\text{div} \sigma_1(u), \text{div} \sigma_2(u)),
\]

where \( \sigma = (\sigma_1, \sigma_2) \). We impose the initial conditions as in (1.4), and the boundary conditions

(6.3a) \[
(\sigma_1(u) \cdot n, \sigma_1(u) \cdot n) = 0, \quad x \in \partial \Omega \setminus \Gamma, \ t \in J,
\]

(6.3b) \[
(\sigma_1(u) \cdot n, \sigma_1(u) \cdot n) = -\rho D \frac{\partial u}{\partial t}, \quad x \in \Gamma, \ t \in J,
\]

where \( \Gamma \subset \partial \Omega \) is such that \( \Gamma \) has a strictly positive \( d\sigma \)-measure and \( d\sigma \) is the arc length on \( \partial \Omega \). Equation (1.4a) represents the free surface condition, while condition (1.4b) is to minimize the transmitted energy ratio between reflected and incident waves on \( \Gamma \), so that the amount of energy reflected by \( \Gamma \) is minimized [12], [17]. Finally, \( D \) is a positive matrix given by

\[
D = \begin{bmatrix} n_1 & n_2 \\ n_2 & -n_1 \end{bmatrix} \begin{bmatrix} \alpha & 0 \\ 0 & \beta \end{bmatrix} \begin{bmatrix} n_1 & n_2 \\ n_2 & -n_1 \end{bmatrix},
\]
where \( n = (n_1, n_2) \) and 
\[
\alpha = \sqrt{\frac{\lambda + 2\mu}{\rho}}, \quad \beta = \sqrt{\frac{\mu}{\rho}}.
\]

To formulate (6.1) in a weak form, recall that \( \gamma_0 u = u|_{\partial\Omega} \in [H^{m-1/2}(\partial\Omega)]^2 \) for any \( u \in [H^m(\Omega)]^2 \) and that 
\[
|g|_{m-1/2} = \inf \left\{ ||u||_m, \gamma_0 u = g, u \in [H^m(\Omega)]^2 \right\}.
\]
Let \([H^{-m-1/2}(\partial\Omega)]^2\) be the dual space of \([H^{m+1/2}(\partial\Omega)]^2\) with the norm 
\[
|g|_{-m-1/2} = \sup \left\{ \frac{\langle g, v \rangle}{||v||_{m+1/2}} : v \in [H^{m+1/2}(\partial\Omega)]^2, v \neq 0 \right\},
\]
where \( \langle \cdot, \cdot \rangle \) denotes the duality between \([H^{-m-1/2}(\partial\Omega)]^2\) and \([H^{m+1/2}(\partial\Omega)]^2\). Note that, if \( g \in [H^{-1/2}(\partial\Omega)]^2 \) and \( v \in [H^1(\Omega)]^2 \), then 
\[
|\langle g, v \rangle| \leq |g|_{-1/2}||v||_1.
\]

Set 
\[
M(v, w) = \langle (\sigma_1(u), \sigma_2(u)), (\nabla w_1, \nabla w_2) \rangle
\]
\[
= \int_{\Omega} \left( \lambda (\text{div} \, v)(\text{div} \, w) + 2\mu \sum_{i,j=1}^2 \epsilon_{ij}(v)\epsilon_{ij}(w) \right) \, dx
\]
\[
= \int_{\Omega} [A \nabla v, \nabla w]_e \, dx,
\]
where \([\cdot, \cdot]_e\) denotes the usual scalar product in \( \mathbb{R}^4 \) and the matrix \( A \in \mathbb{R}^{4 \times 4} \) is given by 
\[
A = \begin{bmatrix}
\lambda + 2\mu & 0 & 0 & \lambda \\
0 & \mu & 0 & 0 \\
0 & \mu & 0 & 0 \\
\lambda & 0 & 0 & \lambda + 2\mu
\end{bmatrix}.
\]

Testing (6.1b) against \( v \in [H^1(\Omega)]^2 \), integrating by parts over \( \Omega \), and applying (6.3) the \((L(u), v)\)-term, we obtain that 
\[
(5.5) \quad \left( \frac{\partial^2 u}{\partial t^2}, v \right) + M(u, v) + \left( \rho D \frac{\partial u}{\partial t}, v \right)_\Gamma = (F, v), \quad t \in J.
\]
From the physical consideration, it is assumed that

\[ 0 < \rho_* \leq \rho(x) \leq \rho^* < \infty, \quad x \in \Omega. \]

Note that (6.5) is well-defined for \( \mu \in (0, \infty) \) and \( \lambda \in [0, \infty) \). It is easy to see that \( M \) has the properties

\[ M(v, w) = M(w, v), \quad v, w \in [H^1(\Omega)]^2. \]

\[ |M(v, w)| \leq c||v||_1||w||_1, \quad v, w \in [H^1(\Omega)]^2. \]

Suppose that \( \mu \in [\mu_0, \mu_1] \). Then it follows from Korn's second inequality [11] that

\[ M(v, v) \geq c||v||_1^2 - 2\mu_0||v||_0^2, \quad v \in [H^1(\Omega)]^2. \]

Let \( \gamma \geq 2\mu_0 \) and set

\[ M_\gamma(v, w) = M(v, w) + \gamma(v, w). \]

Then it follows from (6.6) that

\[ M_\gamma(v, v) \geq c||v||_1^2, \quad v \in [H^1(\Omega)]^2. \]

(6.2. A Galerkin method.) The continuous-time Galerkin approximation to the solution of (6.1) is defined as the twice-differentiable map \( u_h : J \rightarrow V_h \) such that

\[ (\rho \frac{\partial^2 u_h}{\partial t^2}, v) + M(u_h, v) + \left( \rho D \frac{\partial u_h}{\partial t}, v \right)_\Gamma = (F, v), \quad v \in M_h, \quad t \in J. \]

The initial conditions \( u_h(0) \) and \( \partial u_h(0)/\partial t \) can be defined as in §4. It is convenient to define the differential operator \( L^* \) by

\[ L^*(u) = -L(u) + \gamma u. \]

Let \( s \geq 0 \) and assume that \( \psi \in [H^s(\Omega)]^2 \) and \( z \in [H^{s+1/2}(\partial \Omega)]^2 \). Let \( \varphi \) be determined as the solution of the boundary problem

\[ L^*(\varphi) = \psi, \quad x \in \Omega, \]

\[ (\sigma_1(\varphi) \cdot n, \sigma_2(\varphi) \cdot n) = z, \quad x \in \partial \Omega. \]

If (6.1a) is substituted into (6.8a), we have the modified Lamé equation

\[ -\mu \Delta \varphi - (\lambda + \mu) \nabla \div \varphi + \gamma \varphi = \psi. \]

Together with (6.8b) this is a strongly elliptic Neumann problem. Hence well-known regularity theory applies here. In particular, for \( \mu \in [\mu_0, \mu_1] \) and \( \lambda \in [0, \infty) \), we have the regularity estimate [20]

\[ ||\varphi||_{s+2} \leq c \left( ||\psi||_s + ||z||_{s+1/2} \right). \]

With the above modifications the same quasi-projection analysis as before can be carried out here (also see [8]) and the results in §4 and §5 remain valid.
7. A composite model in elastodynamics.

In this section we consider elastic wave propagation in a composite system \( \Omega \) consisting of an elastic solid with an imbedded porous medium saturated by a compressible viscous fluid. We assume that the whole system is isotropic. Let \( \Omega = \Omega_p \cup \Omega_s \in \mathbb{R}^2 \) identify the system where \( \Omega_p \) and \( \Omega_s \) are the fluid-saturated porous medium and the elastic solid part of \( \Omega \), respectively. Let \( \Gamma_0 \subset \partial \Omega \) and \( \Gamma_1 \subset \partial \Omega \setminus \Gamma_0 \) be the stress-free and artificial boundaries of the model, respectively. Finally, set \( \Gamma_2 = \partial \Omega_p \).

7.1. The differential model. Let \( u_1 = (u_{11}, u_{12}) \) and \( u_2(x, t) = (u_{21}, u_{22}) \) be the vectors representing the displacement in the solid part of \( \Omega \) and the averaged fluid displacement in \( \Omega_p \), respectively. Then the propagation of elastic waves on \( \Omega_s \) and \( \Omega_p \) can be described by the system of partial differential equations [1], [18] for \( u = (u_1, u_2) \)

\[
(7.1a) \quad \rho \frac{\partial^2 u_1}{\partial t^2} - L_1(u_1) = F_1(x, t), \quad (x, t) \in \Omega_s \times J,
\]

\[
(7.1b) \quad \mathcal{A} \frac{\partial^2 u}{\partial t^2} + C \frac{\partial u}{\partial t} - L(u) = F(x, t), \quad (x, t) \in \Omega_p \times J,
\]

where \( \rho \) is the mass density in \( \Omega_s \), the differential operator \( L_1 \) is given by

\[
L_1(u_1) = (\text{div} \sigma_1(u_1), \text{div} \sigma_2(u_1)),
\]

and the other quantities are defined as in Introduction. We impose the boundary conditions

\[
(\sigma_1(u_1) \cdot n_s, \sigma_1(u_1) \cdot n_s) = 0, \quad (x, t) \in \Gamma_0 \times J,
\]

\[
(\sigma_1(u_1) \cdot n_s, \sigma_1(u_1) \cdot n_s) = -\rho D \frac{\partial u_1}{\partial t}, \quad (x, t) \in \Gamma_1 \times J,
\]

\[
(\sigma_1(u) \cdot n_p, \sigma_1(u) \cdot n_p) + s(u)n_p + (\sigma_1(u_1) \cdot n_s, \sigma_1(u_1) \cdot n_s) = 0,
\]

\[
(x, t) \in \Gamma_2 \times J,
\]

\[
(u_2 - u_1) \cdot n_p = 0, \quad (x, t) \in \Gamma_2 \times J,
\]

where \( n_s \) and \( n_p \) are the unit outward normals along \( \partial \Omega_s \) and \( \partial \Omega_p \), respectively, and \( D \) is given as in the last section. The initial conditions are imposed as in (1.4).

Set \( V = [H^1(\Omega)]^2 \times H(\text{div}, \Omega_p) \) with the norm

\[
\|v\|_V^2 = \|v_1\|_1^2 + \|v_2\|_{H(\text{div}, \Omega_p)}^2, \quad v = (v_1, v_2) \in V.
\]

For \( v = (v_1, v_2) \) and \( w = (w_1, w_2) \) in \( V \), we define

\[
M_l(v_1, w_1) = \int_{\Omega_1} \left[ A \nabla \cdot v_1 \nabla \cdot w_1 + 2N \sum_{i,j=1}^2 \epsilon_{ij}(v_1)\epsilon_{ij}(w_1) \right] dx, \quad l = s, p,
\]

\[
B(v, w) = M_s(v_1, w_1) + M_p(v_1, w_1) + (Q \nabla \cdot v_2, \nabla \cdot w_1)_{\Omega_p}
\]

\[
+ (Q \nabla \cdot v_1 + R \nabla \cdot v_2, \nabla \cdot w_2)_{\Omega_p}.
\]
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Let $\tilde{V} = \{ v = (v_1, v_2) \in V : (v_2 - v_1) \cdot n_p = 0 \text{ on } \Gamma_2 \}$. Then $\tilde{V}$ is a closed subspace of $V$ [18].

For simplicity, we assume that $\Gamma_1$ is of zero $d\sigma$-measure. Then if we take $v = (v_1, v_2) \in \tilde{V}$, test (7.1a) against $v_1$ and (7.1b) against $v_2$, and add the resulting equations, we obtain the equation

$$
(7.2) \quad (\rho \left( \frac{\partial^2 u_1}{\partial t^2} , v_1 \right)_{\Omega_s} + (A \left( \frac{\partial^2 u_1}{\partial t^2} , v \right)_\Omega_p + (C \left( \frac{\partial u_1}{\partial t} , v \right)_\Omega_p + B(u, v) = (F_1, v_1) + (F_2, v_2)_{\Omega_p},
$$

where $F = (F_1, F_2)$ is the force applied to the system.

There are constants $c > 0$ and $\gamma > 0$ [18] such that

$$
(7.3) \quad B(v, v) \geq c ||v||^2_{\tilde{V}} - \gamma ||v||^2, \quad v \in \tilde{V}.
$$

As in the last section we introduce the differential operators $L_1^*$ on $\Omega_s$ and $L^*$ on $\Omega$ by

$$
L_1^*(u_1) = -L_1(u_1) + \gamma u_1,
$$

$$
L^*(u) = -L(u) + \gamma u.
$$

Let $B_\gamma$ be the bilinear form associated with $L_1^*$ and $L^*$:

$$
B_\gamma(v, w) = B(v, w) + \gamma (v_1, w_1) + \gamma (v_2, w_2)_{\Omega_p},
$$

for $v = (v_1, v_2) \in \tilde{V}$ and $w = (w_1, w_2) \in \tilde{V}$. Then the symmetric form $B_\gamma$ satisfies

$$
|B_\gamma(v, w)| \leq c ||v||_{\tilde{V}} ||w||_{\tilde{V}}, \quad v, w \in \tilde{V},
$$

$$
B_\gamma(v, v) \geq c ||v||^2_{\tilde{V}}, \quad v \in \tilde{V}.
$$

### 7.2. A Galerkin method.

Let $W_h \subset H(\text{div}, \Omega_p)$ be one of the Raviart-Thomas vector spaces [14] or the Brezzi-Douglas-Marini vector spaces [7] of index $r$ associated with $T^p_h$, where $T^p_h$ is a quasiregular partition of $\Omega_p$. Set $V_h = M_h \times W_h$ and

$$
\tilde{V}_h = \{ v = (v_1, v_2) \in V_h : (v_2 - v_1) \cdot n_p = 0 \text{ on } \Gamma_2 \}.
$$

Then the continuous-time Galerkin approximation to the solution of (7.1) is defined as the twice-differentiable map $u_h : J \to \tilde{V}_h$ such that

$$
(\rho \left( \frac{\partial^2 u_{1h}}{\partial t^2} , v_1 \right)_{\Omega_s} + (A \left( \frac{\partial^2 u_{1h}}{\partial t^2} , v \right)_\Omega_p + (C \left( \frac{\partial u_{1h}}{\partial t} , v \right)_\Omega_p + B(u_h, v) = (F_1, v_1) + (F_2, v_2)_{\Omega_p}, \quad v = (v_1, v_2) \in \tilde{V}_h, \; t \in J.
$$

The initial conditions $u_h(0)$ and $\partial u_h(0)/\partial t$ can be defined as in §4.
Let \( m \geq 0 \) and assume that \( \psi = (\psi_1, \psi_2) \in [H^m(\Omega)]^2 \times [H^m(\Omega_p)]^2 \), and let \( \varphi = (\varphi_1, \varphi_2) \) be determined by the problem

\begin{align}
(7.4a) & \quad L^*_1(\varphi_1) = \psi_1, \quad x \in \Omega_s, \\
(7.4b) & \quad L^*(\varphi) = \psi, \quad x \in \Omega_p,
\end{align}

with the boundary conditions given in §7.1. Regularity assumptions have been used in §4 and §5 to obtain the superconvergence results. Accordingly, we make the following regularity assumption for (7.4):

\[
(7.5) \quad \|\varphi_1\|_{m+2} + \|\varphi_2\|_{m+1, \Omega_p} + \|\text{div}\ \varphi_2\|_{m+1, \Omega_p} \leq c(\|\psi_1\|_m + \|\psi_2\|_{m, \Omega_p}).
\]

Under this assumption the same quasi-projection analysis as before can be carried out here and the results in §4 and §5 remain valid. However, we emphasize that (7.5) has not been proven yet.

### 8. Composite anistropic media.

In this section we consider elastic wave propagation in a composite anistropic system \( \Omega \subset \mathbb{R}^3 \) consisting of an elastic solid \( \Omega_s \) containing a porous medium \( \Omega_p \) saturated by a compressible viscous fluid.

#### 8.1. The differential model.

In the present case the wave propagation on \( \Omega_s \) and \( \Omega_p \) is described by the system of partial differential equations [2], [3]

\begin{align}
(8.1a) & \quad \rho \frac{\partial^2 u_1}{\partial t^2} - L_1(u_1) = F_1(x,t), \quad (x,t) \in \Omega_s \times J, \\
(8.1b) & \quad A \frac{\partial^2 u}{\partial t^2} + C \frac{\partial u}{\partial t} - L(u) = F(x,t), \quad (x,t) \in \Omega_p \times J,
\end{align}

where \( \rho \) is the total mass density of bulk material in \( \Omega \), and \( A \in \mathbb{R}^{6 \times 6} \) and \( C \in \mathbb{R}^{6 \times 6} \) denote the mass matrix and the dissipative matrix given by

\[
A = \begin{bmatrix}
\rho I & \rho I \\
\rho_f I & G
\end{bmatrix}, \quad C = \mu \begin{bmatrix}
0 & 0 \\
0 & K^{-1}
\end{bmatrix},
\]

where \( \rho_f \) denotes the mass density of fluid in \( \Omega_p \), \( G \in \mathbb{R}^{3 \times 3} \) is a symmetric and positive definite matrix, which depends on the coordinates of the pores and the pore geometry, \( I \in \mathbb{R}^{3 \times 3} \) is the identity matrix, \( \mu \) is the fluid viscosity, and \( K \in \mathbb{R}^{3 \times 3} \) is the symmetric and positive definite permeability matrix. Finally, the differential operators \( L_1 \) and \( L \) are given by

\[
L_1(u_1) = (\text{div}\ \sigma_1(u_1), \text{div}\ \sigma_2(u_1), \text{div}\ \sigma_3(u_1)), \\
L(u) = (\text{div}\ \tau_1(u), \text{div}\ \tau_2(u), \text{div}\ \tau_3(u), -\nabla P(u)),
\]
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where \( \sigma_1(u_1) = (\sigma_{i1}(u_1), \sigma_{i2}(u_1), \sigma_{i3}(u_1)) \) and \( \tau_i(u) = (\tau_{i1}(u), \tau_{i2}(u), \tau_{i3}(u)), \ i = 1, 2, 3, \) are the stress tensor in the solid and the total stress tensor for the bulk material on \( \Omega_p, \) respectively, and \( P(u) \) is the fluid pressure in \( \Omega_p. \) The stress tensor \( \sigma_{ij}(u_1) \) is associated with the strain tensor \( \tau_{ij}(u_1) \) by Hooke’s law for anisotropic elastic solids:

\[
\sigma_{ij}(u_1) = \sum_{k,l=1}^{3} A_{ijkl} \varepsilon_{ij}(u_1), \quad i, j = 1, 2, 3,
\]

where the \( A_{ijkl} \)'s are such that

\[
A_{ijkl} = A_{klji} = A_{ijlk}.
\]

The boundary conditions are imposed as in §7. Namely,

\[
\sigma(u_1) \cdot n_s = 0, \quad (x, t) \in \Gamma_0 \times J,
\]

\[
\sigma(u_1) \cdot n_s = -\rho^{1/2} D^{1/2} \frac{\partial \sigma_1}{\partial t}, \quad (x, t) \in \Gamma_1 \times J,
\]

\[
\sigma(u) \cdot n_s + \tau(u) \cdot n_p = 0, \quad (x, t) \in \Gamma_2 \times J,
\]

\[
u_2 \cdot n_p = 0, \quad (x, t) \in \Gamma_2 \times J.
\]

The initial conditions are imposed as in (1.4).

Let \( l_G \) be the minimum eigenvalue of \( G. \) We assume that

\[
0 < \rho_* \leq \rho(x) \leq \rho^*, \quad x \in \overline{\Omega},
\]

\[
0 < \rho_{f*} \leq \rho_f(x) \leq \rho^*_f, \quad x \in \overline{\Omega}_p,
\]

\[
\rho^2_f(x) < l_G(x) \rho(x), \quad x \in \overline{\Omega}_p.
\]

Thus \( \mathcal{A} \) is positive definite and \( \mathcal{C} \) is nonnegative.

Applying the previous notation, for \( v = (v_1, v_2) \in V \) and \( w = (w_1, w_2) \in V, \) let

\[
B_s(v_1, w_1) = \sum_{ij} (\sigma_{ij}(v_1), \varepsilon_{ij}(w_1))_{\Omega_s},
\]

\[
B_p(v, w) = \sum_{ij} (\tau_{ij}(v), \varepsilon_{ij}(w))_{\Omega_p} - (P(v), \text{div } w_2)_{\Omega_p},
\]

\[
B(v, w) = B_s(v_1, w_1) + B_p(v, w).
\]

Also, let

\[
\tilde{V} = \left[H^1(\Omega)\right]^3 \times H_0(\text{div}, \Omega_p)
\]

\[
= \{v = (v_1, v_2) \in V : v_2 \cdot n_p = 0 \text{ on } \Gamma_2\}.
\]
\( \tilde{V} \) is a closed separable subspace of \( V \).

As in the last section, for simplicity, we assume that \( \Gamma_1 \) is of zero \( d\sigma \)-measure. Then if we take \( v = (v_1, v_2) \in \tilde{V} \), test (8.1a) against \( v_1 \) and (8.1b) against \( v_2 \), and add the resulting equations, we obtain the equation

\[
(\rho \frac{\partial^2 u_1}{\partial t^2}, v_1)_{\Omega_s} + (A \frac{\partial^2 u}{\partial t^2}, v)_{\Omega_p} + (C \frac{\partial u}{\partial t}, v)_{\Omega_p} + B(u, v) = (F_1, v_1) + (F_2, v_2)_{\Omega_p}.
\]

There are constants \( c > 0 \) and \( \gamma > 0 \) [19] such that

\[
B(v, v) \geq c ||v||^2_V - \gamma(||v_1||^2_0 + ||v_2||^2_0, \Omega_p), \quad v \in V.
\]

We introduce the differential operators \( L_1^* \) on \( \Omega_s \) and \( L^* \) on \( \Omega_p \) by

\[
L_1^*(u_1) = -L_1(u_1) + \gamma u_1,
\]
\[
L^*(u) = -L(u) + \gamma u.
\]

Let \( B_\gamma \) be the bilinear form associated with \( L_1^* \) and \( L^* \):

\[
B_\gamma(v, w) = B(v, w) + \gamma(v_1, w_1) + \gamma(v_2, w_2)_{\Omega_p},
\]

for \( v = (v_1, v_2) \in V \) and \( w = (w_1, w_2) \in V \). Then the symmetric form \( B_\gamma \) satisfies

\[
B_\gamma(v, w) \leq c ||v||_V ||w||_V, \quad v, w \in V,
\]
\[
B_\gamma(v, v) \geq c ||v||^2_V, \quad v \in V.
\]

**8.2. A Galerkin method.** Let \( W_h \subset H(\text{div}, \Omega_p) \) be one of the Raviart-Thomas-Nedelec vector spaces [14], [13], the Brezzi-Douglas-Fortin-Marini vector spaces [6], Brezzi-Douglas-Durán-Fortin vector spaces [5], or the Chen-Douglas vector spaces [9] of index \( r \) associated with \( T_h^0 \), where \( T_h^0 \) is a quasiregular partition of \( \Omega_p \). Let \( W_h^0 = W_h \cap H_0(\text{div}, \Omega_p) \) and set \( \tilde{V}_h = M_h \times W_h^0 \). Then the continuous-time Galerkin approximation to the solution of (8.1) is defined as the twice-differentiable map \( u_h : J \to \tilde{V}_h \) such that

\[
(\rho \frac{\partial^2 u_{1h}}{\partial t^2}, v_1)_{\Omega_s} + (A \frac{\partial^2 u_h}{\partial t^2}, v)_{\Omega_p} + (C \frac{\partial u_h}{\partial t}, v)_{\Omega_p} + B(u_h, v)
\]
\[
= (F_1, v_1) + (F_2, v_2)_{\Omega_p}, \quad v = (v_1, v_2) \in \tilde{V}_h, \quad t \in J.
\]

The initial conditions \( u_h(0) \) and \( \partial u_h(0)/\partial t \) can be defined as in §4.

Again, a quasi-projection analysis similar to that given in §4 can be carried out in the present case if the same regularity assumption as in (7.5) is made. As mentioned before, there is no proof for this regularity result.
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