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Abstract

Viscous vortex methods are obtained by incorporating the viscous diffusion effect into inviscid vortex methods in two and three space dimensions. We describe how the present methods are related to the inviscid methods, and compare their accuracy by a residual error analysis. Numerical results indicate that the methods converge rapidly up to a time inversely proportional to the kinematic viscosity. For long time calculations, a procedure for remeshing the vorticity field is proposed to ensure the accuracy of the inviscid and the proposed viscous methods. Efficient fast algorithms based on multipole expansions are employed to perform far-field calculations.
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1. Introduction

In this paper, we consider vortex methods for approximating solutions to the Navier-Stokes equations for incompressible flows,

\[
\frac{\partial}{\partial t} u + (u \cdot \nabla) u = -\frac{1}{\rho} \nabla p + \nu \Delta u ,
\]

(1.1)

\[
\nabla \cdot u = 0.
\]

(1.2)

In these equations, \( u = u(t, x) \) denotes the velocity, \( p = p(t, x) \) the pressure, \( \rho \) is the density, and \( \nu \) denotes the kinematic viscosity. We denote by \( N \) the number of space dimensions, which is either two or three.
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During the past several years, vortex methods have been very attractive tools for numerical simulation of concentrated vortical flows, e.g., boundary layers and turbulence. The development of inviscid vortex methods has received a significant progress in both the design of methods and their theoretical analysis [1,2,3]. For slightly viscous flows, one may add appropriate Gaussian noise terms to the inviscid methods to account for the effect of viscous diffusion. The resultant random schemes have been used to study a number of physical problems and were able to produce nicely qualitative pictures of flow motions, e.g., see [7,13,20]. However, due to imperfect sampling, random schemes are not able to give accurate local flow information, although the evaluation of statistical quantities of flow fields can be fairly accurate by combining the use of high-order schemes and an efficient variance reduction technique [5,19].

Vortex methods involve the tracking of particle trajectories. Unlike the inviscid case, there do not exist exact characteristic formulations for the Navier-Stokes equations. It is therefore more difficult to obtain accurate vortex methods in the viscous case. However, by considering the physical effects in viscous flows, we are still able to obtain certain adequate approximate methods.

In this article, we propose to incorporate the effect of viscous diffusion into inviscid methods in a deterministic way. In particular, we consider the inviscid methods (T), (A) and (B) studied in [1]. The general procedure is as follows. The initial vorticity field is partitioned into a number of radially symmetric vortex blobs, each said to be positioned at the center of the blob. Due to the symmetry, a single vortex blob produces no net convective effect, but undergoes an isotropic diffusion. Meanwhile, the vortex blob is regarded, as a whole, to move with a velocity induced at the center of the blob due to the existence of other blobs. In three dimensions, due to vortex stretching, the associated vorticity of a vortex blob changes further according to the corresponding inviscid vorticity transport equations. We therefore generalize the methods (T'), (A') and (B') to the viscous case; and we will name by (T_\nu), (A_\nu) and (B_\nu) the corresponding viscous vortex methods.

The methods described above, especially in two dimensions, are not altogether new, and have been coined the term–core spreading vortex methods. Similar methods were proposed by Leonard in an earlier time [17], and which were shown by Greengard to approximate incorrect equations [14]. However, by concerning ourselves only with slightly viscous flows, and limiting the core spreading of vortex blobs, we are able to obtain adequate and useful numerical techniques. The way of limiting the core spreading is achieved
by adopting a remesh procedure to be described below. Above all, it is appropriate for us to investigate the physical background underlining the core spreading vortex methods.

The legitimacy of moving a vortex blob, as a whole, with a uniform velocity is due to its being highly concentrated in a small neighbourhood of its center. Hence, the cutoff size \( \sigma \) should be fairly small to ensure the validity of the approximation. However, according to the analysis of inviscid methods, the size of \( \sigma \) should not be less than the initial mesh size \( h \). Therefore, an appropriate choice of \( \sigma \) is an essential part in the design of (viscous) vortex methods. The introduction of \( \sigma \) signifies a difference from methods using point vortices in that the methods using vortex blobs may uniformly approximate accurately the flow field rather than in a weak sense.

Further justification of the above procedure can be made with an error analysis by investigating how the approximate flow quantities fail to satisfy the exact (viscous) vorticity transport equations. The analysis shows that the error form for the proposed viscous methods is completely the same as the corresponding inviscid methods. Accordingly, we have good reasons to believe that our methods can be as accurate as their inviscid counterparts for time \( t \) up to several \( \sigma^2/\nu \). At a time about the order of \( \sigma^2/\nu \), the vortex blobs have undergone substantial diffusion. However, we note that inviscid flows usually distort much faster than the corresponding viscous flows. In three dimensions, the vorticity field further encounters substantial stretching. In all the cases, we remesh the vorticity field to ensure the accuracy of the methods, i.e., the whole vorticity field is partitioned into a new set of vortex blobs on an appropriate regular grid before we go on to approximate the flow field.

Generally speaking, it is difficult to study slightly viscous flows numerically, due to that numerical diffusion often dominates the physical diffusion. One specific feature of our methods is that the viscosity often appears in a factor of Gaussian distribution, which forms a product with the vorticity. Therefore, the physical viscous effect will not be suppressed by the numerical diffusity. For this reason and from the above discussion, our methods are quite suitable for simulating concentrated vortical flows with small viscosity, or large Reynolds number flows when boundaries exist. Thereafter we will call our methods restricted core spreading methods.

Numerical tests have been done to verify the validity of the restricted core spreading vortex methods. In particular, we consider, in two dimensions, a viscous flow field with a radially symmetric initial vorticity field. Time integrations are performed by em-
ploying Runge-Kutta methods of second order while a fourth-order radially symmetric
cutoff functions is adopted. Numerical errors are analyzed in suitably defined norms; and
quite conclusive results support that the proposed viscous methods have the same order
of accuracy as the corresponding inviscid methods. Furthermore, the idea of remeshing
the vorticity field proves successful in improving the accuracy for long time calculations.
Especially, we mention that the fast algorithms based on multipole expansions [10,11] are
employed to evaluate the stream functions, and hence the velocity fields due to far-field
vortex blobs. The fast algorithms vastly speed up the calculation of vortex interactions.
Typically, when the number of vortex blobs exceeds a thousand, the run time for per-
forming one-step calculation using direct methods takes several minutes on a Vax-8600
machine, while for fast algorithms, it takes only a few seconds.

In the following sections, we describe how to obtain the viscous vortex methods \( T_\nu \),
\( A_\nu \) and \( B_\nu \), discuss cutoff functions, make an error analysis of vortex algorithms, and
carry out numerical examples to validate these methods. The idea of remesh and the fast
algorithms based on multipole expansions for facilitating the evaluation of interactions due
to far-field vortex blobs are also described.

2. Two-Dimensional Vortex Methods

In two dimensions, the vorticity function \( \omega = \omega(t,x) \) is defined by

\[
\omega = \partial_1 u_2 - \partial_2 u_1
\]  

where \( u = (u_1, u_2) \) and \( \partial_i \) denotes partial differentiation with respect to the \( i \)th space
variable. Thereafter, we will assume that the initial vorticity field \( \omega(0,x) \) is of compact
support. By taking the curl of Eq. (1.1), and using Eq. (1.2), we obtain

\[
\frac{\partial}{\partial t} \omega + (u \cdot \nabla) \omega = \nu \Delta \omega. 
\]  

Suppose first that the initial vorticity \( \omega(0,x) \) is radially symmetric,

\[
\omega(0,x) = \omega_0(|x|). 
\]  

We show that for this initial data, the solution to the diffusion equation

\[
\frac{\partial}{\partial t} \omega = \nu \Delta \omega. 
\]
is also the solution to Eq. (2.2). Let * denote convolution. The solution to Eq. (2.4) with initial data (2.3) is given by
\[
\omega(t, x) = (\mathcal{D}_t \ast \omega_0)(t, x),
\]
(2.5)
where \( \mathcal{D}_t = \mathcal{D}_t(x) \) is the diffusion kernel,
\[
\mathcal{D}_t(x) = \frac{1}{4\pi \nu t} \exp\left(-\frac{|x|^2}{4\nu t}\right).
\]
(2.6)
The function \( d_t(x) \) can be regarded as a Gaussian density of mean 0 and variance \( 2\nu t \). Indeed, one may show that \( \omega(t, x) \) given in (2.5) is also radially symmetric. This can be seen by considering \( \omega(t, Qx) \), where \( Q \) is an arbitrary \( 2 \times 2 \) orthogonal matrix. Using (2.3) and (2.6), we have
\[
\omega(t, Qx) = (\mathcal{D}_t \ast \omega_0)(t, Qx)
\]
\[
= \int \mathcal{D}_t(Qx - y) \omega_0(y) \, dy
\]
\[
= \int \mathcal{D}_t(Q(x - z)) \omega_0(Qz) |Q| \, dz, \quad (y = Qz)
\]
\[
= \int \mathcal{D}_t(x - z) \omega_0(z) \, dz = \omega(t, x).
\]
(2.7)
More generally, the above proof can be modified to show that if \( \omega(0, x) \) is radially symmetric about a point \( x_0 \) instead of the origin, then the solution \( \omega(t, x) \) to Eq. (2.4) is also radially symmetric about the point \( x_0 \).

Next, we show that for a radially symmetric vorticity field, the convection term in (2.2) vanishes. Evidently, it suffices to show that the velocity induced by (2.5) is perpendicular to the radial direction. For this purpose, let us invoke the stream function. From the incompressibility condition (1.2), it follows that there is a stream function \( \psi = \psi(t, x) \) such that
\[
\partial_2 \psi = u_1, \quad -\partial_1 \psi = u_2.
\]
(2.8)
Then
\[
\omega = \partial_1 u_2 - \partial_2 u_1 = -\Delta \psi.
\]
(2.9)
On account of the symmetry of \( \omega(t, x) \), we may seek a solution of the form \( \psi(t, x) = \psi(t, r), \ r = |x| \), to the above equation. Then Eq. (2.9) becomes
\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{d\psi}{dr} \right) = -\omega.
\]
(2.10)
According to the definition (2.8), we have therefore,

\[
  u(t, x) = \frac{1}{2\pi} \frac{\langle -x_2, x_1 \rangle}{|x|^2} \cdot (-2\pi r\psi') = (K \cdot \Phi)(x),
\]

(2.11)

where \( \Phi = -2\pi r\psi' \). The function \( K = K(\mathbf{x}) \), as defined by the second equality, is called the velocity kernel, since the velocity field is given by the Biot-Savart law,

\[
  u(t, x) = (K \ast \omega)(t, x) = \int K(x - y) \omega(t, y) \, dy.
\]

(2.12)

For later use, we write \( \Phi \) in an explicit form,

\[
  \Phi(r) = 2\pi \cdot \int_0^r \omega(s) \, ds,
\]

(2.13)

where \( \omega \) is regarded as an radially symmetric function.

By (2.7) and (2.11), we have \((u \cdot \nabla)\omega = 0\). Therefore, we conclude that an initially radially symmetric vorticity field contributes nothing to nonlinear convection, but just undergoes an isotropic diffusion. This observation forms the basis for our construction of vortex methods for the Navier-Stokes equations.

First of all, we note that in vortex methods a great care is taken to ensure numerical stability by avoiding the singularity of the kernel \( K = K(\mathbf{x}) \) at the origin. A common practice is to convolve \( K \) with a smooth function \( f_\sigma \) of integral one, and then approximate the resultant velocity field,

\[
  K_\sigma \ast \omega = (K \ast f_\sigma) \ast \omega,
\]

(2.14)

where \( K_\sigma \), as defined by the equality, is close to \( K \) except at the origin, where \( K_\sigma \) is bounded. Furthermore, \( \sigma \) is called the cutoff size, and \( f_\sigma \) is called the cutoff function. It is important to note that, due to the associative law of convolution, (2.14) can also be written as

\[
  K_\sigma \ast \omega = K \ast (f_\sigma \ast \omega)
  = K \ast \int f_\sigma(\cdot - y) \omega(y) \, dy.
\]

(2.15)

Although there is no difference between (2.14) and (2.15), it is easier for us, in the present study, to approximate \( f_\sigma \ast \omega \) in (2.15), and then recover exactly the velocity field by a stream function formulation.
The basic idea of vortex methods is to track those particles which are initially located on a regular grid. We denote by $\Lambda_h$ the set of nodes of a regular grid with typical mesh width $h$, and which are contained in the support of the initial vorticity field. Let

$$\{\alpha_j = jh, j = (j_1, j_2)\}$$

denote the set of the nodes. For arbitrary initial vorticity field $\omega_0(x)$, we approximate the integral in (2.15) by a sum of 'vortex blobs',

$$\tilde{\omega}_0(x) = \sum_{j \in \Lambda_h} f_\phi(x - \alpha_j) p_j \omega_j h^2,$$  \hspace{1cm} (2.16)

where $\omega_j = \omega_0(\alpha_j)$, $p_j$ is the quadrature weight associated with the $j$th vortex blob. Furthermore, the cutoff function $f_\phi(x) = f_\phi(|x|)$ belongs to a class of radially symmetric functions, which will be specified later. Each component in (2.16) is called a vortex blob because $f_\phi$ is always chosen to be a bell-shaped function.

For the sake of comparison, we first describe the vortex method for inviscid flows with the initial vorticity field given by (2.16), and then proceed with the viscous case. For $\nu = 0$, the vorticity transport equation (2.2) becomes

$$\frac{\partial}{\partial t} \omega + (u \cdot \nabla) \omega = 0.$$  \hspace{1cm} (2.17)

In Lagrangean coordinates, the above equation can be written as

$$\frac{\partial}{\partial t} \omega(t, x(t, \alpha)) = 0, \quad x(0, \alpha) = \alpha.$$  \hspace{1cm} (2.18)

The physical meaning of Eq. (2.18), or equivalently (2.17), is then obvious. That is, the vorticity of a fluid particle does not change during the time evolution of a two-dimensional inviscid flow. This observation leads us to design a vortex algorithm which is equivalent to letting $\{\alpha_j\}$ move according to the induced velocity field. In terms of formulas, the vorticity field is given by

$$\tilde{\omega}(t, x) = \sum_{j \in \Lambda_h} f_\phi(x - \bar{x}_j(t)) p_j \omega_j h^2,$$  \hspace{1cm} (2.19)

while the vortex blobs evolve according to

$$\frac{d\bar{x}_i}{dt}(t) = \sum_{j \in \Lambda_h} (K \cdot \Phi)(\bar{x}_i(t) - \bar{x}_j(t)) p_j \omega_j h^2, \quad \bar{x}_i(0) = \alpha_i.$$  \hspace{1cm} (2.20)
where
\[ \Phi(r) = 2\pi \cdot \int_0^r \sigma(s) s \, ds. \] (2.21)

It is clear that \( \Phi \) also depends on the parameter \( \sigma \); however, we suppress this dependence for the sake of simplicity. In general, for arbitrary point \( x \) in the flow field at time \( t \), the approximate velocity field \( \tilde{u} = \tilde{u}(t, x) \) is determined from
\[ \tilde{u}(t, x) = \sum_{j \in A} (K \cdot \Phi)(x - \tilde{x}_j(t))p_j \omega_j h^2. \] (2.22)

Formulas (2.19)-(2.22) exactly correspond to the algorithm (T) studied in [1], except that here we use radially symmetric cutoff functions. The expressions (2.21) and (2.22) are derived from (2.19) in a similar way as (2.11) and (2.13) from (2.10), by seeking a stream function \( \tilde{\psi} \), for the \( \tilde{\omega} \) in (2.19), of the form \( \sum_{j \in A} \tilde{\psi}_j \) with \( r_j = |x - \tilde{x}_j(t)| \).

Next we formulate a vortex method for viscous flows (\( \nu \neq 0 \)). As time evolves, we obtain the approximate vorticity field \( \tilde{\omega}(t, x) \) by convolving \( D_t \) with \( \tilde{\omega}_0 \) according to (2.5), and letting each vortex blob move with the velocity induced at its center. In terms of formulas, we have
\[ \tilde{\omega}(t, x) = \sum_{j \in A} (D_t \ast \sigma)(x - \tilde{x}_j(t))p_j \omega_j h^2, \] (2.23)

while the vortex blobs evolve according to
\[ \frac{d\tilde{x}_j(t)}{dt} = \sum_{j \in A} (K \cdot \Phi)(\tilde{x}_j(t) - \tilde{x}_j(t))p_j \omega_j h^2, \quad \tilde{x}_j(0) = \alpha_j, \] (2.24)

where
\[ \Phi(r) = 2\pi \cdot \int_0^r (D_t \ast \sigma) s \, ds. \] (2.25)

We observe that \( \Phi \) is further a function of time \( t \) in the viscous case. The general velocity field is, again, determined from (2.22), but with \( \Phi \) given by (2.25) for the viscous case. Note that (2.20) and (2.24) are completely the same in form.

In summary, we have the following inviscid algorithm by collecting (2.20) and (2.21).
Algorithm \((T)\)

\[
\tilde{x}_i(0) = \alpha_i,
\]

\[
\frac{d\tilde{x}_i}{dt}(t) = \sum_{j \in \Lambda} (K \cdot \Phi)(\tilde{x}_i(t) - \tilde{x}_j(t))p_j \omega_j h^2,
\]

\[
\Phi(r) = 2\pi \cdot \int_0^r f_\sigma s \, ds.
\]

And by collecting (2.24) and (2.25), we have the following viscous algorithm.

Algorithm \((T_\nu)\)

\[
\tilde{x}_i(0) = \alpha_i,
\]

\[
\frac{d\tilde{x}_i}{dt}(t) = \sum_{j \in \Lambda} (K \cdot \Phi)(\tilde{x}_i(t) - \tilde{x}_j(t))p_j \omega_j h^2,
\]

\[
\Phi(r) = 2\pi \cdot \int_0^r (D_t \ast f_\sigma) s \, ds.
\]

The physical meaning of Algorithm \((T_\nu)\) is that besides undergoing an isotropic diffusion, each vortex blob is regarded, as a whole, to move with a velocity due to the existence of other vortex blobs. Intuitively, the approximation should be valid whenever each vortex blob is still concentrated in a relatively small region. However, in a long period, a vortex blob may have undergone substantial diffusion, it is no longer valid to assume that the whole blob moves with a uniform velocity.

To overcome the above difficulty, a remesh procedure is adopted. That is, we partition the vorticity field into a new set of vortex blobs on a regular grid for a period of the order \(\sigma^2/\nu\). This procedure ensures the accuracy of the viscous algorithm \((T_\nu)\) for long time calculations. Further justification based on a residual error analysis will be carried out in a later section.

We now discuss how the algorithm \((T_\nu)\) is related to the inviscid algorithm \((T)\). The difference between these two algorithms is reflected in (2.19) and (2.23), and (2.21) and (2.25), where \(D_t = D_t(x)\) is replaced by the Dirac delta function \(\delta = \delta(x)\) in the inviscid formulation. This is quite reasonable, since as the viscosity \(\nu\) tends to zero, the diffusion kernel behaves like a Dirac delta function. Actually, from our derivation of \((T_\nu)\), we observe that the viscous diffusion effect comes into play only via the convolution of \(D_t\) with
3. Three-Dimensional Vortex Methods

In three dimensions, the vorticity function \( \omega = \omega(t, x) \) is defined by

\[
\omega = \nabla \times u
\]  
(3.1)

and the vorticity transport equation becomes a bit complicated,

\[
\frac{\partial}{\partial t} \omega + (u \cdot \nabla) \omega = (\omega \cdot \nabla)u + \nu \Delta \omega.
\]  
(3.2)

There is a basic difference from the two-dimensional case. Instead of a scalar stream function, we have to introduce a vector stream function \( \Psi = \Psi(t, x) \) such that

\[
\Delta \Psi = -\omega,
\]  
(3.3)

and \( u \) is determined from

\[
u = \nabla \times \Psi.
\]  
(3.4)

In parallel to the previous discussion in two dimensions, we notice that the solution kernel \( D_t = D_t(x) \) associated with the three-dimensional diffusion equation

\[
\frac{\partial}{\partial t} \omega(t, x) = \nu \Delta \omega
\]  
(3.5)

is given by

\[
D_t(x) = \frac{1}{(4\pi \nu t)^{3/2}} \exp(-|x|^2/4\nu t).
\]  
(3.6)

Furthermore, for any given initial function \( \omega_0(x) \) which is radially symmetric about \( x_0 \), the solution to Eq. (3.5), given by \( \omega(t, x) = (D_t * \omega_0)(x) \), is also symmetric about the point \( x_0 \). Next we show how to obtain solutions to flow equations for radially symmetric vorticity functions. As we did in two dimensions, we seek a solution of the form \( \Psi = \Psi(t, r) \) to Eq. (3.3) for a radially symmetric function \( \omega = \omega(t, r) \),

\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d}{dr} \Psi \right) = -\omega
\]  
(3.7)
Then by the formula (3.4), the velocity field $u = u(t,x)$ is given by

$$u(t,x) = -K \cdot 4\pi r^2 \Psi' = K \cdot \Phi,$$  

(3.8)

where $\Phi = -4\pi r^2 \Psi'(r)$. For later use, we write $\Phi$ in an explicit form,

$$\Phi(r) = 4\pi \cdot \int_0^r \varpi s^2 ds.$$  

(3.9)

Furthermore, in (3.8), $K = K(x)$ denotes the three-dimensional velocity kernel, since for arbitrary vorticity function $\varpi = \varpi(t,x)$ the velocity field is determined from $\varpi$ by the Biot-Savart law

$$u(t,x) = (K * \varpi)(t,x) = \int K(x - y) \varpi(t,y) dy.$$  

(3.10)

In matrix form, $K$ is expressed by

$$K(x) = \frac{1}{4\pi} \begin{pmatrix} 0 & \frac{-x_1}{|x|^3} & \frac{-x_2}{|x|^3} \\ \frac{-x_1}{|x|^3} & \frac{-x_2}{|x|^3} & \frac{-x_3}{|x|^3} \\ \frac{-x_3}{|x|^3} & \frac{-x_3}{|x|^3} & 0 \end{pmatrix}.$$  

(3.11)

From the above expression, it is clear that the function $K = K(x)$ has a singularity at the origin. In vortex methods, a care is taken to remove the singularity, as in two dimensions, by convolving $K$ with a smooth functions $f_\sigma = f_\sigma(x)$ of integral one,

$$K_\sigma * \varpi = K * (f_\sigma * \varpi) = K * \int f_\sigma(\cdot - y) \varpi(y) dy.$$  

(3.12)

One may easily verify from (3.8) that the velocity $u$ is perpendicular to the direction $(x_1, x_2, x_3)$; and therefore we conclude that the convection term vanishes, $(u \cdot \nabla) \varpi = 0$, for a radially symmetric vorticity function $\varpi$. However, due to the existence of the stretching term in three dimensions, we do not have a simple solution to the transport equation (3.2) for an initially radially symmetric vorticity function $\varpi_0(x)$.

Therefore, before we can do anything meaningful to formulate vortex methods in three dimensions, it is appropriate for us to discuss the effect of vortex stretching. In view of that
a rigorous theory for inviscid vortex methods has been established, we will first explain the idea underlying inviscid vortex methods that treat the effect of vortex stretching, and then derive vortex methods for viscous flows. For inviscid flows ($\nu = 0$), the vorticity transport equation (3.2) reduces to

$$\frac{\partial}{\partial t} \omega + (u \cdot \nabla)\omega = (\omega \cdot \nabla)u. \quad (3.13)$$

In Lagrangean coordinates, Eq. (3.13) is expressed by

$$\frac{\partial}{\partial t} \omega(t, x(t, \alpha)) = [\omega(t, x(t, \alpha)) \cdot \nabla_x] u(t, x(t, \alpha)) \quad (3.14)$$

where

$$x(0, \alpha) = \alpha. \quad (3.15)$$

Furthermore, there is another useful way to express the effect of vortex stretching without involving any derivatives of $\omega(t, x)$. In can be shown, e.g. in [10], that (3.14) is equivalent to

$$\omega(t, x(t, \alpha)) = [\nabla_x x(t, \alpha)] \cdot \omega_0(\alpha), \quad (3.16)$$

in which the effect of vortex stretching is reflected in the differential gradient of the flow map $x(t, \alpha)$. Formulas (3.14) and (3.16) constitute the basis for treating the effect of vortex stretching in vortex methods for both inviscid and viscous flows.

To formulate vortex methods, we need to track those particles which are initially located on a regular grid. We denote by $\Lambda_h$ the set of nodes of a regular grid with typical mesh width $h$, and which are contained in the support of the initial vorticity field. Let

$$\{\alpha_j = jh, j = (j_1, j_2, j_3)\}$$

denote the set of the nodes. For arbitrary initial vorticity field $\omega_0(x)$, we approximate the integral in (3.10) by a sum of vortex blobs,

$$\tilde{\omega}_0(x) = \sum_{\Lambda_h \in A_h} f_\sigma(x - \alpha_j) \omega_j p_j h^3, \quad (3.17)$$

where $\omega_j = \omega_0(\alpha_j)$, $p_j$ is the quadrature weight associated with the $j$th vortex blob. Furthermore, as in two dimensions, the cutoff function $f_\sigma(x) = f_\sigma(|x|)$ is always chosen to be bell-shaped, and belongs to a class of radially symmetric functions, which will be specified later.
Note that (3.17) is merely an approximation to the cutoff vorticity \( f_\sigma \ast \omega_0 \), and is not necessarily divergence-free. Below we will see that the effect of cutoff leads to smoothing the velocity kernel. Formulas (3.14) and (3.16) suggest two ways of evolving the vorticity field, and thus two ways of formulating vortex methods. In the following, we formulate vortex methods for inviscid flows and viscous flows separately. Their connections will then be described.

**Inviscid Algorithms.** The algorithms are based on the evolution equation (3.14) or (3.16) with the initial vorticity field approximated by (3.17). The resultant schemes are equivalent to letting \( \{ \alpha_j \} \) move according to the induced velocity field, and \( \{ \omega_0 (\alpha_j) \} \) undergo stretching according to the equation (3.14) or (3.16). In terms of formulas, the approximate vorticity field is given by

\[
\omega(t,x) = \sum_{Jh \in A_h} f_\sigma (x - \bar{x}_j(t)) \bar{\omega}_j(t) p_j h^3,
\]

(3.18)

where \( \bar{\omega}_j(0) = \omega_j \) while the vortex blobs evolve according to

\[
\frac{d\bar{x}_1}{dt}(t) = \sum_{Jh \in A_h} (K \cdot \Phi)(\bar{x}_1(t) - \bar{x}_j(t)) \bar{\omega}_j(t) p_j h^3,
\]

(3.19)

with \( \bar{x}_1(0) = \alpha_1 \). Notice that \( \{ \bar{\omega}_j(t) \} \) is different from \( \bar{\omega}(t,x) \) at \( x = x_j \), and which evolve according to either (3.14) or (3.16),

\[
\frac{d\bar{\omega}_i}{dt}(t) = \bar{\omega}_i(t) \cdot \sum_{Jh \in A_h} \nabla_x (K \cdot \Phi)(\bar{x}_1(t) - \bar{x}_j(t)) \bar{\omega}_j(t) p_j h^3,
\]

(3.20)

or,

\[
\bar{\omega}_i(t) = [\nabla^h \bar{x}(t, \alpha_i)] \cdot \omega_0 (\alpha_i).
\]

(3.21)

In the last formula, \( \nabla^h \) is a finite difference operator, which approximates the gradient \( \nabla \) in (3.16). The function \( \Phi \) is radially symmetric, and is given by

\[
\Phi(r) = 4\pi \cdot \int_0^r f_\sigma s^2 ds.
\]

(3.22)

More generally, for arbitrary point \( x \) in the flow field at time \( t \), the approximate velocity field \( \bar{u} = \bar{u}(t,x) \) is determined from the formula

\[
\bar{u}(t,x) = \sum_{Jh \in A_h} (K \cdot \Phi)(x - \bar{x}_j(t)) \bar{\omega}_j(t) p_j h^3.
\]

(3.23)
The expressions (3.22) and (3.23) are derived from (3.18) in a similar way as (3.8) and (3.10) from (3.7), by seeking a stream function \( \tilde{\psi} \), for the \( \tilde{\omega} \) in (3.18), of the form \( \sum_{j \in A_k} \tilde{\psi}_j(r_j) \) with \( r_j = |x - \tilde{x}_j(t)| \). Formulas (3.19) and (3.20) exactly correspond to Algorithm (A) studied in [1], while (3.19) and (3.21) correspond to Algorithm (B), except that here we use radially symmetric cutoff functions.

**Viscous Algorithms.** Next we formulate vortex methods for viscous flows (\( \nu \neq 0 \)). As time evolves, we obtain the approximate vorticity field \( \tilde{\omega}(t, x) \) by convolving \( D_t \) with \( \tilde{\omega}_0 \), and letting each vortex blob move with the velocity induced at its center, and \( \{ \tilde{\omega}_j \} \) undergo stretching according to either (3.14) or (3.16). In terms of formulas, we have

\[
\tilde{\omega}(t, x) = \sum_{j \in A_k} (D_t * f_\nu)(x - \tilde{x}_j(t)) \tilde{\omega}_j(t) p_j h^3,
\]  
(3.24)

and the vortex blobs evolve according to

\[
\frac{d\tilde{x}_j}{dt}(t) = \sum_{j \in A_k} (K \cdot \Phi)(\tilde{x}_j(t) - \tilde{x}_j(t)) \tilde{\omega}_j(t) p_j h^3,
\]  
(3.25)

with \( x_j(0) = \alpha_j \). The functions \( \{ \tilde{\omega}_j(t) \} \) evolve according to

\[
\frac{d\tilde{\omega}_j}{dt}(t) = \tilde{\omega}_j(t) \cdot \sum_{j \in A_k} \nabla_x (K \cdot \Phi)(\tilde{x}_j(t) - \tilde{x}_j(t)) \tilde{\omega}_j(t) p_j h^3,
\]  
(3.26)

or,

\[
\tilde{\omega}_j(t) = [\nabla^h_{\alpha} \tilde{x}(t, \alpha_j)] \cdot \tilde{\omega}_0(\alpha_j).
\]  
(3.27)

The function \( \Phi \) is given explicitly by

\[
\Phi(r) = 4\pi \cdot \int_0^r (D_t * f_\nu(s^2) \, ds.
\]  
(3.28)

We notice that for viscous flows, the general velocity field is, again, determined from (3.23), but with \( \Phi \) given by (3.28). Furthermore, (3.19) and (3.25) are completely the same in form, so are (3.20) and (3.26), or (3.21) and (3.27). To facilitate our discussions, we summarize by displaying the vortex methods which we have described in this subsection. Following [1], we denote by (A) and (B) the inviscid algorithms, while by (A_\nu) and (B_\nu) the viscous algorithms.

By collecting (3.19), (3.20) and (3.22), and (3.25), (3.26) and (3.28), we have
Algorithms (A), (A\_\nu)

\[ \ddot{X}_i(0) = \alpha_i, \]

\[ \frac{d\ddot{X}_i}{dt}(t) = \sum_{j \in \mathcal{L}_h} (K \cdot \Phi)(\ddot{X}_i(t) - \ddot{X}_j(t))\ddot{\psi}_j(t)p_j h^3, \]

\[ \frac{d\ddot{\psi}_i}{dt}(t) = \ddot{\psi}_i(t) \cdot \sum_{j \in \mathcal{L}_h} \nabla_x(K \cdot \Phi)(\ddot{X}_i(t) - \ddot{X}_j(t))\ddot{\psi}_j(t)p_j h^3, \]

\[ \Phi(r) = 4\pi \cdot \int_0^r f_\sigma s^2 ds, \ (\nu = 0) \ \text{or}, \]

\[ \Phi(r) = 4\pi \cdot \int_0^r (r_\sigma * f_\sigma) s^2 ds, \ (\nu > 0) \]

By collecting (3.19), (3.21) and (3.22), and (3.25), (3.27) and (3.28), we have

Algorithms (B), (B\_\nu)

\[ \ddot{X}_i(0) = \alpha_i, \]

\[ \frac{d\ddot{X}_i}{dt}(t) = \sum_{j \in \mathcal{L}_h} (K \cdot \Phi)(\ddot{X}_i(t) - \ddot{X}_j(t))\ddot{\psi}_j(t)p_j h^3, \]

\[ \ddot{\psi}_i(t) = [\nabla_\sigma x(t, \alpha_1)] \cdot \omega_\theta(\alpha_1), \]

\[ \Phi(r) = 4\pi \cdot \int_0^r f_\sigma s^2 ds, \ (\nu = 0) \ \text{or}, \]

\[ \Phi(r) = 4\pi \cdot \int_0^r (r_\sigma * f_\sigma) s^2 ds, \ (\nu > 0) \]

The physical meaning of the algorithms (A\_\nu) and (B\_\nu) is that besides undergoing an isotropic diffusion, each vortex blob is regarded, as a whole, to move with a velocity due to the existence of other vortex blobs, while the associated vorticity is subject to nonlinear stretching. Intuitively, the approximation should be valid whenever each vortex blob is still concentrated in a relatively small region.

For long time calculations, a remesh procedure, as indicated in the previous section, has to be adopted to ensure the accuracy of the vortex methods. We note that in three dimensions, the vorticity field may also encounter significant stretching, which also requires a careful treatment of grid. Further justification of the validity of the viscous algorithms (A\_\nu) and (B\_\nu) based on a residual error analysis will be carried out in the next section.
Now we discuss how the algorithms \((A_\nu)\) and \((B_\nu)\) are related to the inviscid algorithm \((A)\) and \((B)\). The only difference between these algorithms is reflected in (3.18) and (3.24), or (3.22) and (3.28), where \(D_t = D_t(x)\) is replaced by the Dirac delta function \(\delta = \delta(x)\) in the inviscid formulation. This is quite reasonable, since as the viscosity \(\nu\) tends to zero, the diffusion kernel behaves like a Dirac delta function. Actually, from our derivation of \((A_\nu)\) and \((B_\nu)\) we see that the viscous effect comes into play only via the convolution of \(D_t\) with \(f_\sigma\) through (3.24). Again, as in two dimensions, if we set \(\delta\) instead of \(D_t\), we will have a derivation of an inviscid method.

4. Cutoff Functions and Error Analysis

In this section we describe how to obtain cutoff functions which are particularly useful in the present study and employ them to investigate the accuracy of vortex algorithms.

Cutoff functions. We recall that a cutoff function \(f_\sigma = f_\sigma(x)\) is used to smooth the velocity kernel \(K = K(x)\) near the origin. A common practice to obtain a cutoff function is to set \(f_\sigma(x) = 1/\sigma^N f(x/\sigma)\), where \(f = f(x)\) is a smooth function of integral one. In order to get vortex methods of high order accuracy, a cutoff function has to fulfill further properties. Following [1], we require that \(f\) be a rapidly decaying function, satisfying the following conditions:

(i): \(\int_{R^N} f(x) \, dx = 1\),

(ii): \(\int_{R^N} x^\alpha f(x) \, dx = 0\), for all multi-indices \(\alpha\) such that \(1 \leq |\alpha| \leq p - 1\),

(iii): \(\int_{R^N} |x|^p |f(x)| \, dx < \infty\),

(iv): \(f \in C^L(R^N)\).

These conditions ensure the stability and accuracy of vortex methods for appropriate choices of the cutoff size \(\delta\) and the mesh size \(h\). For details, see [1,2,3]. One typical result from the analysis of inviscid methods is that for \(N = 3\), under suitable conditions, we have

\[
||\ddot{x}(t) - x(t)||_h \leq \left( \sigma^p + \left( \frac{h}{\sigma} \right)^L \sigma + h^r \right) \quad (4.1)
\]

where the norm \(|| \cdot ||_h\) is defined by

\[
||x(t)||_h = \left( \sum_{j \in \Lambda_h} |x_j(t)|^2 h^N \right)^{1/2}. \quad (4.2)
\]

Therefore, according to this estimate, for a given \(h\), the cutoff size \(\sigma\) cannot be arbitrarily small, but limited by the size of \(h\). This is reasonable because for very small \(\delta\), we have
approximation to the vorticity field by point vortex blobs, as can be seen from (2.19) or (3.18), and which is not able to uniformly approximate the vorticity field accurately. By high order cutoff functions we mean that $p$ is large.

Beale and Majda [4] have constructed radially symmetric cutoff functions which satisfy the conditions (i)-(iv), such that (2.21) (in two dimensions), or (3.22) (in three dimensions) can be evaluated explicitly. However, for viscous methods, we require that the convolutions in (2.25) (in two dimensions) and (3.28) (in three dimensions) be evaluated explicitly. Following the methodology in [4], we may easily find suitable cutoff functions for both inviscid and viscous algorithms. We list some useful cutoff functions $f(r)$ and their corresponding $\Phi(r)$ in Tables 1 and 2.

In Table 2, $\text{erf} = \text{erf}(x)$ denotes the error function, and which is defined by

$$\text{erf}(r) = \frac{2}{\sqrt{\pi}} \int_0^r e^{-s^2} ds. \quad (4.3)$$

We observe that the cutoff functions listed in Tables 1 and 2 are linear combinations of functions of Gaussian distribution. We will call them functions of Gaussian type. These functions can be readily convolved with the diffusion kernels to yield explicit formulas for $(D_t * f_\sigma)$ in two or three dimensions. Furthermore, we observe that each $\Phi$ is zero at the origin, and the order of zeroes is two in two dimensions, and three in three dimensions. The singularity of the kernel $K = K(x)$ at the origin (of order two in two dimensions, of order three in three dimensions) is therefore removed through the product $(K \cdot \Phi)(x)$.

Moreover, we note from Tables 1,2 that it is not altogether right to expand $\sigma^2$ at a rate of $2 \nu$, like a pure Gaussian process. Such a rate would only be correct for specific choices of Gaussian cutoff functions. Especially important for later use, we observe that all the functions $\Phi$'s in Tables 1 and 2 are rapidly tending to one when $r$ is sufficiently large. Indeed, we show that for all choices of cutoff functions $f$, the corresponding function $\Phi$ has the value one at infinity. We recall that $\Phi$ is also a function of time $t$. Define $J(t) = \Phi(r)|_{r \to \infty}$. Then the constancy of $J(t) \equiv 1$ for all $t \geq 0$ follows form the facts: (i) $J(0) = 1$ and (ii): $(D_t * f_\sigma)(x)$ is a solution to the diffusion equation (2.4), or (3.5) for all $f_\sigma$,

$$\frac{dJ}{dt}(t) = \int_{R^2} \frac{\partial}{\partial t} (D_t * f_\sigma) \, dx$$

$$= \int_{R^2} \nu \Delta_x (D_t * f_\sigma) \, dx$$
\[\nu \cdot \lim_{a \to \infty} \int_{|x| = a} \frac{\partial}{\partial n} \left( P_t \ast f_\sigma \right) dS = 0. \] (4.4)

The last two equalities follow from the rapidly decaying property of \((P_t \ast f_\sigma)(x)\) at infinity. Therefore, for \(r\) sufficiently large, we may practically take \(\Phi(r)\) to be one. This observation enables us to employ the fast algorithms based on mutipole expansions developed in [10,11] to facilitate the evaluation of velocities of vortex blobs due to far-field vortex interactions when performing the algorithms developed in the previous sections. We will come back to this subject in Section 5.

**Error Analysis.** For a rigorous error analysis of the proposed visocous methods, it may require delicate mathematical techniques. Instead, we analyze residual errors of the transport equations. In other words, we consider the accuracy of vortex methods by investigating how the approximate flow quantities fail to satisfy the vorticity transport equation (at centers of vortex blobs). In three dimensions, we analyze

\[ E_i(t) = \left\{ \frac{\partial}{\partial t} \tilde{\omega} + (\bar{u} \cdot \nabla) \tilde{\omega} - (\bar{\omega} \cdot \nabla) \bar{u} - \nu \Delta \bar{\omega} \right\}_i, \] (4.5)

where \(\tilde{\omega}\) is given by (3.24), and \(\bar{u}\) is given by (3.23). The expression (4.5) reduces, in two dimensions, to

\[ E_i(t) = \left\{ \frac{\partial}{\partial t} \tilde{\omega} + (\bar{u} \cdot \nabla) \tilde{\omega} - \nu \Delta \bar{\omega} \right\}_1, \] (4.6)

where \(\tilde{\omega}\) is given by (2.23), and \(\bar{u}\) is given by (2.22). The analysis is surely not restricted to vortex blobs' centers, but it is easy to look at the evolution of residual errors by (4.5), or (4.6). In the following derivation, the cutoff functions are assumed to be radially symmetric. For the sake of saving notations, we define

\[ \tilde{r}_{i,j}(t) = \tilde{x}_i(t) - \tilde{x}_j(t), \quad \bar{u}_{i,j}(t) = \bar{u}_i(t) - \bar{u}_j(t). \] (4.7)

After laborious calculations, we obtain in two dimensions,

\[ E_i(t) = \sum_{Jh \in \Lambda_h} \tilde{u}_{i,j}(t) \cdot \frac{\tilde{r}_{i,j}(t)}{|\tilde{r}_{i,j}(t)|} \left( P_t \ast f_\sigma \right)'(\tilde{r}_{i,j}(t)) p_h \omega_j h^2, \] (4.8)

and in three dimensions,

\[ E_i(t) = \sum_{Jh \in \Lambda_h} \tilde{u}_{i,j}(t) \cdot \frac{\tilde{r}_{i,j}(t)}{|\tilde{r}_{i,j}(t)|} \left( P_t \ast f_\sigma \right)'(\tilde{r}_{i,j}(t)) \bar{\omega}_j(t) p_j h^3 \]

\[ + \sum_{Jh \in \Lambda_h} \left[(\tilde{\omega}_j(t) \cdot \nabla) \bar{u}_{i,j}(t)\right] \left( P_t \ast f_\sigma \right)(\tilde{r}_{i,j}(t)) p_j h^3. \] (4.9)
A careful observation reveals that these error formulas are valid for both viscous and inviscid algorithms (by just letting $\nu \to 0$, or equivalently, by replacing $D_t(x)$ by $\delta(x)$). We notice that in these formulas, the first error term on the right hand side is due to convection, and the second error term (only in three dimensions) is due to vortex stretching.

No single error term is solely due to viscous diffusion in that the effect of viscous diffusion is taken into consideration by convolving with the diffusion kernels. In other words, in Algorithms (A$_\nu$) and (B$_\nu$), the evolution of vorticity due to viscous diffusion is exactly treated, while the error terms for both inviscid and viscous algorithms are completely the same in form.

To take a close look at the effect of viscous diffusion, we substitute a cutoff function from Table 1 or 2 into the above error formulas. For example, for $N = 2$, we use the fourth-order cutoff function of Gaussian type from Table 1, then

$$E_1(t) = \sum_{j_h \in \Lambda_h} \left\{ \frac{4}{\pi \sigma_1(t)^4} \exp \left( -\frac{\left| \tilde{r}_{i,j}(t) \right|^2}{\sigma_1(t)^2} \right) \right. $$

$$- \left. \frac{1}{2\pi \sigma_2(t)^4} \exp \left( -\frac{\left| \tilde{r}_{i,j}(t) \right|^2}{2\sigma_2(t)^2} \right) \right\} \times \tilde{u}_{i,j}(t) \cdot \tilde{r}_{i,j}(t) p_j \omega_j h^2 \right\}. \quad (4.10)$$

where

$$\sigma_1(t)^2 = \sigma^2 + 4 \nu t \quad \text{and} \quad \sigma_2(t)^2 = \sigma^2 + 2 \nu t.$$

Since there exists rigorous analysis for the inviscid algorithms (T), (A) and (B), the above error form may give us several implications. First, for high-order cutoff functions, the error $E_i$ is fairly small in case of $\nu = 0$, provided that $\sigma$ is appropriately chosen. Therefore, if $\sigma_1(t)$ and $\sigma_2(t)$ remain small, then one may expect that $E_i(t)$ is also small. In other words, before the vorticity field undergoes significant diffusion, the accuracy of viscous algorithms would be satisfactory. Second, in a long time calculation, it is worthwhile to partition the flow field on a new appropriate regular grid for a period of the order of several $\sigma^2/\nu$, as mentioned in Sections 2 and 3. This is the remesh procedure mentioned in previous sections, which is proposed to ensure the accuracy of viscous vortex methods in long time calculations; we shall come back to this subject in the next section.
5. Efficient Implementation of Vortex Algorithms

In this section we consider how to implement efficiently the algorithms developed in the previous sections, which include Algorithms (T), (Tν), (A), (Aν) and (B), (Bν). Our main concerns consist of fast computing velocities of vortex blobs and a procedure for ensuring the accuracy of vortex methods in long time calculations. These two aspects are actually intimately related to each other, and which will be described in the following contexts.

Fast algorithms. In implementing vortex algorithms, the main computational cost comes from the evaluation of interactions among vortex blobs. Consider a field of \( \mathcal{N} \) vortex blobs, it requires \( 1/2 \mathcal{N}(\mathcal{N} - 1) \) direct evaluations of vortex interactions, e.g.,

\[
(K \cdot \Phi)(\vec{x}_i(t) - \vec{x}_j(t)), \quad 1 \leq i, j \leq \mathcal{N},
\]

(5.1)

to obtain the velocities of all the vortex blobs. The cost would be exceedingly expensive for a moderately large number \( \mathcal{N} \), say, a thousand. Furthermore, it is not altogether justifiable to ignore (5.1) for those \( \vec{x}_j(t) \) which are widely separated from \( \vec{x}_i(t) \) in evaluating the velocity \( d\vec{x}_i/dt \). This is because \((K \cdot \Phi)(x)\) behaves like \(1/|x|\) - a Coulombic field for \(|x|\) sufficiently large. (Recall that in Section 4, we show that \(\Phi(r)\) is close to one when \(r\) is large.) Therefore it is highly a necessity to develop efficient algorithms for treating a huge number of vortex interactions, and by which the operation count could be significantly reduced.

Recently, Greengard and Rokhlin [15,16] introduced efficient algorithms for rapidly evaluating the potential field \(\phi(x)\) due to a large number \( \mathcal{N} \) of point charges \( \{q_j \delta(x - x_j)\} \) in two and three space dimensions; and by which operation counts are drastically reduced from the order \( \mathcal{N}^2 \) to the order of several \( \mathcal{N} \). Their algorithms are based on so-called multipole expansions; and can be readily incorporated into vortex algorithms to facilitate the evaluation of vortex interactions. The basic idea underlying the algorithms may be described as follows. Greengard and Rokhlin consider Poisson's equation with point charges,

\[
\Delta \phi(x) = - \sum_j q_j \delta(x - x_j), \quad x \in \mathbb{R}^n.
\]

(5.2)

The algorithms require the partitioning of a square region containing all the charges into \(4^n\) finest boxes; \(n\) is called the finest level. For a point \(x\) in a given finest box, the contribution to the potential \(\phi(x)\) from the (near-field) charges inside the box and its neighbours is
evaluated directly while the contribution from other (far-field) charges is evaluated by locally expanding finite-term multipole expansions due to these far-field charges and adding together the resultant local expansions. Specifically, let the box center be $P$ whose coordinate is $x_0$, and let $x - x_0$ have the complex coordinate $z - z_0$ in two dimensions, or the polar coordinate $(r, \theta, \varphi)$ in three dimensions. Then we have, in two dimensions,

$$
\phi(P) = \phi(P)|_{\text{near-field}} + \phi(P)|_{\text{far-field}} \\
\approx -\frac{1}{2\pi} \text{Re} \left[ \sum_{\text{near}} q_{j} \log(z - z_{j}) + \sum_{i = 0}^{p} b_{i} (z - z_{0})^{i} \right],
$$

(5.3)

where $p$ is the number of terms used in the multipole expansions. The coefficients $\{b_{i}\}$ are determined from the far-field charges. In three dimensions, the potential field is approximated by

$$
\phi(P) \approx \frac{1}{4\pi} \cdot \sum_{\text{near}} \frac{q_{j}}{|x - x_{j}|} \\
+ \frac{1}{4\pi} \cdot \sum_{i = 0}^{p} \sum_{m = -i}^{i} L_{i}^{m} \cdot Y_{i}^{m} (\theta, \varphi) \cdot r^{i},
$$

(5.4)

where $Y_{i}^{m} = Y_{i}^{m} (\theta, \varphi)$ denotes the normalized spherical harmonics. The coefficients $\{L_{i}^{m}\}$ are, again, determined from the far-field charges. The above formulas are valid for all $x$ in a given box. Therefore, in actual computation, we need only save the coefficients $\{b_{i}\}$ or $\{L_{i}^{m}\}$ for each finest box. The fast algorithms provides highly efficient procedure for obtaining the numbers $\{b_{i}\}$ and $\{L_{i}^{m}\}$ by relating local expansions at successive box levels through the use of an ‘interaction list’. (For details, we refer to the original papers.) This procedure yields an operation count of the order $pN$ provided the box level is nearly $n \approx \log_{4} N$. The formulas (5.3) and (5.4) has an error of order $1/2^{p}$. In practice, it suffices to take $p = 12$. Below we explain how the fast algorithms are employed for efficient implementation of vortex algorithms.

Consider the velocity at $(t, x)$ (cf. (2.22) or (3.23)) due to far-field vortex blobs, which is well approximated by

$$
\vec{u}_{\text{far}} (t, x) \approx \sum_{\text{far}} K(x - \vec{x}_{j} (t)) \times
$$

(5.5)

since $\Phi$ is close to one. For the sake of simplicity, in (5.5) we omit $p_{j} \omega_{j} h^{2}$ in two dimensions, and $\vec{x}_{j} (t) p_{j} h^{3}$ in three dimensions. The formula (5.5) can be obtained equivalently by
solving the Poisson equation

\[ \Delta \Psi_{\text{far}} = \sum_{\text{far}} \delta(x - \vec{x}(t)) \times , \]  

(5.6)

and taking the curl of \( \Psi_{\text{far}} \),

\[ \tilde{u}_{\text{far}}(t, x) \simeq (\nabla \times \Psi_{\text{far}})(t, x). \]  

(5.7)

The key element of the efficient implementation of vortex methods is therefore to exploit the fast algorithms for computing \( \Psi \) in (5.6), and then determine the velocity field from

\[ \tilde{u}(t, x) \simeq (\nabla \times \Psi_{\text{far}})(t, x) \\
+ \sum_{\text{near}} (K \cdot \Phi)(x - \vec{x}_j(t)) \times . \]  

(5.8)

The above formula is the one used in actual computation for approximating velocities of vortex blobs. From Tables 1 and 2, we see that in the near field, the value of \( \Phi \) changes rapidly from 0 to 1 over just several cutoff lengths, provided that the product \( \nu t \) is of the order \( \sigma^2 \). Whenever the underlying flow field encounters substantial diffusion, the near-field region expands. The help from fast algorithms is therefore diminishing. In order to avoid such situations and for additional reasons, we come up with the idea of remesh to be described precisely in the following subsection.

**Remesh procedure.** The idea is to partition the vorticity field into a new set of vortex blobs after a time of substantial diffusion. We have stressed upon the idea several times in the previous sections. In summary, the reasons of doing this are based on the following considerations:

(i) to ensure long time accuracy of vortex method,

(ii) to facilitate the implementation of fast algorithms.

Since the vortex algorithms are designed to move a whole vortex blob with a uniform velocity (induced at its center), it would be non-physical and incorrect to continue the use of the same set of vortex blobs whenever the field has encountered substantial diffusion. Furthermore, for inviscid flows, the flow field can distort much faster than viscous flows, the use of a fixed set of vortex blobs may also be physically irrelevant. Therefore if we remesh the vorticity field at an adequate time, the evolution process is refreshed on the new set of vortex blobs. Significant improvement of accuracy can therefore be achieved; and fast algorithms can still be implemented efficiently.
As to when is the proper time to remesh the vorticity field, the problem quite weighs between how viscous the involved fluid is and how fast the field distorts. Generally speaking, less viscous fluids may encounter faster distortion. Therefore, the adequate time for the remesh will not only depend on the viscosity of the fluid but also depends on the initial condition of the flow field. For very smooth flows, the typical remesh time should be several $\sigma^2/\nu$ where $\sigma$ is comparable to the mesh size $h$. The number $\sigma^2/\nu$ prevents vortex blobs from diffusing significantly into a length of several mesh sizes. Actually, for smooth slightly viscous flows, a remesh period in practice can be fairly long.

The basic formulas used in a remesh procedure are the approximate vorticity field (2.23) in two dimensions, and (3.24) in three dimensions. In the following we demonstrate the idea in two dimensions. Suppose that at $t = \bar{t}$, we remesh the vorticity field for the first time. Let $\bar{\Lambda}_h$ denote the new regular grid,

$$\bar{\Lambda}_h = \{\bar{\alpha}_j\} = \{j_1h, j_2h\},$$

and set $\tau = t - \bar{t}$, then for $t \geq \bar{t}$

$$\bar{\omega}(t, x) = \sum_{J \in \bar{\Lambda}_h} (D_r * f_\sigma)(x - \bar{x}_j(t)) \bar{p}_j \bar{\omega}_j \bar{h}^2 \quad (5.9)$$

where $\bar{x}_1(\bar{t}) = \bar{\alpha}_1$, and

$$\bar{\omega}_1 = \sum_{J \in \bar{\Lambda}_h} (D_i * f_\sigma)(\bar{\alpha}_i - \bar{x}_j(\bar{t})) \bar{p}_j \bar{\omega}_j \bar{h}^2. \quad (5.10)$$

The rest formulas in both the inviscid and viscous algorithms change correspondingly. Note especially that $D_i(x)$ in $\Phi$ should be changed to $D_r(x)$ after remesh. If we are interested in the tracking of an initial set of fluid particles, we need only to trace them in addition to the current set of vortex blobs. Formulas (5.9) and (5.10) are not the only way for remeshing the vorticity field, other interpolation techniques may also be adequate for this purpose.

6. Numerical Results and Discussions

In this section we investigate the accuracy of Algorithm $(T_\nu)$ with a remesh procedure by employing it to solve a model problem. Velocity errors are analyzed in the norm $\| \cdot \|_h$, defined in Section 4. We consider Eqs. (1.1) and (1.2) in two dimensions with the following initial vorticity field,

$$\omega_0(x) = \exp(-12|x|^2).$$
Since this initial field is radially symmetric, the solution to the problem is reduced the solution of Eq. (2.4), which is obtained by carrying out the convolution integral in (2.5),

$$\omega(t, x) = \frac{1}{\kappa_t} \exp \left( -\frac{12|x|^2}{\kappa_t} \right),$$

where

$$\kappa_t = 1 + 48\nu t.$$

The corresponding velocity is obtained by solving Eq. (2.10) and using (2.11),

$$u(t, x) = \frac{(-x_2, x_1)}{24|x|^2} \left( 1 - \exp \left( -\frac{12|x|^2}{\kappa_t} \right) \right).$$

Computed results are listed in Figs. 1a,1b,2a,2b,3a,3b and tabulated in Tables 3a,3b,3c,3d. The parameter values used in computation are (i): $\nu = 0.001, 0.0001, 0.00001, 0$, (ii): $h = 0.05, N = 1260, \sigma = 0.042, 0.05, 0.06$, while the fourth-order cutoff function $f$ from Table 1 is adopted, and the time integration is performed by Runge-Kutta methods of second order for $\Delta t = 0.08$. In the figures, we compare the accuracy of vortex algorithms with or without remesh. In Tables 3a-3d we consider the evolution of a fluid particle which is initially located at $(r, \theta) = (0.326, 0)$ for various cases of viscosity; $\beta$ denotes $\arctan(u_2/u_1)$.

We observe from these data that in order to get accurate numerical results, for a given $h$, the inviscid flow should take a larger cutoff size $\sigma$. This is certainly due to inviscid flows distorting faster than viscous flows, as explained in the previous section. Actually, we found that for larger viscosity, the cutoff size can be taken to be smaller, see for example [6]. Furthermore, the remesh procedure drastically reduces the errors by a factor from 3 to 20 (at $T=12$); however, each remesh causes an error jump due to the adoption of a new set of vortex blobs. We also observe from Table 3 that the effect of viscous diffusion is not negligible even though $\nu$ is small, say, $\nu = 0.001$, where the velocity decreases by twenty percents from the inviscid velocity at $T = 12$, and the phase angles $\theta$ and $\beta$ also lag behind by twenty degrees. From the above observations, we may conclude that (a) the effect of viscous diffusion is incorporated in an adequate way in that high order accuracy is achieved by viscous algorithms, and (b) the idea of the remesh procedure is indeed physically relevant; it causes drastic reduction of errors for both inviscid and viscous flows.

Therefore, even though the core spreading vortex method was previously shown to approximate wrong equations, the idea of restricting core spreading plus remesh proves to
be adequate and useful in approximating slightly viscous flows. Nevertheless, the present algorithms are not the only methods for approximating viscous flows. Another interesting approach is to apply the Laplace operator to the vorticity field which is represented by a sum of blob-functions, see [12], however, which does not treat the effect of viscous diffusion exactly.

In spite of the success of the restricted core spreading, we do not project that these algorithms be used for flows with large viscosity, say, $\nu > 0.01$, in which case many traditional methods may perform much better. Further success of vortex methods depends much on their capability for no-slip boundary treatment for large Reynolds number flows. Much effort has been devoted to the latter subject primarily in the content of random vortex algorithms [7,8,9]. Some recent applications along this direction can be found in [11,18,21]. On the other hand, the authors have recently extended the methodology presented in this paper to develop a reliable deterministic numerical algorithm for boundary-layer approximation. The results will be reported elsewhere. Finally we would like to remark that to the authors' opinion, though deterministic methods are suitable for the study of problems of transition and instability, random vortex algorithms would find its great value in simulating fully developed turbulent flows at large Reynolds numbers.
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Table 1. Some useful cutoff functions in two dimensions

Second order:
\[ f(r) = \frac{1}{\pi} \exp(-r^2), \]
\[ \Phi(r) = 1 - \exp\left(-\frac{r^2}{\sigma^2 + 4\nu t}\right) (\nu \geq 0); \]

Fourth order:
\[ f(r) = \frac{1}{\pi} \left( 2 \exp(-r^2) - \frac{1}{2} \exp(-\frac{r^2}{2}) \right), \]
\[ \Phi(r) = 1 - 2 \exp\left(-\frac{r^2}{\sigma^2 + 4\nu t}\right) + \exp\left(-\frac{r^2}{2(\sigma^2 + 2\nu t)}\right) (\nu \geq 0). \]

Table 2. Some useful cutoff functions in three dimensions

Second order:
\[ f(r) = \frac{1}{\pi^{1/3}} \exp(-r^2), \]
\[ \Phi(r) = \text{erf}\left(\frac{r}{\sqrt{(\sigma^2 + 4\nu t)}}\right) - \frac{2r}{\sqrt{\pi(\sigma^2 + 4\nu t)}} \exp\left(-\frac{r^2}{\sigma^2 + 4\nu t}\right) (\nu \geq 0); \]

Fourth order:
\[ f(r) = \frac{1}{(\pi)^{1/3}} \left( 2 \exp(-r^2) - \frac{1}{2^{1/3}} \exp(-\frac{r^2}{2}) \right), \]
\[ \Phi(r) = 2 \left[ \text{erf}\left(\frac{r}{\sqrt{\sigma^2 + 4\nu t}}\right) - \frac{2r}{\sqrt{\pi(\sigma^2 + 4\nu t)}} \exp\left(-\frac{r^2}{\sigma^2 + 4\nu t}\right) \right]
- \left[ \text{erf}\left(\frac{r}{\sqrt{2\sigma^2 + 4\nu t}}\right) - \frac{2r}{\sqrt{\pi(2\sigma^2 + 4\nu t)}} \exp\left(-\frac{r^2}{2\sigma^2 + 4\nu t}\right) \right] (\nu \geq 0). \]
Figure 1a. $\sigma = 0.042$ (no remesh)

Figure 1b. $\sigma = 0.042$ (with remesh)
Figure 2a. σ = 0.05 (no remesh)

Figure 2b. σ = 0.05 (with remesh)
Notations List

\( \mathbf{x} \) : space variable
\( x_i \) : i-th space variable
\( \tilde{x}_i(t) \) : approximate position of i-th vortex blob at time \( t \)
\( \mathbf{u} \) : velocity field
\( u_i \) : i-th velocity component
\( \tilde{\mathbf{u}} \) : approximate velocity field
\( \tilde{u}_i(t) \) : approximate velocity of i-th vortex blob at time \( t \)
\( h \) : mesh size
\( f \) : cutoff function
\( D_i \) : diffusion kernel
\( K \) : velocity kernel
\( \alpha \) : initial space variable
\( \alpha_i \) : initial center of i-th vortex blob
\( \nu \) : viscosity
\( \sigma \) : cutoff size
\( \omega \) : scalar vorticity field
\( \tilde{\omega} \) : approximate scalar vorticity field
\( \varpi \) : vector vorticity field
\( \tilde{\varpi}_i(t) \) : approximate vector vorticity of i-th vortex blob at time \( t \)
\( \varpi_i(t) \) : vorticity vector associated with i-th vortex blob at time \( t \)
\( \phi \) : potential function
\( \Phi \) : function that takes care of the diffusion effect
\( \psi \) : scalar stream function
\( \Psi \) : vector stream function
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