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Nomenclature

h  gap between the plates
h_1  enthalpy of liquid phase (h_f)
\( h_2 \)  enthalpy of vapor phase (h_g)
(\( x, y \))  physical distances along and across the flow
(\( x, y \))  non-dimensional (\( x, y \))
U  characteristic speed appearing in the inlet velocity profile
V_{av}  average inlet vapor velocity
k  thermal conductivity
C_p  specific heat
p  physical pressure
p_0  inlet value of physical pressure
\( \pi \)  non-dimensional pressure
u  component of physical velocity in the x direction
v  component of physical velocity in the y direction
u  non-dimensional velocity in the x direction
v  non-dimensional velocity in the y direction
T  physical temperature
T  non-dimensional temperature
\( \dot{m} \)  physical value of the local condensation rate
\( \dot{\dot{m}} \)  non-dimensional value of local condensation rate
u_f(x)  non-dimensional value of the x-component of speed at the interface
h_{fg}  latent heat (h_g - h_f)
Ja  Jacob Number, h_{fg}/C_pT_w
\Delta b_2  error in b_2
\Delta u_f  error in u_f
Re  Reynold's Number
Re_o  Reynold's Number, Uh/v_2
Re^*  Reynold's Number, V_{av}h/v_2
C_f  non-dimensional shear stress on the bottom plate
Nu_x  Nusselt number, h_x/k_1
\( \mu \)  Film heat transfer coefficient
Pr  Prandtl number
Greek or Mathematical Symbols
\( \nabla_s \)  surface gradient on the interface
\( \nabla \)  gradient operator
\( \rho \)  density
\( \sigma \)  surface tension
\( \mu \)  viscosity
\( \nu \)  kinematic viscosity
\( \alpha \)  thermal diffusivity
\( \Delta \)  physical value of condensate film thickness
\( \delta \)  non-dimensional value of condensate film thickness
\( \tau^1_w \)  physical value of bottom wall shear stress

Superscripts
\( i \)  value of a variable at the interface of vapor and liquid.

Subscripts
1  liquid
2  vapor
s  saturation condition or surface kinematics
w  wall
1. Introduction

Flow involving pure vapor with film condensation on walls have received extensive attention in engineering literature. Some of the more classical results for these flows have been limited to condensing external flows over flat plates (Nusselt [1], Rohsenow [2], Sparrow and Gregg [3], etc.) or over drops (Ford and Lekic [4], Jacobs and Cook [5], etc.). While there are several studies ([6], [7], etc.) of condensing flows which deal with the more advanced topics of presence of non-condensables and turbulence in the vapor phase, a look at the existing literature on laminar film condensation in ducts ([8], [9], [10], [11], [12]) suggest a need for more accurate solution techniques along with more accurate experimental measurements. Here we focus on developing a more refined predictive capacity for the flow under consideration.

We begin with an updated review of the general flow equations modeling condensation and then we present the standard approximations for the specific flow situation being studied. We study a pressure driven laminar flow of pure saturated vapor undergoing film condensation between horizontal parallel plates (see Figure 1). For a simplified analysis, it is assumed that the vapor and the upper plate are at a saturation temperature $T_s (p_0)$ determined by the inlet pressure $p_0$. The bottom plate is assumed to be at a constant temperature $T_w < T_s (p_0)$. The choice of a horizontal configuration is also motivated by a desire to make the prediction of the analysis useful in estimating condensate flow rates in a gravity free environment. This paper implements an integral-differential scheme which exploits the essentially linear equations of motion that govern the sluggish flow of thin condensates and, at the same time, satisfies all the essential differential interface conditions at the phase change boundary. The classical integral approach ([13], [14]) lies in choosing vapor velocity profiles in the cross flow direction while determining the flow evolution in the downstream direction. We find that we can reduce the resulting problem to a set of coupled non-linear ordinary differential equations with the help of modern computer capabilities of symbolic manipulations. This is necessary because the method involves lengthy algebra and therefore human implementation is neither attractive nor efficient. The formulation presented here
is estimated to be quite accurate for predicting the unknown functions appearing in the exact solution forms of the condensate flow. As a result, the predictions of related bulk observables (condensation rate, heat transfer rate, pressure variation, etc.) and location of the interface are believed to be good. The determination of the unknown interface by this approach can also be of further use in more detailed studies of vapor velocity profiles by means of Finite Element or Finite Difference type schemes.

As examples, we present numerical solutions for some typical flow situations involving Freon-113 (see Table 1). The computations are restricted to a range of inlet Reynold's number and downstream distances that are, according to rough experimental estimates ([15]), below critical Reynold's numbers at which the interface becomes unstable or wavy. In section 6, we have presented and discussed the computational predictions of interface location, heat transfer rates, condensation rate, pressure drop, and wall shear. The numerical accuracy of the physically consistent predictions are discussed in section 7. The computations are seen to be robust in the sense that large changes in initial conditions, due to substantial changes in inlet velocity profile (from uniform to parabolic) at a constant mass flux and temperature difference \( T_S (p_0 - T_w) \), do not lead to significant differences in the predicted values of the bulk observables.

Another test of the validity of the numerical results in this paper lies in a reasonable agreement with a more approximate earlier solution [16] which employed an independent computer implementation. This comparison is discussed in section 6 and in the captions of Figures 2 and 7.

In the absence of reliable experimental data for this problem, we are not able to make a comparison of our predictions with those of experiments. However some preliminary results of a related ongoing experiment is discussed in section 6.
2. **General Flow Equations**

Consider a flow of pure vapor (phase I=2) undergoing film condensation (liquid phase I=1) over a cold surface. We assume absence of non-condensables in the vapor and insignificant molecular diffusion associated with evaporation at the vapor-liquid interface. Let, in either phase at any point \( x \) at time \( t \), \( T_I \) be the Cauchy Stress, \( v_I \) be the velocity field, \( \mu_I \) be the viscosity, \( \kappa_I \) be the usually ignorable *expansion viscosity*, \( p_I \) be the thermodynamic pressure field, \( \rho_I \) be the density field, \( k_I \) be the thermal conductivity, \( \hat{u}_I \) be the internal energy per unit mass, \( T_I \) be the temperature field, \( \sigma \) be the surface tension on the interface between the two fluids, \( \nabla T_I \) be the temperature gradient field, and \( D_I \) be the field associated with the symmetric part of the velocity gradient \( \nabla v_I \).

Then, for \( I=1 \) or \( 2 \), the stress constitutive relations are

\[
T_I = -p_I I + S_I, \quad \text{where} \quad S_I = 2\mu_I D_I + \kappa_I (\text{div} \ v_I) I ,
\]

and the heat flux (\( q_I \)) relations are

\[
q_I = -k_I \ \nabla T_I.
\]

The Continuity, Momentum, and Energy equations in either of the phases are

\[
\frac{\partial \rho_I}{\partial t} + \nabla \cdot (\rho_I v_I) = 0 ,
\]

\[
\rho_I \frac{dv_I}{dt} = \rho_I g + \text{div} \ T_I ,
\]

and

\[
\rho_I \frac{\hat{u}_I}{dt} = -\nabla \cdot q_I + \text{tr} (T_I D_I) .
\]

Since in *local equilibrium*, spatial variations in the flow fields are significant only at distances much larger than the characteristic root mean square distances associated with molecular motions, we use the homogeneous process equations of state of the type

\[
\hat{u}_I = \hat{u}_I (\rho_I , T_I) , \ p_I = p_I (\rho_I , T_I)
\]
Similar characterizations

\[ \mu_1 = \mu_1 \left( \rho_1, \ T_1 \right), \ \kappa_1 = \kappa_1 \left( \rho_1, \ T_1 \right), \ k_1 = k_1 \left( \rho_1, \ T_1 \right) \]  \hspace{1cm} (5)

are known to be adequate ([16]) for the viscosities \( \mu_1 \) and \( \kappa_1 \) and conductivities \( k_1 \).

The interface conditions across a phase change boundary are given by Delhaye [18]. Let \( x = x(t) \) be the motion of a fixed surface point (see Scriven [19] or Moeckel [20]) on an interface located by the equation \( I(x, t) = 0 \), \( v_s \equiv dx/dt \) be the velocity of the interface, and \( n \) be a unit normal on the interface directed from the liquid to the vapor phase. Furthermore, denote the interfacial value of any arbitrary flow variable \( \phi \) by \( \phi^i \). Under the above notations, the kinematic condition at the interface is

\[ v_s \cdot n = -\frac{\partial I}{\partial t} |V|, \]  \hspace{1cm} (6)

and the restriction of continuity of tangential velocities at a point on the interface is

\[ v_1^i \cdot t = v_2^i \cdot t \equiv v_s \cdot t \equiv v_t, \]  \hspace{1cm} (7)

where \( t \) is any unit tangent vector on the interface. The equations (6) and (7) together completely specify the surface speed \( v_s \). The mass, momentum, and energy balance at the interface (see [18] or [21]) are respectively given as

\[ \rho_{1}^i \left\{ (v_1^i - v_s) \cdot n \right\} = \rho_{2}^i \left\{ (v_2^i - v_s) \cdot n \right\} \equiv -\dot{m} (x, t), \]  \hspace{1cm} (8)

\[ \left[ \dot{m} (x, t) v_1^i - \dot{m} (x, t) v_2^i \right] + \left[ (p_2^i - p_1^i) n \right] + \left[ (S_2^i - S_1^i) n \right] + \left[ -\nabla_\sigma (\nabla \cdot n) \sigma n \right] = 0, \]  \hspace{1cm} (9)

and
\[
\left[ \dot{m} \left( h_1^i - h_2^i \right) \right] + \left[ \frac{1}{2} \dot{m} \left| v_1^i - v_s \right|^2 - \frac{1}{2} \dot{m} \left| v_2^i - v_s \right|^2 \right] \\
+ \left[ (S_1^i n) \cdot (v_1^i - v_s) - (S_2^i n) \cdot (v_2^i - v_s) \right] \\
+ \left[ -k_2 \frac{\partial T_2}{\partial n} \right] + k_1 \frac{\partial T_1}{\partial n} \right] + \left[ \frac{d\sigma}{dt} \right] = 0.
\] (10)

The definition of \( \dot{m} \) in (8) is such that \( \dot{m} > 0 \) when vapor condenses into liquid. In (10) above, \( h_1 (= \hat{u} + p_1 / \rho_1) \) denotes enthalpy for I=1 or 2 and \( d\sigma / dt \) (\( = \left. \frac{\partial \sigma}{\partial t} \right|_{\mathbf{x}} + \mathbf{v}_s \cdot \nabla_{\mathbf{x}} \sigma \)) denotes rate change of surface energy per unit area. The reader should note that the contribution of surface energy in (10) above follows from the correct physical postulates given in Narain and Joseph [22] and does not follow from the postulates in Delhaye [18] or Moeckel [20].

The conditions (8)–(10) above are now restricted to vapor flows of interest (Steam, Freon, etc.) by recalling that the saturation temperature (\( T_s = T_s(p) \)) for these fluids is determined by the pressure \( p \) alone. Therefore, the temperatures \( T_s^i \) and the enthalpies \( h_s^i \) are determined from

\[
T_s^i = T_s(p_i),
\]

and

\[
h_s^i = h_s (p_i, T_s (p_i))
\] (11)

found in standard tables ([23]) for common fluids in either phase (I=1 or 2.)

In any specific condensation problem, equations (1)–(11) have to be solved subject to appropriate initial and boundary conditions (at wall, at infinity, or at inlet/outlet boundaries of the flow domain) relevant to the problem.

3. Approximate Model Equations for Flow Between Parallel Plates

We consider laminar pressure driven flow of pure vapor between two horizontal parallel plates (see Figure 1). The distance between the plates is \( h \). It is assumed that the upper plate and
the incoming vapor are at a constant temperature equal to the saturation temperature \((T_s(p_0))\) determined by the inlet pressure \((p = p_0)\). The constant bottom plate temperature \(T_w\) is lower than the saturation temperature at any location to allow filmwise condensation on the plate. The inlet vapor velocity profile at the onset of condensation \((\xi = 0)\) is assumed known. For typical flows (e.g., see Table 1), the flow slightly away from the entrance is adequately modeled under the following assumptions:

(i) The maximum temperature differences in the liquid and the vapor phases over \(0 \leq \xi \leq L\) are small in the sense that \((T_s(p_0) - T_w)/T_w \ll 1\) and 
\((T_s(p_2(L)) - T_s(p_0))/T_w \ll 1\). Furthermore, the pressure gradient in the vapor flow is small enough to keep the vapor Mach Number at a value less than 0.3. Under these conditions, one can adequately treat the densities \(\rho_l\), viscosities \(\mu_l\), conductivities \(k_l\), and specific heats \((C_p)_l\) as approximate constants over each phase \((l = 1 \text{ or } 2)\).

(ii) At a typical \(\xi - L\), the film thickness is small \((\Delta(L)/L \ll 1)\) and the gap is narrow \((h/L \ll 1)\). This means velocity and temperature variations perpendicular to the direction of flow outweigh velocity and temperature variations along the flow.

(iii) The order of magnitude of viscous forces \((\mu_l \nabla^2 v_l)\) are comparable to the order of magnitude of inertia forces \((\rho_l d v_l / dt)\) in the flow of the vapor and its liquid condensate. The order of pressure force \((-\nabla p_l)\) in either phase could take any value from zero up to the order of inertia or viscous force in that phase.

(iv) Energy associated with viscous dissipation is small compared to the convective and conductive transport of energy in the energy equation for each of the two phases.
Figure 1

The geometry of the flow is indicated above. In the figure \( \tau_w^2(x) \), \( \tau_f(x) \), and \( \tau_w^1(x) \) respectively indicate the values of shear stresses at the upper wall, the interface, and the bottom plate.
(v) At a typical $\chi$-L, the liquid condensate thickness profile is both thin and small in curvature and the local mass transfer at the interface is typically small. This means one can ignore the surface tension and mass transfer effects in the momentum interface condition and this condition is then adequately modeled by a continuity of pressure in the normal direction and a continuity of shear in the tangential direction.

(vi) The mean pressure difference in the flow over the length of interest is assumed moderate and since the latent heat $h_{fg}$ does not vary much with interfacial pressure variations encountered in typical flows (Table 1), the latent heat $h_{fg}$ can be treated as an approximate constant for the flow.

(vii) The vapor flow rate (and therefore pressure gradients) are moderate enough to ignore reversible pressure working (see [24], p. 114) as compared to convective and conductive transport terms in the energy equation for either of the two phases.

The governing equations (1)–(11) can now be scaled under the above assumptions to arrive at a simplified, but realistic, set of equations similar to the one given by Sparrow and Gregg [3] for flow over a flat plate. The justification of these equations by scaling analysis can be found in a report [16] or in the appendix of a paper by Kocamustafaogullari [25]. Here we present the simplified equations for the two dimensional flow

$$v_t = u_t (x, y) i + v_t (x, y) j$$  \hspace{1cm} (12)

by non-dimensionalizing the physical variables through the relations
\( \chi \equiv hx \),
\( y \equiv hy \),
\( \Delta(\chi) \equiv h\delta(x) \),
\( uI(\chi, y) \equiv UuI(x, y) \),
\( vI(\chi, y) \equiv UvI(x, y) \),
\( TI(\chi, y) \equiv TwTI(x, y) \),

and

\( pI(\chi, y) \equiv \rho I U^2 \pi I(x, y) + p_0 - \rho I ghy. \)  \( (13) \)

In (13) above, \( p_0 \) is the centerline inlet pressure (at \( \chi=0 \)) and \( U \) is a characteristic speed (defined later through (26) and (39)) occurring in the vapor velocity profile at the inlet. The resulting non-dimensional form of the scaled mass, momentum (\( x \) and \( y \) directions), and energy balance equations for the two phases (\( I=1 \) or \( 2 \)) are respectively

\[
\frac{\partial uI}{\partial x} + \frac{\partial vI}{\partial y} = 0, \quad (14)
\]

\[
uI \frac{\partial uI}{\partial x} + vI \frac{\partial uI}{\partial y} = -\frac{\partial \pi I}{\partial x} + \frac{1}{ReI} \frac{\partial^2 uI}{\partial y^2}, \quad (15)
\]

\[\frac{\partial \pi I}{\partial y} = 0, \quad \text{and} \]

\[
uI \frac{\partial T I}{\partial x} + vI \frac{\partial T I}{\partial y} = \frac{1}{PrI ReI} \frac{\partial^2 T I}{\partial y^2}; \quad (17)
\]

where

\[ vI \equiv \mu I/\rho I, \quad ReI \equiv Uh/vI, \quad \alpha I \equiv kI/\rho I C_{pl} \text{ and } PrI \equiv vI/\alpha I. \]

The conditions approximating normal and tangential components of interfacial momentum balance, continuity of tangential speeds at the interface, mass balance at the interface, energy balance at the interface, and the saturation temperature condition at the interface are respectively
\[ \pi(x) \equiv \pi_2(x, \delta(x)) = \frac{\rho_1}{\rho_2} \pi_1(x, \delta(x)) + \frac{gh}{U^2} \left( 1 - \frac{\rho_1}{\rho_2} \right) \delta(x) \equiv \frac{\rho_1}{\rho_2} \pi_1(x, \delta(x)) , \]  
(18)

\[ \frac{\partial u_2}{\partial y}(x, \delta(x)) = \frac{\mu_1}{\mu_2} \frac{\partial u_1}{\partial y}(x, \delta(x)) , \]  
(19)

\[ u_1(x, \delta(x)) = u_2(x, \delta(x)) \equiv u_f(x) , \]  
(20)

\[ \dot{m}(x) \equiv \frac{\dot{m}}{\rho_1 U} = \left[ u_1(x, \delta(x)) \frac{d\delta}{dx} - v_1(x, \delta(x)) \right] = \frac{\rho_2}{\rho_1} \left[ u_2(x, \delta(x)) \frac{d\delta}{dx} - v_2(x, \delta(x)) \right] , \]  
(21)

\[ \dot{m}(x) = \left[ \frac{1}{Re_1} + \frac{1}{Pr_1} - \frac{1}{Ja} \right] \left( \frac{\partial T_1}{\partial y}(x, \delta(x)) - \frac{k_2}{k_1} \frac{\partial T_2}{\partial y}(x, \delta(x)) \right) , \]  
(22)

and

\[ T_1(x, \delta(x)) = T_2(x, \delta(x)) \]
\[ = \frac{1}{T_w} \left\{ T_s \left( \rho_2 U^2 \pi(x) + p_0 - \rho_2 \delta(x) h g \right) \right\} \]
\[ \equiv T_s \left( \pi(x) \right) , \]  
(23)

where

\[ Ja \equiv \frac{h fg}{C_p T_w} . \]

Note that the Sparrow and Gregg [3] type interface pressure condition (18) also ignores gravity forces \( \left( \frac{gh}{U^2} \left( 1 - \frac{\rho_1}{\rho_2} \right) \frac{d\delta}{dx} \right) \) in comparison to the pressure force \( (d\pi/dx) \) and this is a good approximation for either small values of \( d\delta/dx \) or small values of \( g \) (microgravity environment).

The conditions at the wall \( y=0 \) are

\[ u_1(x, 0) = v_1(x, 0) = 0 , \]

and

\[ T_1(x, 0) = 1 . \]  
(24)
The conditions at infinity in Sparrow and Gregg [3] are replaced by wall conditions at \( y = 1 \), which are

\[
    u_2(x, 1) = v_2(x, 1) = 0 ,
\]

and

\[
    T_2(x, 1) = \frac{T_\infty(p_0)}{T_w} = \text{constant} . \tag{25}
\]

The inlet conditions at \( x = 0 \) consist of a prescribed inlet velocity profile \( \tilde{u}(y) \) defined as

\[
    u_2(0, y) = Uu_2(0, y) = U\tilde{u}(y) \tag{26}
\]

for \( 0 \leq y \leq 1 \), a constant inlet temperature

\[
    T_2(0, y) = \frac{T_\infty(p_0)}{T_w} , \tag{27}
\]

and compatibility restrictions

\[
    \delta(0) = 0 ,
\]

\[
    u_1(x, \delta(x))|_{x=0} = u_2(x, \delta(x))|_{x=0} = 0 \tag{28}
\]

asserting onset of condensation at \( x = 0 \) and the no slip condition at \( x = 0 \) and \( y = 0 \).

4. Further Simplifications and Integral Formulation

We note, from (25) and (27), that vapor enters at a saturation temperature determined by inlet pressure and stays at that temperature at the upper wall. If the temperature at the interface given by (23) does not vary much, it would follow that the vapor phase remains at nearly constant temperature and the energy equation (17) for \( I = 2 \) is automatically satisfied in an approximate manner. We assume this to be the case for typical flow situations (see equation (A.14) in the Appendix and Table 1) under study. Because of an approximately constant vapor temperature, (22) simplifies to
\[
\hat{m}(x) = \left\{ \frac{1}{Re_1} \cdot \frac{1}{Pr_1} \cdot \frac{1}{Ja} \right\} \left\{ \frac{\partial T_1}{\partial y} (x, \delta(x)) \right\} .
\] (29)

For flow situations of interest in this paper (\(\rho_1/\rho_2 \geq 100, \mu_1/\mu_2 \geq 10, Pr_1 \geq 0.9, Ja \geq 1, Re_1 \geq 500\)), the density ratio \(\rho_1/\rho_2\) and viscosity ratio \(\mu_1/\mu_2\) are sufficiently large to make the thin condensate flow very sluggish in response to the no slip condition at the bottom wall. In this situation, the effective Reynolds's number for the condensate flow (not \(Re_1\)) is quite small for sufficient downstream distances and one can ignore the inertia term in (15) for \(I=1\) and the convection term in (17) for \(I=1\). This fact is particularly evident in Koh's [26] computations of film condensation over a flat plate as he finds linear velocity and temperature profiles for typical condensate flows despite the fact that full non-linearities of inertia and convective transport were retained in the governing equations. Ignoring gravity forces in comparison to the pressure force (see (18)), the equations (16) for \(I=1\) and 2 together with (18) imply

\[
\pi_2(x, y) = \pi_2 (x, \delta(x)) \equiv \pi(x)
\] (30)

for \(\delta(x) \leq y \leq 1\) and

\[
\pi_1(x, y) = \pi_1 (x, \delta(x)) = \frac{\rho_2}{\rho_1} \pi(x)
\] (31)

for \(0 \leq y \leq \delta(x)\). For the sake of convenience, we introduce the symbols

\[
Re_2 \equiv Re_0 \quad \text{and} \quad Re_1 \equiv \frac{V_2}{V_1} Re_0 .
\] (32)

After dropping inertia, we solve (15) for \(I=1\) subject to boundary conditions in (20) and (24). Using the notations introduced in (30) and (32), we find the condensate velocity profile solution to be

\[
u_1(x, y) = \left( \frac{\mu_2}{\mu_1} \frac{Re_0}{2} \frac{d \pi}{dx} (x) \right) y(y-\delta(x)) + \frac{ur(x)}{\delta(x)} y .
\] (33)
After dropping the convection term, we solve (17) for I=1 subject to boundary conditions (23) and (24). The resulting linear temperature profile is given by

\[ T_1(x, y) = 1 + \frac{T_\infty(\pi(x)) - 1}{\delta(x)} y. \]  

(34)

Note that the solution forms in (33) and (34) involve unknown functions \( u_f(x), \delta(x), \pi(x), \) and \( \zeta(x) \equiv \frac{d\pi}{dx}. \) The aim of this paper is to find these functions to predict the bulk observables consisting of the heat removal rate from the bottom plate, the condensation rate, film thickness profile, wall shear stress, pressure drop, etc. The approach then consists of predicting the bulk observables as accurately as possible while predicting the vapor velocity profile, if possible, only in an approximate integral sense. To achieve this end, we integrate some of the equations in (14)–(28) to arrive at control-volume equations for mass and momentum balance for the vapor phase.

Integrating (14) (for I=1 and 2) subject to the wall conditions in (24) and (25), we find that (21) can be rewritten in the control-volume mass balance form

\[ \dot{m}(x) = \frac{d}{dx} \left\{ \int_0^{\delta(x)} u_1(x, y) dy \right\} = -\frac{\rho_2}{\rho_1} \frac{d}{dx} \left\{ \frac{1}{\delta(x)} \int \frac{1}{\delta(x)} u_2(x, y) dy \right\}. \] 

(35)

Substituting (33) in (35), we rewrite this condition as

\[ \frac{\rho_2}{\rho_1} \frac{d}{dx} \left\{ \frac{1}{\delta(x)} \int u_2(x, y) dy \right\} = -\dot{m}(x) \]

\[ = B \delta^3(x) \frac{d\zeta(x)}{dx} + 3B \delta(x)^2 \zeta(x) \frac{d\delta(x)}{dx} - \left( \frac{1}{2} u_f(x) \right) \frac{d\delta(x)}{dx} - \left( \frac{1}{2} \delta(x) \right) \frac{d\delta(x)}{dx}, \] 

(36)

where \( \zeta(x) \equiv \frac{d\pi}{dx} (x) \) and \( B = \frac{1}{12} \frac{\mu_2}{\mu_1} \) \( \text{Re}_0. \)

Similarly, integrating (15) for I=2 with the aid of (14) for I=2, (21) and (31); we find the usual control volume form of vapor momentum balance.
\[
\frac{d}{dx} \left\{ \frac{1}{\delta(x)} \int u_2^2(x, y) dy \right\} + \frac{\rho_1}{\rho_2} \dot{m}(x) u_f(x) = \frac{1}{Re_0} \left[ \frac{\partial u_2}{\partial y} (x, 1) - \frac{\partial u_2}{\partial y} (x, \delta(x)) \right] \\
- (1-\delta(x)) \frac{d\pi}{dx}.
\] (37)

Substituting for \( \dot{m}(x) \) as given by the right side of (36) and \( \frac{\partial u_2}{\partial y} (x, \delta) \) from (19) and (33), we rewrite (37) as

\[
\frac{d}{dx} \left\{ \frac{1}{\delta(x)} \int u_2^2(x, y) dy \right\} = \\
\left[ \frac{1}{Re_0} \frac{\partial u_2}{\partial y} (x, 1) - \frac{1}{2} \delta(x) \frac{d\pi}{dx} (x) - \frac{1}{Re_0} \frac{\mu_1}{\mu_2} \frac{u_f(x)}{\delta(x)} \right] - (1-\delta(x)) \frac{d\pi}{dx} \\
+ \frac{\rho_1}{\rho_2} u_f(x) \left[ B\delta^2 \frac{d\zeta}{dx} + 3B\delta^2(x)\zeta(x) \frac{d\delta}{dx} (x) - \frac{1}{2} u_f \frac{d\delta}{dx} - \frac{1}{2} \delta \frac{d u_f}{dx} \right].
\] (38)

The problem now reduces to seeking a solution for \( u_f, \delta, \pi, \) and \( \zeta \) such that the control volume equations (36) and (38), as well as the interface conditions, wall conditions, and the inlet conditions given in (18)–(28), are all satisfied.

5. The Integral Solution Scheme

The objective is to seek a representation of \( u_2(x, y) \) which approximates the features of its differential solution at the boundaries \( y=\delta(x) \) and \( y=1 \) and is also expressible in terms of the unknown functions \( u_f(x), \delta(x), \pi(x), \) and \( \zeta(x) \equiv \frac{d\pi}{dx} \) occurring in the condensate solutions (33) and (34). The choice of \( u_2(x, y) \) is also dictated by a need to satisfy the conditions (18)–(28) and the control volume equations (36) and (38) so as to yield a well-posed initial value (starting at \( x=0 \)) problem in terms of four first order non-linear ordinary differential equations for the functions \( u_f(x), \delta(x), \pi(x), \) and \( \zeta(x) \equiv \frac{d\pi}{dx}. \) It is expected that the accuracy of predicting the stated unknowns by this mixed differential-integral solution scheme should depend only on how accurately the forcing functions on the right side of (36) and (38) are known in terms of the four unknown variables stated earlier. From the right sides of (36) and (38), we observe that except for
the upper wall shear term $\frac{\partial u_2}{\partial y}(x, 1)$, all the terms are given in terms of the stated unknowns. Therefore, if we choose a representation of $u_2(x, y)$ such that all the differential restrictions on $u_2$ are satisfied near $y=1$, we would expect a fairly accurate prediction of the lower dimensional unknown variables. It is now noted that narrow gap assumption (approximately valid for $x \geq 5$) leading to (15) for $I=2$ is not restrictive. If one were to keep the full viscous force term by replacing the right side of (15) by $(1/Re_2)(\partial^2 u_2/\partial x^2 + \partial^2 u_2/\partial y^2)$ and the left side of (19) by $\{\partial u_2/\partial y (x, \delta(x)) + \partial v_2/\partial x (x, \delta(x))\}$ for $x<5$, we would still arrive at the same overall mass and momentum balance given later as (51) and (52). This means that this integral approach will be good for the lower dimensional unknowns even for $0 < x < 5$.

We now choose one possible representation of $u_2(x, y)$, in the spirit of the choice criteria used in Kármán-Pohlhausen type boundary layer flow techniques [27]. Let $b_1$, $b_2$, and $b_3$ be three unknown functions of $x$ such that

$$u_2(x, y) = b_1(x) \theta(y) + b_2(x) (y-1) + b_3(x) \frac{(y-1)^2}{2}$$  \hspace{1cm} (39)

where $x \geq 0$, $0 \leq y \leq 1$, and the approximately constant function $\theta(y)$ is

$$\theta(y) = [1 - \exp(-Ay) - \exp(-A(1-y)) + \exp(-A)]$$  \hspace{1cm} (40)

for $A \geq 5$. The choice in (39) satisfies the no slip condition (25), at $y = 1$. Now note that the interface restrictions (19), (20), and the evaluation of (15) for $I=2$ at $y=1$ respectively give

$$\frac{\partial u_2}{\partial y}(x, \delta(x)) = \frac{\mu_1}{\mu_2} \frac{u_1(x)}{\delta(x)} + \left(\frac{1}{2} Re_0\right) \delta(x) \frac{d\pi}{dx}(x),$$  \hspace{1cm} (41)

$$u_2(x, \delta(x)) = u_1(x),$$  \hspace{1cm} (42)

and

$$\frac{\partial^2 u_2}{\partial y^2}(x, 1) = Re_0 \frac{d\pi}{dx}(x).$$  \hspace{1cm} (43)
Substitution of (39) in (41)–(43) gives three independent linear algebraic relations in three unknowns \( b_1, b_2, \) and \( b_3 \). It is readily seen that one would then obtain solutions of the type

\[
\begin{align*}
  b_1 &= b_1 \left( u_f, \delta, \zeta \right), \\
  b_2 &= b_2 \left( u_f, \delta, \zeta \right), \\
  b_3 &= b_3 \left( u_f, \delta, \zeta \right),
\end{align*}
\]

and

\[
  b_3 = b_3 \left( u_f, \delta, \zeta \right), \tag{44}
\]

where \( \zeta = d\pi/dx \). The functions \( b_1, b_2, b_3 \) are defined in (A.1)–(A.5) of the Appendix. Substituting for \( b_3 \) from (A.1), (39) can also be rewritten as

\[
  u_2(x, y) = b_1(x) \thetahat(y) + b_2(x) (y-1) + (Re_0/2) \left( d\pi/dx \right) (y-1)^2, \tag{45}
\]

where

\[
  \thetahat(y) = \theta(y) + (A^2/2) \left( 1 + \exp(-A) \right) (y-1)^2.
\]

We consider two classes of inlet velocity profiles. In (39), if we choose

\[
  b_1(0) = 1, \ b_2(0) = 0, \ \text{and} \ b_3(0) = 0; \tag{46}
\]

then we have nearly uniform inlet vapor velocity profiles for \( A \geq 5 \). Alternately, in (45), if we choose

\[
  b_1(0) = 0, \frac{d\pi}{dx}(0) = -D_0 < 0, \ \text{and} \ b_2(0) = -\left( Re_0 D_0/2 \right); \tag{47}
\]

then we have symmetric parabolic inlet vapor velocity profiles. The solution in (44) implies that (39) is of the form

\[
  u_2(x, y) = \Psi \left( u_f, \delta, \zeta ; y \right), \tag{48}
\]
and therefore
\[ I_1 = \frac{1}{\delta(x)} \int u_2 (x, y) \, dy \equiv I_1 (u_f, \delta, \zeta), \]  
(49)

and
\[ I_2 = \frac{1}{\delta(x)} \int u_2^2 (x, y) \, dy \equiv I_2 (u_f, \delta, \zeta), \]  
(50)

From (48)–(50), it is evident that (36) and (38) can respectively be written in the forms
\[ A_{11} (u_f, \delta, \zeta) \frac{du_f}{dx} + A_{12} (u_f, \delta, \zeta) \frac{d\delta}{dx} + A_{13} (u_f, \delta, \zeta) \frac{d\zeta}{dx} = 0 \]  
(51)

and
\[ C_{11} (u_f, \delta, \zeta) \frac{du_f}{dx} + C_{12} (u_f, \delta, \zeta) \frac{d\delta}{dx} + C_{13} (u_f, \delta, \zeta) \frac{d\zeta}{dx} + C_{14} (u_f, \delta, \zeta) \frac{d\pi}{dx} = \frac{\phi_2(u_f, \delta)}{Re_0}. \]  
(52)

Energy interface condition (29), after substituting for \( \dot{m} \) from (36) and for \( T_1 \) from (34), can similarly be written as
\[ D_{11} (u_f, \delta, \zeta) \frac{du_f}{dx} + D_{12} (u_f, \delta, \zeta) \frac{d\delta}{dx} + D_{13} (u_f, \delta, \zeta) \frac{d\zeta}{dx} = \phi_3(\pi(x), \delta(x)) \]  
(53)

The coefficients and functions in (51)–(53) are defined in (A.1)–(A.14) of the Appendix. The reader should note that the determination of these coefficient functions requires lengthy algebra and therefore they were calculated from their definitions by a symbolic manipulation software MAPLE (a software comparable to MACSYMA) and the generated coefficient functions were directly processed on the computer into Fortran form for use in the main program.

Here we note that the definition
\[ \frac{d\mu}{dx} \equiv \zeta, \tag{54} \]

and the equations (51)–(53) can be written in the form

\[ \mathbf{A} \frac{d\mathbf{y}}{dx} = \mathbf{g}(\mathbf{y}), \tag{55} \]

where

\[
\mathbf{A} = \begin{bmatrix}
0 & 0 & 0 & 1 \\
A_{11} & A_{12} & A_{13} & 0 \\
C_{11} & C_{12} & C_{13} & C_{14} \\
D_{11} & D_{12} & D_{13} & 0
\end{bmatrix}, \quad \mathbf{y} = \begin{bmatrix}
\mu_1(x) \\
\delta(x) \\
\zeta(x) \\
\pi(x)
\end{bmatrix}, \quad \text{and} \quad \mathbf{g}(\mathbf{y}) = \begin{bmatrix}
\zeta \\
0 \\
\frac{1}{\text{Re}_0} \phi_2 (u_f, \delta) \\
\phi_3 (\pi, \delta)
\end{bmatrix}.
\]

For computational convenience, (55) is rewritten as

\[ \frac{d\mathbf{y}}{dx} = \mathbf{f}(\mathbf{y}) \equiv \mathbf{A}^{-1} \mathbf{g}(\mathbf{y}), \tag{56} \]

where \( \mathbf{A}^{-1} \) is symbolically made explicit by Kramer's rule and the non-singularity condition \( \det \mathbf{A} \neq 0 \) is verified computationally at each step. The initial conditions for (56) come from prescribed inlet mass and momentum fluxes. The approximately uniform inlet conditions (46), when substituted in (A.1)–(A.5) of the Appendix, are seen to be satisfied if and only if

\[ \lim_{x \to 0} \frac{\mu_1(x)}{\delta(x)} = \frac{\mu_2}{\mu_1} A (1 - e^{-A}), \]

and

\[ \zeta(0) = -\frac{1}{\text{Re}_0} A^2 (1 + e^{-A}). \tag{57} \]

Recalling that \( p_0 \) is the inlet pressure, and using the definitions in (13) and (30), we find

\[ \pi(0) = 0. \tag{58} \]
Because of (57), (58) and (28), we impose the initial conditions at a preassigned arbitrarily small \( x = \varepsilon \delta \) as

\[
y(\varepsilon \delta) = \begin{bmatrix}
\frac{A}{2} & A (1 - \exp(-A)) & \delta^* \\
\frac{A}{1} & \delta^* \\
-A^2 (1 + \exp(-A))/Re_0 & 0 \\
0 & 0 \\
\end{bmatrix},
\]

where \( \delta^* \) is also some preassigned arbitrarily small number. Numerical solution of (56) subject to (59) was obtained by a fifth and a sixth order Runge Kutta method until the two solutions agreed with each other up to a desired level of accuracy (six decimal places). This implementation was automatically done by an IMSL subroutine called DVERK. We also study the effects of change in inlet vapor velocity profile for a given mass flow rate. This is done either by varying \( A \) in (46) or by considering parabolic inlet vapor velocity profiles given by (47). With the help of (A.1) – (A.5); it can be verified that (47) is approximately satisfied at some small \( x = \varepsilon \delta \) if \( \delta(\varepsilon \delta) \equiv \delta^* \) is sufficiently small and

\[
y(\varepsilon \delta) = \begin{bmatrix}
0.5Re_0D_0 \\
\frac{A}{1} & \frac{1}{\delta^*} & \frac{1}{(\delta^* - 1)} \\
\delta^* \\
-D_0 \\
0 \\
\end{bmatrix}.
\]

Numerical integration of (56) subject to (60) then solves the problem for parabolic inlet vapor velocity profiles.

6. Numerical Results and Discussions:

The numerical solution obtained for \( u_f(x), \delta(x), \zeta(x), \) and \( \pi(x) \) completely determine the condensate velocity and temperature profiles given by (33) and (34). This in turn gives the
condensation rate through (29) or the right side of (36). Other bulk observables of interest are the non-dimensional values of the bottom plate shear

\[
C_f(x) \equiv \frac{\tau_w(x)}{(\rho_1 U^2/2)} \equiv \frac{\mu_1 \frac{\partial u_1}{\partial y}}{(\rho_1 U^2/2)}
\]

\[
= -\frac{\rho_2}{\rho_1} \left[ \frac{d\pi}{dx}(x) \delta(x) \right] + \frac{1}{Re_0} \frac{v_1}{v_2} \frac{2u_1(x)}{\delta(x)}
\]

non-dimensional values of local heat transfer rates given through the definitions

\[
q_w = k_1 \frac{\partial T_i}{\partial y} \bigg|_{y=0}
\]

\[
= \frac{k_1 T_w}{h} \frac{\partial T_1}{\partial y} \bigg|_{y=0} \equiv h \left( T_s(\pi_0) - T_w \right),
\]

and \( \text{Nu}_x \equiv \frac{h \chi}{k_1} = x \left\{ \frac{T_w}{T_s(\pi_0) - T_w} \right\} \),

and the fraction of total mass flow rate condensed into liquid mass flow rate as given by

\[
\% \text{ condensed } (x) \equiv 100 \frac{\int_{0}^{\Delta(x)} u_1(x, y) \, dy}{\int_{0}^{h} u_2(0, y) \, dy}
\]

\[
= 100 \frac{\int_{0}^{\delta} u_1(x, y) \, dy}{\int_{0}^{1} u_2(0, y) \, dy}
\]

At this point, we would like to relate the Reynolds number \( Re_0 = Uh/v_2 \) to characteristic Reynolds's number
\[ \text{Re}^* = \frac{V_{av} h}{\nu_2}, \]

where

\[ V_{av} = \frac{1}{h} \int_0^h u_2(0,y) \, dy \]

\[ = U \int_0^1 u_2(0,y) \, dy \]

(64)

Using the definition in (64), it can be verified that approximately uniform inlet profiles (46) give

\[ \text{Re}^* = \text{Re}_0 \left\{ 1 - \frac{2}{A} + e^{-A} \left( 1 - \frac{2}{A} \right) \right\}, \]

(65)

and parabolic inlet velocity profiles (47) give

\[ \text{Re}^* = \text{Re}_0 \left\{ \frac{1}{12} \text{Re}_0 D_0 \right\}. \]

(66)

We now consider a few typical flow situations given in Table 1 for R-113. Other flows involving R-12, Steam etc. can be similarly studied but they are not presented here for brevity. In Table 1, cases \( c1a \) and \( c1b \) are identical except for a small change in the value of the parameter \( A \). Similarly, cases \( c1a \) and \( clap \) are identical except for significantly different inlet velocity profiles. The cases \( c1a \) and \( clc \) are expected to indicate changes in bulk observables due to a change in \( (T_s (p_0) - T_w) \) / \( T_w \) while all other parameters remain the same. The cases \( c1a, c2, \) and \( c3 \) are chosen to show the more significant effects of increasing Reynolds number (\( \text{Re}^* \)). The predictions of bulk observables \( \delta(x), u_l(x), \pi(x), \dot{m} (x), C_f(x), \text{Nu}_x, \% \text{condensed} (x), \) and \( u_1(x, y) \) for the first five cases in Table 1 are respectively shown in Figures 2-9.
Table 1: Some Flow Situations Involving R-113.

The constants \( c_0 \) and \( c_{12} \) are defined in (A-14) of the Appendix.

<table>
<thead>
<tr>
<th>case</th>
<th>Inlet Vapor Profile</th>
<th>( c_{12} )</th>
<th>( c_0 )</th>
<th>( \mu_2/\mu_1 )</th>
<th>( \beta_2/\rho_1 )</th>
<th>( Re_{\theta}^{*} )</th>
<th>( Re_{\theta} )</th>
<th>( (V_{\theta}, M_{\theta}) )</th>
<th>( T_{s}(K) )</th>
<th>( T_{w}(K) )</th>
<th>( T_{w}^{*}(K) )</th>
<th>( V_{w}^{*}(K) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( cl )</td>
<td>Uniform, ( A = 10 )</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>5371.16</td>
<td>4958.36</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>5371.16</td>
<td>4958.36</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
</tr>
<tr>
<td>( cl )</td>
<td>Uniform, ( A = 15 )</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>5371.16</td>
<td>4958.36</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>5371.16</td>
<td>4958.36</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
</tr>
<tr>
<td>( cl )</td>
<td>Uniform, ( A = 10 )</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
</tr>
<tr>
<td>( cl )</td>
<td>Uniform, ( A = 10 )</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
</tr>
<tr>
<td>( clp )</td>
<td>Parabolic, ( D_0 = 10^{-3} ), ( A = 5.0 )</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>101.3 kPa, 290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>290.56 K</td>
<td>0.5055</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
<td>4.95x10^3</td>
</tr>
</tbody>
</table>
Fig. 2: The condensate thickness profiles $\delta(x)$ for different cases in Table 1. For case $c_3$ above, the values of $\delta$ at $x$ equal to 1, 5, and 8 are respectively 0.0133, 0.0223, and 0.0316. This agrees within 29% with a more approximate earlier prediction [16] of $\delta$ of 0.0194, 0.030, and 0.029 at the same respective values of $x$. 
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Fig. 3: The speed at the interface $u_1(x, \delta(x)) = u_f(x)$ for different cases in Table 1.
Fig. 4: Decreasing non-dimensional pressure $\pi(x)$ for different cases in Table 1.
Fig. 5: The interfacial local condensation rate $\dot{m}(x)$ for different cases in Table 1.
Fig. 6: The non-dimensional wall shear stress for the bottom plate for different cases in Table 1.
Fig. 7: The Nusselt number (see (62)) for different cases in Table 1. For case c3 above, the values of $\text{Nu}_x$ at $x$ equal to 1, 5, and 8 are respectively 72.69, 221.77, and 306.22. This agrees within 33% with a more approximate earlier prediction [16] of $\text{Nu}_x$ of 54.84, 166.67, and 264.51 at the same respective values of $x$. 
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Fig. 8: The percentage fraction of inlet mass flow rate condensed into liquid flow rate.
Fig. 9: The liquid condensate velocity profile $u_1(x, y)$ for case $cla$ of Table 1 at different fixed values of $x$ and $0 \leq y \leq \delta(x)$. 
As expected, in Fig. 2, we find that the condensate thins with increasing Reynold's number. We also find (compare cases cl\textbf{a} and cl\textbf{c}) that lowering the temperature difference ($T_s (p_0) - T_w$) tends to thin the condensate layer for the cases under consideration. Thinning of the condensate layer implies that the no-slip condition dominates and the interfacial speed $u_f(x)$ reduces whenever $\delta(x)$ reduces (see Fig. 3). We also find, in Fig. 4, that increasing Reynold's number (cases cl\textbf{a}, cl\textbf{c}, and c3) associated with thinner condensate layers lead to a smaller drop in the non-dimensional pressure $p(x)$ but a higher drop in the physical pressure $p$. However, decreasing condensate thickness (cases cl\textbf{a} and cl\textbf{c}) due to a drop in temperature difference ($T_s(p_0) - T_w$) seems to accompany a very slight increase (within numerical error) in pressure drop. In Figure 5, we find that increasing Reynold's number leads to lower non-dimensional mass transfer rates at the interface.

The wall friction on the bottom plate as measured by $C_f(x)$ in Fig. 6 is seen to remain fairly constant with $x$ and it decreases with increasing Reynold's number. This feature of $C_f(x)$ is consistent with the expression in (61). In Figure 9, the slope $\partial u_1/\partial y \equiv u_1(x)/\delta(x)$ is approximately independent of $x$ as the pressure gradient $\zeta(x)$ does not significantly affect the velocity profile of liquid. This means an almost constant value of physical shear stress across and along the condensate flow.

The reader should be careful in interpreting Nusselt number graph in Fig. 7 for the different cases. If the temperature difference ($T_s (p_0) - T_w$) is same, as in cases cl\textbf{a} and cl\textbf{2}, an increase in $Nu_x$ denotes increase in heat transfer rate. However, although $Nu_x$ for case cl\textbf{c} is larger than the case cl\textbf{a}, the physical heat transfer rates calculated from (62) gives, a smaller value for the case cl\textbf{c}.

The fraction of total mass flux condensed into liquid form at any $x$ increases with the thickness and the associated increase in the speed at the interface (see Figure 3). The curves in Figure 8 are consistent with this observation.
The proximity of the curves for cases \textit{cla} and \textit{clb} in all the Figures 2-8 indicates the regularity that a small change in inlet vapor velocity profile for the same mass flow rate ($\text{Re}^*$) leads to small changes in the values of the bulk observables.

Because of unavailability of reliable experimental data for this problem, we are unable to make a firm comparison of our predictions with experiments. However we note that some ongoing experiments [15] deal with condensing flow of pure R-113 vapor on the bottom plate of a horizontal duct of rectangular cross-section. Since the above mentioned experiments are still being repeated, we only mention that currently available data has enough scatter to have no clear trends with regard to effects of changes in Reynold's number and temperature difference ($T_s (p_0) - T_w$). Perhaps, as a result, we only find an order of magnitude agreement (within 120\%) with regard to film thickness, heat transfer rates, etc. with this related, but different, experiment [15]. Since some other cases show considerable scatter, we do not attempt a comparison and a comprehensive parametric study until published reliable experimental data is available.

To indicate the reasonableness of the results in Figures 2-7, we have compared the predictions of film thickness (see caption of Figure 2) and heat transfer rates (see caption of Figure 7) with an earlier more approximate solution [16]. The earlier solution [16] ignored the effects of pressure drop in the flow by assuming pressure gradient to be zero. This, naturally, led to physically unrealistic vapor profiles. Despite this, perhaps because the flow of the heavier condensate is not significantly affected by the pressure gradient (Figure 9), we find a reasonable agreement between the two numerical solutions with regard to film thickness and heat transfer rates. We also find an order of magnitude agreement between the two solutions with regard to other bulk observables.

7. Numerical Accuracies:

It was numerically verified that our computations satisfied all the differential equations (51)-(54) to an acceptable accuracy. In particular, numerically evaluated values of the left side of
the mass balance equation (51) is shown in Table 2. Despite this, an integration of (51) led to a value of \( I_1 \) in (49) which actually increased five folds over \( 0 < x < 5 \) and only for \( x > 5 \), \( I_1 \) remained approximately constant in accord with (35) and values of \( \hat{m} \) in Figure 5.

The reason for the above mentioned inaccuracy lies in the fact that our predictions of \( u_f, \delta, \zeta, \) and \( \pi \) could not be improved beyond an accuracy of a fourth or a fifth decimal place \( (10^{-4} \sim 10^{-5}) \). This is partly because of limitations associated with round-off errors in very long expressions occurring in the function subprograms (see Appendix) and partly due to limitations on the fineness of the step size. While this limitation retains the accuracy of our predictions in the previous section to within 10-20\% of what the model should theoretically predict, the error in function \( b_2 \) appearing in (39) is large. In Table 3, we see that \( b_2 \) itself is an order one quantity (with a boundary layer behavior near \( x = 0 \)), and its derivatives are large and therefore the approximate magnitude of its error \( (\Delta b_2) \) as given by

\[
0 (\Delta b_2) \approx 0 \left( \frac{\partial b_2}{\partial u_f} \Delta u_f \right)
\]

(67)
is also order one. In (67) above, the error \( \Delta u_f \) associated with \( u_f \) is order \( 10^{-4} \) to \( 10^{-5} \). This explains the stated inaccuracy in the integral behavior of \( u_2(x, y) \) under representation (39). However it must be noted that order one error in \( b_1 \) or \( b_2 \) does not affect our predictions of the vector \( y \) in (55) in any significant way. This is because \( b_1 \) and \( b_2 \) enter the solution scheme only through some of the terms in the coefficients of the matrix \( A \) in (55). These terms in turn are affected only through the derivatives defined in (A.9) of the Appendix-A and their values for a typical case \( c/1a \) of Table 1 is shown in Tables 4 and 5. Since the derivatives in Tables 4 and 5 are affected by less than 1\% due to the limited accuracy of \( 10^{-4} \) to \( 10^{-5} \) in \( u_f, \delta, \zeta, \) or \( \pi \); our predictions of bulk observables in section 6 remain good within 10-20\%.

To further exhibit the robustness of our scheme with regard to its accuracy in predicting the bulk observables (such as the interface \( \delta(x) \), etc.), we consider totally different inlet conditions
(cases $cla$ and $clap$) and associated initial conditions (replacing (59) by (60)) at the same mass flow rate (or Reynold's number $Re^*$). From physical considerations, one expects that the condensation and heat transfer rates should not be too far apart for these two cases. We found that this is indeed the case and, for brevity, we present here the comparisons (within 15% for most $x$) for two of the significant flow variables in Fig. 10.
Table 2: Table illustrating approximate satisfaction of the Mass Balance Condition (51). The column \((LHS)_{51}\) indicates the value of left hand side of equation (51).

<table>
<thead>
<tr>
<th>x</th>
<th>((LHS)_{51})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E-07</td>
<td>0.6159E-09</td>
</tr>
<tr>
<td>0.1000E-03</td>
<td>0.3563E-09</td>
</tr>
<tr>
<td>0.1000E-01</td>
<td>-0.2047E-12</td>
</tr>
<tr>
<td>0.2000E-01</td>
<td>-0.2627E-12</td>
</tr>
<tr>
<td>0.3000E-01</td>
<td>+0.2176E-13</td>
</tr>
<tr>
<td>0.4000E-01</td>
<td>+0.1599E-13</td>
</tr>
<tr>
<td>0.5000E-01</td>
<td>-0.1310E-12</td>
</tr>
<tr>
<td>0.1000E+01</td>
<td>+0.4501E-15</td>
</tr>
<tr>
<td>0.5000E+01</td>
<td>-0.3096E-15</td>
</tr>
<tr>
<td>0.1000E+02</td>
<td>-0.1605E-15</td>
</tr>
<tr>
<td>0.2000E+02</td>
<td>+0.9020E-16</td>
</tr>
<tr>
<td>0.3000E+02</td>
<td>0.1648E-16</td>
</tr>
</tbody>
</table>

Table 3: Values of \(b_2\) and its derivatives for case \(cl\) of Table 1.

<table>
<thead>
<tr>
<th>x</th>
<th>(b_2)</th>
<th>(\partial b_2/\partial u_f)</th>
<th>(\partial b_2/\partial \delta)</th>
<th>(\partial b_2/\partial \zeta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E-07</td>
<td>-0.0399</td>
<td>-0.5979E+05</td>
<td>0.1244E+05</td>
<td>-0.6680E+03</td>
</tr>
<tr>
<td>0.1000E-03</td>
<td>-0.3390</td>
<td>-0.4390E+05</td>
<td>0.9912E+04</td>
<td>-0.6668E+03</td>
</tr>
<tr>
<td>0.1000E-01</td>
<td>-2.1168</td>
<td>-0.1266E+05</td>
<td>0.4400E+04</td>
<td>-0.6565E+03</td>
</tr>
<tr>
<td>0.2000E-01</td>
<td>-2.5837</td>
<td>-0.1036E+05</td>
<td>0.3886E+04</td>
<td>-0.6534E+03</td>
</tr>
<tr>
<td>0.3000E-01</td>
<td>-2.8980</td>
<td>-0.9175E+04</td>
<td>0.3601E+04</td>
<td>-0.6513E+03</td>
</tr>
<tr>
<td>0.4000E-01</td>
<td>-3.1430</td>
<td>-0.8434E+04</td>
<td>0.3416E+04</td>
<td>-0.6494E+03</td>
</tr>
<tr>
<td>0.5000E-01</td>
<td>-3.3472</td>
<td>-0.7895E+04</td>
<td>0.3277E+04</td>
<td>-0.6484E+03</td>
</tr>
<tr>
<td>0.1000E+01</td>
<td>-8.1742</td>
<td>-0.3176E+04</td>
<td>0.1782E+04</td>
<td>-0.6226E+03</td>
</tr>
<tr>
<td>0.2000E+01</td>
<td>-10.3030</td>
<td>-0.2552E+04</td>
<td>0.1518E+04</td>
<td>-0.6144E+03</td>
</tr>
<tr>
<td>0.5000E+01</td>
<td>-14.2833</td>
<td>-0.1897E+04</td>
<td>0.1209E+04</td>
<td>-0.6027E+03</td>
</tr>
<tr>
<td>0.1000E+02</td>
<td>-18.5706</td>
<td>-0.1504E+04</td>
<td>0.1004E+04</td>
<td>-0.5940E+03</td>
</tr>
<tr>
<td>0.2000E+02</td>
<td>-24.3799</td>
<td>-0.1184E+04</td>
<td>0.8207E+03</td>
<td>-0.5867E+03</td>
</tr>
<tr>
<td>0.3000E+02</td>
<td>-28.6389</td>
<td>-0.1025E+04</td>
<td>0.7233E+03</td>
<td>-0.5840E+03</td>
</tr>
</tbody>
</table>
Table 4: The derivatives of $I_1$ as defined in (A.9) of the Appendix. The fourth column involving $\partial I_1/\partial \zeta$ was evaluated explicitly as a functions of $u_f, \delta, \zeta$ and therefore it does not depend on the values of $b_1$ and $b_2$.

<table>
<thead>
<tr>
<th>x</th>
<th>$\partial I_1/\partial u_f$</th>
<th>$\partial I_1/\partial \delta$</th>
<th>$\partial I_1/\partial \zeta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E-07</td>
<td>0.8991E+04</td>
<td>-0.2148E+04</td>
<td>0.5768E+02</td>
</tr>
<tr>
<td>0.1000E-03</td>
<td>0.6598E+04</td>
<td>-0.1743E+04</td>
<td>0.5750E+02</td>
</tr>
<tr>
<td>0.1000E-01</td>
<td>0.1891E+04</td>
<td>-0.8110E+03</td>
<td>0.5594E+02</td>
</tr>
<tr>
<td>0.2000E+01</td>
<td>0.1545E+04</td>
<td>-0.7188E+03</td>
<td>0.5548E+02</td>
</tr>
<tr>
<td>0.3000E+01</td>
<td>0.1366E+04</td>
<td>-0.6675E+03</td>
<td>0.5515E+02</td>
</tr>
<tr>
<td>0.4000E-01</td>
<td>0.1255E+04</td>
<td>-0.6340E+03</td>
<td>0.5492E+02</td>
</tr>
<tr>
<td>0.5000E-01</td>
<td>0.1173E+04</td>
<td>-0.6086E+03</td>
<td>0.5472E+02</td>
</tr>
<tr>
<td>0.1000E+01</td>
<td>0.4625E+03</td>
<td>-0.3356E+03</td>
<td>0.5079E+02</td>
</tr>
<tr>
<td>0.5000E+01</td>
<td>0.2700E+03</td>
<td>-0.2331E+03</td>
<td>0.4767E+02</td>
</tr>
<tr>
<td>0.1000E+02</td>
<td>0.2109E+03</td>
<td>-0.1976E+03</td>
<td>0.4621E+02</td>
</tr>
<tr>
<td>0.2000E+02</td>
<td>0.1628E+03</td>
<td>-0.1671E+03</td>
<td>0.4482E+02</td>
</tr>
<tr>
<td>0.3000E+02</td>
<td>0.1389E+03</td>
<td>-0.1513E+03</td>
<td>0.4413E+02</td>
</tr>
</tbody>
</table>

Table 5: The derivatives of $I_2$ as defined in (A.9) of the Appendix.

<table>
<thead>
<tr>
<th>x</th>
<th>$\partial I_2/\partial u_f$</th>
<th>$\partial I_2/\partial \delta$</th>
<th>$\partial I_2/\partial \zeta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E-07</td>
<td>-0.4122E+09</td>
<td>-0.5927E+06</td>
<td>0.1593E+05</td>
</tr>
<tr>
<td>0.1000E-03</td>
<td>-0.2761E+09</td>
<td>-0.4396E+06</td>
<td>0.1452E+05</td>
</tr>
<tr>
<td>0.1000E-01</td>
<td>-0.4707E+08</td>
<td>-0.1228E+06</td>
<td>0.8522E+04</td>
</tr>
<tr>
<td>0.2000E-01</td>
<td>-0.3469E+08</td>
<td>-0.9855E+05</td>
<td>0.7662E+04</td>
</tr>
<tr>
<td>0.3000E-01</td>
<td>-0.2878E+08</td>
<td>-0.8606E+05</td>
<td>0.7171E+04</td>
</tr>
<tr>
<td>0.4000E-01</td>
<td>-0.2526E+08</td>
<td>-0.7827E+05</td>
<td>0.6842E+04</td>
</tr>
<tr>
<td>0.5000E-01</td>
<td>-0.2279E+08</td>
<td>-0.7260E+05</td>
<td>0.6591E+04</td>
</tr>
<tr>
<td>0.1000E+01</td>
<td>-0.5382E+07</td>
<td>-0.2479E+05</td>
<td>0.3850E+04</td>
</tr>
<tr>
<td>0.5000E+01</td>
<td>-0.2446E+07</td>
<td>-0.1383E+05</td>
<td>0.2956E+04</td>
</tr>
<tr>
<td>0.1002E+02</td>
<td>-0.1766E+07</td>
<td>-0.1100E+05</td>
<td>0.2722E+04</td>
</tr>
<tr>
<td>0.2000E+02</td>
<td>-0.1292E+07</td>
<td>-0.8956E+04</td>
<td>0.2581E+04</td>
</tr>
<tr>
<td>0.3000E+02</td>
<td>-0.1079E+07</td>
<td>-0.8008E+04</td>
<td>0.2535E+04</td>
</tr>
</tbody>
</table>
Fig. 10: The two lower curves in the Figure above compares $u_f(x)$ for cases $cla$ and $clap$ in Table 1. The upper two curves compares $\delta(x)$ for the same two cases.
8. Conclusions

A mixed differential-integral approach was used for predicting bulk observables (condensation rate, heat transfer rate, film thickness, etc.) in pressure driven laminar film condensation flows inside ducts. The method also seems promising for providing a good first guess of interface location for a Finite Difference or a Finite Element scheme.

An increase in Reynold's number (higher inlet mass flow rate) with temperature difference ($T_s(p_0) - T_w$) remaining constant typically leads to thinner condensates, larger drops in physical pressures, smaller drops in non-dimensional pressure, smaller non-dimensional interfacial mass transfer rates, and an increased heat removal rate from the bottom plate. A decrease in temperature difference ($T_s(p_0) - T_w$) at a constant Reynold's number (Re*) leads to thinner condensates, reduced physical heat transfer rates, and increased Nusselt number (a non-dimensional heat transfer rate). The physical value of shear stress is found to be nearly constant across the condensate as well as along the condensate.

This method has the limitation that the non-linearities of the various functions are hidden in computer generated functions and therefore one does not know their behavior until after the computations. As a result, in section 7, we found that numerical accuracy in some variables ($u_2(x,y)$) had to be compromised for numerical accuracy in other variables. However the predicted variables have the robustness that they are not very sensitive to changes in the inlet vapor profile at a given mass flow rate while they are sensitive to changes in mass flow rate.
Appendix

Substituting (39) in (43), one obtains

$$b_3(x) = b_1(x) \left\{ A^2(1 + \exp(-A)) \right\} + \text{Re}_0 \, \zeta \equiv \theta_1 (b_1, \zeta) .$$  \hspace{1cm} (A.1)

Substituting (39) in (42) and using (A.1), we find

$$b_2(x) = \frac{1}{(\delta-1)} \left[ u_f(x) - b_1(x) \exp(\delta) - \frac{\text{Re}_0}{2} \zeta (\delta-1)^2 \right] \equiv \theta_2 (u_f, \delta, \zeta, b_1) ,$$  \hspace{1cm} (A.2)

where

$$\exp(\delta) \equiv \left[ 1 - \exp(-A\delta) - \exp(-A(1-\delta)) + \exp(-A) + (A^2/2) (1+\exp(-A))(\delta-1)^2 \right] .$$

Substituting (39) in (41) and using (A.1)–(A.2) gives

$$b_1(x) = \frac{1}{\text{den}(\delta)} \left[ \frac{1}{2} \text{Re}_0 \, \zeta(x) + \frac{\mu_1}{\mu_2} \frac{u_f(x)}{\delta(x)} - \frac{u_f(x)}{(\delta(x)-1)} \right] \equiv b_1 (u_f, \delta, \zeta) ,$$  \hspace{1cm} (A.3)

where

$$\text{den}(\delta) \equiv [A \{ \exp(-A\delta) - \exp(-A(1-\delta)) \}$$

$$- \frac{1}{(\delta-1)} \{1 - \exp(-A\delta) - \exp(-A(1-\delta)) + \exp(-A)\}$$

$$+ A^2 (1+\exp(-A)) ((\delta-1)/2)] .$$

Substituting (A.3) in (A.2), we find

$$b_2 = \theta_2 (u_f, \delta, \zeta, b_1 (u_f, \delta, \zeta))$$

$$\equiv b_2 (u_f, \delta, \zeta) .$$  \hspace{1cm} (A.4)

Substituting (A.3) in (A.1), we find
\[ b_3 = \theta_1 (b_1 (u_f, \delta, \zeta), \zeta) \]
\[ \equiv b_3 (u_f, \delta, \zeta). \quad (A.5) \]

Substituting (A.1) in (39), we write
\[ u_2(x, y) = b_1(x) \{1 - \exp(-Ay) - \exp(-A(1-y)) + \exp(-A) + A^2 (1+\exp(-A))(y-1)^2/2\} \]
\[ + b_2(x) (y-1) + \text{Re}_0 \zeta (y-1)^2/2 \]
\[ \equiv \phi (b_1, b_2, \zeta ; y) \quad (A.6) \]

First substituting (A.6) in the left side of (49) and subsequently substituting (A.3) and (A.4) for \( b_1 \) and \( b_2 \), we find
\[ I_1 = \frac{1}{\mathcal{D}(x)} \int \phi (b_1, b_2, \zeta ; y) dy \]
\[ \equiv \hat{I}_1 (b_1, b_2, \delta_1, \zeta) \]
\[ = \hat{I}_1 (b_1 (u_f, \delta, \zeta), b_2(u_f, \delta, \zeta), \zeta, \delta) \]
\[ \equiv I_1 (u_f, \delta, \zeta). \quad (A.7) \]

Similarly (A.6) and (50) are related by
\[ I_2 = \frac{1}{\mathcal{D}(x)} \int \phi^2 (b_1, b_2, \zeta ; y) dy \]
\[ \equiv \hat{I}_2 (b_1, b_2, \zeta, \delta) \]
\[ = \hat{I}_2 (b_1 (u_f, \delta, \zeta), b_2(u_f, \delta, \zeta), \zeta, \delta) \]
\[ \equiv I_2 (u_f, \delta, \zeta). \quad (A.8) \]

Denoting \( I_1 \) and \( I_2 \) by \( I_i \), with \( i=1 \) or \( 2 \), we have
\[ \frac{\partial I_i}{\partial u_f} = \frac{\partial \hat{I}_i}{\partial b_1} \frac{\partial b_1}{\partial u_f} + \frac{\partial \hat{I}_i}{\partial b_2} \frac{\partial b_2}{\partial u_f}, \]
\[ \frac{\partial I_i}{\partial \delta} = \frac{\partial \hat{I}_i}{\partial b_1} \frac{\partial b_1}{\partial \delta} + \frac{\partial \hat{I}_i}{\partial b_2} \frac{\partial b_2}{\partial \delta} + \frac{\partial \hat{I}_i}{\partial \delta}, \]
\[
\frac{\partial I_i}{\partial \zeta} = \frac{\partial I_1}{\partial b_1} \frac{\partial b_1}{\partial \zeta} + \frac{\partial I_1}{\partial b_2} \frac{\partial b_2}{\partial \zeta} + \frac{\partial I_1}{\partial \zeta} .
\]  
(A.9)

It is easy to verify that the coefficients in (51) are given by

\[
\begin{align*}
A_{11} (uf, \delta, \zeta) &= \frac{\rho_2}{\rho_1} \frac{\partial I_1}{\partial uf} + \frac{1}{2} \delta \\
A_{12} (uf, \delta, \zeta) &= \frac{\rho_2}{\rho_1} \frac{\partial I_1}{\partial \delta} + \left\{ \frac{1}{2} uf - 3B\delta^2 \zeta \right\} \\
A_{13} (uf, \delta, \zeta) &= \frac{\rho_2}{\rho_1} \frac{\partial I_1}{\partial \zeta} - B\delta^3 ,
\end{align*}
\]  
(A.10)

where \( B = \frac{1}{12} \frac{\mu_2}{\mu_1} \text{Re}_0 \).

Similarly we find that coefficients in (52) are given by

\[
\begin{align*}
C_{11} (uf, \delta, \zeta) &= \frac{\partial I_2}{\partial uf} + \frac{\rho_1}{\rho_2} \left( \frac{1}{2} uf \delta \right) , \\
C_{12} (uf, \delta, \zeta) &= \frac{\partial I_2}{\partial \delta} - \frac{\rho_1}{\rho_2} \left( 3B\delta^2 u_f \zeta \right) + \frac{\rho_1}{\rho_2} \left( \frac{1}{2} u_f^2 \right) , \\
C_{13} (uf, \delta, \zeta) &= \frac{\partial I_2}{\partial \zeta} \frac{\rho_1}{\rho_2} - B\delta^3 u_f , \\
C_{14} (uf, \delta, \zeta) &= (1-\delta) - \frac{1}{\text{Re}_0} \phi_1(\delta) ,
\end{align*}
\]  
(A.11)

where

\[
\begin{align*}
B &= \frac{1}{12} \frac{\mu_2}{\mu_1} \text{Re}_0 , \\
\text{exprn}(\delta) &= A(\exp(-A)-1) - A \exp(-A\delta) + A \exp(-A(1-\delta)) , \\
\phi_1(\delta) &= \frac{1}{2} \cdot \frac{\text{Re}_0}{\text{den}(\delta)} \left\{ \text{exprn}(\delta) + A^2(1+\exp(-A)) (1-\delta) \right\} + \text{Re}_0 (1-\delta) .
\end{align*}
\]

Here \( \text{den}(\delta) \) in the definition of \( \phi_1 \) above is the same as in (A.3). Furthermore, using \( \text{den}(\delta) \), we define \( \phi_2 \) on the right side of (52) as

\[
\phi_2 \equiv \frac{1}{\text{den}(\delta)} \left\{ \frac{\mu_1}{\mu_2} \frac{uf}{\delta} - \frac{uf}{(\delta-1)} \right\} \left\{ \text{exprn}(\delta) + A^2(1+\exp(-A)) (1-\delta) \right\}
\]  
(A.12)
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The coefficients and functions in (53) are easily seen to be

\[
D_{11} (u_f, \delta, \zeta) = \frac{1}{2} \delta, \\
D_{12} (u_f, \delta, \zeta) = \frac{1}{2} u_f - 3B \delta^2 \zeta, \\
D_{13} (u_f, \delta, \zeta) = (-B \delta^3),
\]

and

\[
\phi_3 (\pi(x), \delta(x)) \equiv T_s (\pi(x)), \tag{A.13}
\]

where B is same as in (A.10) and \(T_s (\pi(x))\) is same as in (23). An explicit form of \(T_s(\pi(x))\) for flows of R-113 described in Table 1 can be obtained by curve-fitting the saturation temperature data \([23]\). Assuming that the absolute pressure \(p\) varies in the range 0.3216 MPa \(\leq p \leq 1.013\) MPa, \(T_s (p)\) is quadratically approximated around \(p = p^* = 100\) kPa to yield

\[
T_s (\pi(x)) = \frac{267.02}{\tau_w} + \left( \frac{79.97}{\tau_w} \right) (c_{01} \pi(x) + c_{02}) - \left( \frac{26.632}{\tau_w} \right) (c_{01} \pi(x) + c_{02})^2, \tag{A.14}
\]

where \(\tau_w\) is in Kelvins, \(c_{01} \equiv \rho_2 U^2/p^*\), and \(c_{02} \equiv p_0/p^*\). Some typical values of \(C_{01}\) and \(C_{02}\) are given in Table 1.

We now complete the definition in (A.9) by attaching the computer generated functions under the following names.

\[
\frac{\partial I_1}{\partial b_1} \equiv I1DB1, \frac{\partial I_1}{\partial b_2} \equiv I1DB2, \frac{\partial I_1}{\partial \delta} \equiv I1DZE, \frac{\partial I_1}{\partial \zeta} \equiv I1DD, \frac{\partial I_2}{\partial b_1} \equiv I2DB1, \frac{\partial I_2}{\partial b_2} \equiv I2DB2, \frac{\partial I_2}{\partial \delta} \equiv I2DZE, \frac{\partial I_2}{\partial \zeta} \equiv I2DD, \frac{\partial b_1}{\partial u_f} \equiv B1DUF, \frac{\partial b_1}{\partial \delta} \equiv B1DZE, \frac{\partial b_1}{\partial \zeta} \equiv B1DD, \frac{\partial b_2}{\partial u_f} \equiv B2DUF, \frac{\partial b_2}{\partial \delta} \equiv B2DZE, \frac{\partial b_2}{\partial \zeta} \equiv B2DD,
\]
\[ \Re_0 = \text{REI}, \mu_2/\mu_1 = \text{MU21}, \delta = \text{D}, \zeta = \text{ZE} \quad \text{(A.15)} \]

\[ u_f = \text{UF}, \ b_1 = \text{B1}, \ b_2 = \text{B2} \]

Using the definitions in (A.15), we now list below the Double Precision Fortran Function Subprograms for the derivatives in (A.9).

**DOUBLE PRECISION FUNCTION I1DB1(B1,B2,D,ZE,A,REI)**

IMPLICIT DOUBLE PRECISION (A-Z)

\[ \text{I1DB1} = 1.0D0/2.0D0*(2.0D0*A+2.0D0*EXP(-A)+2.0D0*EXP(-A)*A-2.0D0)/A \]
\[ +1.0D0/6.0D0*(-6.0D0*EXP(A*(D-1.0D0)) + A**3*EXP(-A)*D**3-3.0D0*A**3*EXP(-A)*D**2 + A**3+6.0D0*EXP(-A)*D*A+3.0D0*A**3*EXP(-A)) \]
\[ +F(-A)*D+A**3*D**3+6.0D0*EXP(-D*A)-A**3*EXP(-A)+3.0D0 \]
\[ +A**3*D-3.0D0*A**3*D**2+6.0D0*D*A)/A \]

RETURN

END

**DOUBLE PRECISION FUNCTION I1DB2(B1,B2,D,ZE,A,REI)**

IMPLICIT DOUBLE PRECISION (A-Z)

\[ \text{I1DB2} = -1.0D0/2.0D0+1.0D0/6.0D0*(6.0D0*A-3.0D0*D**2*A)/A \]

RETURN

END

**DOUBLE PRECISION FUNCTION I1DD(B1,B2,D,ZE,A,REI)**

IMPLICIT DOUBLE PRECISION (A-Z)

\[ \text{I1DD} = -1.0D0/6.0D0*(-6.0D0*A*EXP(A*(D-1.0D0)) + B1+6.0D0*B2 \]
\[ +D*A+3.0D0*A**3*EXP(-A)*D**2*B1 \]
\[ +6.0D0*A**3*EXP(-A)*D*B1+6.0D0*EXP(-A)*A*B1+3.0D0*A \]
\[ +3*EXP(-A)*B1+3.0D0*A**3*D**2* \]
\[ +B1+3.0D0*REI*ZE*D**2*A-6.0D0*REI*ZE*D*A+3.0D0*REI \]
\[ +ZE*A-6.0D0*A*EXP(-D*A) + B1-6.0D0*B2*A \]
\[ +3.0D0*A**3*B1-6.0D0*A**3*D*B1+6.0D0*A*E1)/A \]

RETURN

END

**DOUBLE PRECISION FUNCTION I1DZE(B1,B2,D,ZE,A,REI)**

IMPLICIT DOUBLE PRECISION (A-Z)

\[ \text{I1DZE} = 1.0D0/6.0D0*(3.0D0*REI*D**2*A-REI \]
\[ +D**3*A+REI*A-3.0D0*REI*D*A)/A \]

RETURN

END
DOUBLE PRECISION FUNCTION ID2DB1(B, A, B, Z, A, REI)
IMPLICIT DOUBLE PRECISION (A-Z)

ID2BB1A = -4.0D0 * ID2B1X(A) * ID2B1X(B) * ID2B1X(C) * ID2B1X(D) + A * B * C * D + E * F
+ G * H + I * J + K * L + M * N + O * P + Q * R + S * T + U * V + W * X + Y * Z
+ A * B * C * D + E * F * G * H + I * J * K * L + M * N * O * P + Q * R * S * T + U * V * W * X + Y * Z
+ A * B + C * D * E + F * G * H + I * J * K + L * M * N + O * P * Q + R * S * T + U * V * W + X * Y * Z
+ A + B * C * D * E * F * G * H * I * J * K * L * M * N * O * P * Q * R * S * T * U * V * W * X * Y * Z

END
DOUBLE PRECISION FUNCTION I2DZE(B1, B2, D, ZE, A, REI)
IMPLICIT DOUBLE PRECISION (A-Z)
I2A12E = 0.0D0
I2A22E = 0.0D0
I2A32E = 0.0D0
I2B2EZ = -1.0D0/60.0D0*B1/EXP(A)-(-6.0D0*A**5*REI/EXP(A)+120.0D0
+REI/EXP(A)-20.0D0*REI/EXP(A)*A**3-20.0D0*REI*A**3-6.0D0*A**5*REI
+120.0D0*REI)/A**3+1.0D0/60.0D0*B1/EXP(A)*A**2*REI*A
+**2+60.0D0*EXP(A)*A**2*A**2*D**2*REI-6.0D0*A**5*D**5*REI/EXP(A)
+6.0D0*EXP(A)/A**3-20.0D0*REI
+D**3*EXP(A)/A**3-120.0D0*EXP(A)/A**2*REI-6.0D0*A**5*REI
+120.0D0*EXP(A)/A**3+3.0D0*EXP(A)/A**2*REI-6.0D0*EXP(A)/A**3
+60.0D0*A**2*D**2*REI*EXP(A)-120.0D0*A**2*D*REI/EXP(A)-60.0D0
+REI*D*EXP(A)/A**3-120.0D0*EXP(A)/A**2*2*REI+120.0D0
+EXP(A)/A**2*REI+60.0D0*REI*D**2*EXP(A)/A**3+120.0D0*REI
+EXP(A)/A**3+30.0D0*A**5*D**4*REI/EXP(A)*EXP(A)/A**3+120.0D0*EXP(A)/A**3
-I2C2Z = -1.0D0/60.0D0*B1/EXP(A)-(-6.0D0*A**5*REI/EXP(A)+120.0D0
+REI/EXP(A)-20.0D0*REI/EXP(A)*A**3-20.0D0*REI*A**3-6.0D0*A**5*REI
+120.0D0*REI)/A**3+1.0D0/60.0D0*B1/EXP(A)*A**2*REI*A
+**2+60.0D0*EXP(A)*A**2*A**2*D**2*REI-6.0D0*A**5*D**5*REI/EXP(A)
+6.0D0*EXP(A)/A**3-20.0D0*REI
+D**3*EXP(A)/A**3-120.0D0*EXP(A)/A**2*REI-6.0D0*A**5*REI
+120.0D0*EXP(A)/A**3+3.0D0*EXP(A)/A**2*REI-6.0D0*EXP(A)/A**3
+60.0D0*A**2*D**2*REI*EXP(A)-120.0D0*A**2*D*REI/EXP(A)-60.0D0
+REI*D*EXP(A)/A**3-120.0D0*EXP(A)/A**2*2*REI+120.0D0
+EXP(A)/A**2*REI+60.0D0*REI*D**2*EXP(A)/A**3+120.0D0*REI
+EXP(A)/A**3+30.0D0*A**5*D**4*REI/EXP(A)*EXP(A)/A**3+120.0D0*EXP(A)/A**3
-I2D2Z = I2A12E+I2A22E+I2A32E+I2B2E+I2C2Z
RETURN
END

DOUBLE PRECISION FUNCTION B1DUF(UF, D, ZE, REI, MU21, A)
IMPLICIT DOUBLE PRECISION (A-Z)
B1DUF = 1.0D0/AEXP(-A*D)-EXP(-A*(1.0D0-D))-1.0D0-EXP(-A*D)
+EXP(-A*(1.0D0-D))+EXP(-A)*(D-1.0D0)/2.0D0*A**2*(1.0D0+EXP(-A))
+(D-1.0D0)*(1.0D0/MU21-1.0D0/D-1.0D0)
RETURN
END
DOUBLE PRECISION FUNCTION B1DZE(UF, D, ZE, REI, MU21, A)
IMPLICIT DOUBLE PRECISION (A-Z)
E. E = 1.D0/2.D0*REI/(A**(EXP(-A*D)) - EXP(-A*1.D0*D) - EXP(-A**2*D))
RETURN
END

DOUBLE PRECISION FUNCTION B1DD(UF, D, ZE, REI, MU21, A)
IMPLICIT DOUBLE PRECISION (A-Z)
DDEN = A**(EXP(-A*D)) - EXP(-A*(1.D0*D)) - 1.D0
/(D-1.D0)*1.0 - D**2 + EXP(-A) * (D-1.D0)
B23DD = -1.D0/MU21*UF/2.D0*A**2*(D-1.D0) * DDENDD - DDENDD **2
B23 = 1.D0/D-1.D0*REI*ZE1+1.D0/MU21*UF/DF-1.D0)
B1DD = 1.D0/DDEN*B23DD - (DDENDD*B23) / (DDEN**2)
RETURN
END

DOUBLE PRECISION FUNCTION B2DUF(UF, D, ZE, REI, MU21, A)
IMPLICIT DOUBLE PRECISION (A-Z)
B2UF = 1.0/(D-1.D0) * (1.0 - D**2 + EXP(-A) * (D-1.D0))
/(D-1.D0)**2 + EXP(-A) * (D-1.D0) + 1.0
+ A**2*D + (1.0 + D**2 + EXP(-A) * (D-1.D0))
/(D-1.D0)**2 + EXP(-A) * (D-1.D0) + 1.0
B2DZ = 1.0/(D-1.D0) * (1.0 - D**2 + EXP(-A) * (D-1.D0))
/(D-1.D0)**2 + EXP(-A) * (D-1.D0) + 1.0
RETURN
END

DOUBLE PRECISION FUNCTION B2DZ(UF, D, ZE, REI, MU21, A)
IMPLICIT DOUBLE PRECISION (A-Z)
B2DZ = 1.0/(D-1.D0) * (1.0 - D**2 + EXP(-A) * (D-1.D0))
/(D-1.D0)**2 + EXP(-A) * (D-1.D0) + 1.0
RETURN
END

DOUBLE PRECISION FUNCTION B2DD(UF, D, ZE, REI, MU21, A, EXPR1, TH1, TH2)
IMPLICIT DOUBLE PRECISION (A-Z)
DDEN = A**(EXP(-A*D)) - EXP(-A*1.D0*D) - 1.D0
/(D-1.D0)*1.0 - D**2 + EXP(-A) * (D-1.D0)
B23DD = -1.D0/MU21*UF/2.D0*A**2*(D-1.D0) * DDENDD - DDENDD **2
B22 = 1.0/D-1.D0*REI*ZE1+1.D0/MU21*UF/DF-1.D0)
B1DD = 1.D0/DDEN*B23DD - (DDENDD*B23) / (DDEN**2)
B1 = B23/DDEN
B22DD = (A**2*D + (1.0 + D**2 + EXP(-A) * (D-1.D0))
/(D-1.D0)**2 + EXP(-A) * (D-1.D0) + 1.0
B22 = 1.0/D-1.D0*REI*ZE1+1.D0/MU21*UF/DF-1.D0)
B1DD = 1.D0/DDEN*B23DD - (DDENDD*B23) / (DDEN**2)
RETURN
END
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