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Abstract

We study $2 \times 2$ systems of hyperbolic conservation near an umbilic point. These systems have undercompressive shock wave solutions, i.e., solutions whose viscous profiles are represented by saddle connections in an associated family of planar vector fields. Previous studies near umbilic points have assumed that the flux function is a quadratic polynomial, in which case saddle connections lie on invariant lines. We drop this assumption and study saddle connections using Golubitsky-Schaeffer equilibrium bifurcation theory and the Melnikov integral, which detects the breaking of heteroclinic orbits. The resulting information is used to construct solutions of Riemann problems.

1 Introduction

In solving Riemann problems for nonstrictly hyperbolic systems of conservation laws, and for certain equations of mixed hyperbolic and elliptic type, new types of shock waves arise. The new shock waves are called undercompressive or overcompressive, depending on whether fewer or more characteristics enter the shock than for a compressive shock satisfying Lax's entropy condition [11]. Overcompressive shocks are understood as adjacent compressive shocks with the same speed [8,13,16]. In this paper, we contribute to the understanding of undercompressive shocks and their role in solving Riemann problems.

\footnote{Research supported by National Science Foundation grant DMS 8701348 and by Army Research Office grant DAAL03-88-K-0080.}
The context in which we work is $2 \times 2$ systems of nonstrictly hyperbolic conservation laws in one space dimension. A $2 \times 2$ system of conservation laws

$$U_t + F(U)_x = 0,$$

(1.1)

$U = U(x, t) \in \mathbb{R}^2$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, is nonstrictly hyperbolic if the eigenvalues $\lambda_1(U) \leq \lambda_2(U)$ of $DF(U)$ are real, but not distinct for every $U$. System (1.1) has an umbilic point at $U = U^*$ if $DF(U^*)$ is a multiple of the identity. In this paper we describe shock wave solutions of (1.1) for which the value of $U$ on each side of the discontinuity is near an umbilic point $U^*$. We then show how to use these shock wave solutions to solve Riemann problems for (1.1) with initial conditions near $U^*$. Our analysis focuses in particular on undercompressive shocks.

The Riemann problem is a special initial value problem for (1.1) in which the initial data is piecewise constant with a single jump:

$$U(x, 0) = \begin{cases} U_L & \text{if } x < 0 \\ U_R & \text{if } x > 0. \end{cases}$$

(1.2)

The understanding of Riemann problems is an important part of solving initial value problems, both analytically and numerically [1-5].

Riemann problems are solved by fitting together shock wave solutions of (1.1) and another special type of solution, centered rarefaction waves. In [19], Shearer et al. introduced the idea of studying shocks by using equilibrium bifurcation diagrams of associated vector fields. Our approach here is to add to the equilibrium bifurcation diagrams information about heteroclinic orbits of the vector fields. The augmented equilibrium bifurcation diagrams are then used in the construction of solutions of Riemann problems.

We assume without loss of generality that the umbilic point $U^*$ of (1.1) lies at the origin, and that $DF(0) = 0$. Writing $U = (u, v)$, after a linear change of coordinates $F(u, v)$ may be written in the form

$$F(u, v) = \nabla\left(\frac{1}{3} au^3 + bu^2v + uv^2\right) + \text{ higher order terms},$$

where $\nabla$ means gradient (cf.[15]). In this paper, we shall take the parameter $a$ to be $-1$, so that we are in Case I ($a < 3b^2/4$) of the classification of equations with umbilic points [15]. Since we are interested in solutions of (1.1) near the origin, we rescale the problem.
by defining new dependent and independent variables

\[ \tilde{U} = \epsilon U, \tilde{t} = t/\epsilon, \tilde{x} = x. \]

Substituting into (1.1) and dropping the tildes, we find that equation (1.1) has the same form, but now \( F(U) \) is given by

\[ F(u, v) = \nabla \left( -\frac{1}{3} u^3 + bu^2v + uv^2 \right) + \epsilon C(u, v) + O(\epsilon^2). \] (1.3)

Here, \( C : \mathbb{R}^2 \to \mathbb{R}^2 \) is a homogeneous cubic map:

\[ C(u, v) = (\bar{\mu}_1 u^3 + \bar{\mu}_2 u^2 v + \bar{\mu}_3 uv^2 + \bar{\mu}_4 v^3, \bar{\mu}_5 u^3 + \bar{\mu}_6 u^2 v + \bar{\mu}_7 uv^2 + \bar{\mu}_8 v^3) \] (1.4)

Henceforth in this paper we restrict attention to equation (1.1) with \( F(U) \) given by (1.3).

We now describe the relationship between shock waves and heteroclinic orbits in some detail. A shock wave solution of (1.1) with speed \( s \) is a piecewise constant function

\[ U(x, t) = \begin{cases} U_- & \text{if } x < st \\ U_+ & \text{if } x > st \end{cases} \] (1.5)

that satisfies the Rankine-Hugoniot condition

\[ F(U_+) - F(U_-) - s(U_+ - U_-) = 0. \] (1.6)

Such a shock wave is admissible if it possesses a viscous profile, i.e., a traveling wave solution

\[ U = U((x - st)/\lambda) \] (1.7)

of the parabolic system

\[ U_t + F(U)_x = \lambda U_{xx}, \] (1.8)

with boundary conditions

\[ U(\pm \infty) = U_\pm, \quad U'(\pm \infty) = 0. \] (1.9)

We shall adopt the viewpoint that only shocks with viscous profiles are physically realistic.

Substitution of (1.7) into (1.8), and one integration, using the left-hand boundary condition from (1.9), leads to the system of ordinary differential equations

\[ \frac{dU}{d\xi} = F(U) - F(U_-) - s(U - U_-), \] (1.10)
where $\xi = (x - st)/\lambda$, and $U_-$ and $s$ are parameters. One equilibrium of (1.10) is $U_-$. The triple $(U_-, U_+, s)$ satisfies the Rankine-Hugoniot condition (1.6) if and only if $U_+$ is also an equilibrium of (1.10). In this case, the shock wave (1.5) has a viscous profile if and only if there is an orbit of (1.10) from $U_-$ to $U_+$. An orbit that goes from one equilibrium to another is called a heteroclinic orbit or a connection. We have reduced the study of admissible shock wave solutions of (1.1) to the study of heteroclinic orbits of (1.10).

We shall refer to a shock (1.5) as a Lax shock if $U_-$ is an unstable node and $U_+$ is a saddle (a slow shock), or $U_-$ is a saddle and $U_+$ is a stable node (a fast shock). (The connection between this interpretation of the Lax condition and the usual one relating shock speed to characteristic speeds is made by noting that the eigenvalues of an equilibrium $U$ are eigenvalues of $-sI + DF(U)$, while the characteristic speeds are eigenvalues of $DF(U)$.) A Lax shock (1.5) is called a compressive shock if it is admissible, i.e., if there is a heteroclinic orbit from $U_-$ to $U_+$. Since node-to-saddle and saddle-to-node heteroclinic orbits are stable to perturbation, compressive shocks come in one-parameter families: for fixed $U_-$, as $s$ varies in some interval, there exists a corresponding $U_+$ connected to $U_-$. For the equations studied in this paper, we shall find that not all Lax shocks are compressive.

An admissible shock wave is undercompressive if both $U_-$ and $U_+$ are saddle points. The trajectory from $U_-$ to $U_+$ is then a saddle-to-saddle connection. Such heteroclinic orbits are not stable to perturbation; for fixed $U_-$, they are expected to occur only for isolated values of $s$. Undercompressive shocks were not considered classically, but they arise naturally in solving the Riemann problem near an umbilic point.

Returning to the specific set of equations (1.1), (1.3) considered in this paper, let us first set $\epsilon = 0$ in (1.3). Then undercompressive shocks are present, but as $s$ varies, the corresponding saddle-to-saddle connections fail to break as expected. Shearer et al. [19] noticed this phenomenon when $b = 0$, and used the undercompressive shocks to solve the Riemann problem in that case. More generally, let $U_-(u_-, v_-)$ and fix $u_- < 0$. Then there is a function $\phi(b)$, defined for $b$ near 0, such that if $v_- = \phi(b)$, then there is a line near the $u$-axis that is invariant for the quadratic differential equation (1.10) for all $s$. For $s$ in an interval, this line contains two saddle points, one at $(u_-, v_-)$, and an orbit that joins them. Thus the connection does not break as $s$ varies. A description of all shocks with viscous profiles when $b \neq 0$ and $\epsilon = 0$ is given in [20].

One way to make the connections break as $s$ varies is to keep $\epsilon = 0$ in (1.9) but vary the
viscosity matrix in (1.8) away from the identity. The differential equation (1.10) remains quadratic, hence has invariant lines, but now they break as \( s \) varies. Progress has been made with this approach by Isaacson, Marchesin and Plohr [9].

In this paper we leave the viscosity term alone and study what happens when \( \epsilon \neq 0 \). Invariant lines are no longer present to aid the analysis. Instead our analysis is based on bifurcation theory.

Our starting point is to set \( b = \epsilon = 0 \) in (1.9). We then fix \( u_- < 0 \) and set \( v_- = 0 \). Then (1.10) is a family of vector fields depending on the single parameter \( s \), for which the \( u \)-axis is invariant. For \( 2u_- < s < -\frac{2}{3}u_- \), there are saddles at \((u_-, 0)\) and \((-u_--s, 0)\) that are connected by a heteroclinic orbit along the \( u \)-axis. Moreover, at \( s = 2u_- \) (resp. \( s = -\frac{2}{3}u_- \)) the equilibrium at \((u_-, 0)\) (resp. \((-u_- - s, 0)\)) undergoes a pitchfork bifurcation.

As the unfolding parameters \((v_-, b, \epsilon \overline{\mu}_1, \ldots, \epsilon \overline{\mu}_8)\) vary away from 0, the bifurcation picture changes. Using Golubitsky-Schaeffer bifurcation theory [6] we determine how the equilibrium bifurcation diagram unfolds. Using the Melnikov integral [7,18] we determine how the heteroclinic orbits break.

Melnikov's integral is usually applied to problems with heteroclinic orbits joining hyperbolic saddles. In our problem, at \( s = 2u_- \) and \( s = -\frac{2}{3}u_- \) the heteroclinic orbit along the \( u \)-axis has at one end an equilibrium with a zero eigenvalue. The version of Melnikov's integral appropriate to this situation comes from [18].

There is a beautiful theory, due to Vegter [22], of universal unfoldings and normal forms for planar vector fields in which degenerate equilibria are connected by a heteroclinic orbit. This theory has not yet been extended to problems with a distinguished parameter (\( s \) in our problem). Vegter's theory would not apply to our problem in any event: the bifurcation diagram for \((v_-, b, \epsilon) = (0, 0, 0)\) is of infinite codimension, because of the persistence of the heteroclinic orbit connecting saddles for all \( s \) in an interval. Hence there is no universal unfolding and (presumably) no normal form. Nevertheless we are able to determine how the bifurcation diagram changes as the unfolding parameters vary, provided \( \overline{\mu}_5 \neq 0 \). The result of our analysis is a description of nine transition surfaces in \((v_-, b, \epsilon, \overline{\mu})\)-space that separate regions with stable bifurcation diagrams. This description is given in Section 2; proofs are postponed until Section 5.

In Section 3, we interpret the bifurcation diagrams and transition surfaces in terms of admissible shock waves. Some of the transition surfaces do not affect admissible shocks,
and so are discarded. This leads to a reduced set of bifurcation diagrams that contain information relevant to the solution of Riemann problems.

In Section 4, we use the bifurcation diagrams to construct wave curves for (1.1), (1.3). The wave curves are used to give a coordinate system on part of the plane of values of $U_R$. Each $(U_L, U_R)$ in (1.2) is thereby assigned a sequence of waves that appear in the solution of the Riemann problem with that data. To simplify some of the details of this construction, it is convenient to make a transversality assumption (see Assumption 4.1). With this assumption, which we conjecture to be true, we find that for a fixed $U_L$ in (1.2), the construction gives a unique solution of the Riemann problem. The role of Assumption 4.1 in guaranteeing uniqueness is discussed further at the end of Section 4.
2 Bifurcation Results

We first review some terminology and facts from ordinary differential equations.

Let $U_o$ be an equilibrium of the differential equation $\dot{U} = H(U)$, $U \in \mathbb{R}^2$, and let the eigenvalues of $DH(U_o)$ be $\lambda_1$ and $\lambda_2$. The equilibrium $U_o$ is hyperbolic if $\text{Re}(\lambda_i) \neq 0$, $i = 1,2$. Suppose both $\lambda_i$ are real; then $U_o$ is a saddle if $\lambda_1 \lambda_2 < 0$ and a node if $\lambda_1 \lambda_2 > 0$. If exactly one $\lambda_i = 0$, then $U_o$ is semihyperbolic.

Let $\lambda_i$ be an eigenvalue of a saddle or the nonzero eigenvalue of a semihyperbolic equilibrium, and let $V_i$ be a corresponding eigenvector of $DH(U_o)$. There is a unique invariant curve through $U_o$ tangent to $V_i$, called the stable (resp. unstable) manifold of $U_o$ if $\lambda_i < 0$ (resp. $\lambda_i > 0$). Let $U_o$ be a node with eigenvalues $\lambda_1 < \lambda_2 < 0$ (resp. $\lambda_1 > \lambda_2 > 0$), with corresponding eigenvectors $V_1$ and $V_2$. There is a unique invariant curve through $U_o$ tangent to $V_1$, called the strong stable (resp. strong unstable) manifold of $U_o$.

Let $U_o$ be a semihyperbolic equilibrium and let $V$ be an eigenvector of $DH(U_o)$ for the eigenvalue 0. There is an invariant curve through $U_o$ tangent to $V$ called the center manifold of $U_o$; it need not be unique. Let the differential equation on the center manifold be $\dot{x} = a_2x^2 + a_3x^3 + \cdots$ and let $\lambda$ be the nonzero eigenvalue at $U_o$. $U_o$ is a saddle-node if $a_2 \neq 0$; it is a weak saddle if $a_2 = 0$ and $\lambda a_3 < 0$.

A solution curve that tends to $U_o$ as $t \to \infty$, from which nearby solutions diverge as $t \to \infty$, is called a separatrix. One may replace $t \to \infty$ by $t \to -\infty$ in this definition. At a saddle, each branch of the stable and unstable manifolds is a separatrix; at a weak saddle with a negative eigenvalue, each branch of the stable and center manifolds is a separatrix; at a saddle-node with a negative eigenvalue, each branch of the stable manifold and one branch of the center manifold is a separatrix. See Figure 1. Similar observations apply to weak saddles and saddle-nodes with a positive eigenvalue. A separatrix connection is a solution curve that is a separatrix as $t \to \infty$ and as $t \to -\infty$.

Let $\dot{U} = H(U, \lambda)$ be a one-parameter family of differential equations in the plane. Suppose that for some $\lambda_o$ there is a semihyperbolic equilibrium at $U_o$. The type of bifurcation at $(U_o, \lambda_o)$ is determined by the differential equation on the parameter-dependent center manifold at $(U_o, \lambda_o)$. We shall encounter the following bifurcations; the representations given below are to lowest order in appropriate coordinates.

Saddle-node bifurcation: $\dot{x} = \pm \lambda \pm x^2$
Transcritical bifurcation: \( \dot{x} = \pm x^2 \pm \lambda x \)

Hysteresis bifurcation: \( \dot{x} = \pm \lambda \pm x^3 \)

Pitchfork bifurcation: \( \dot{x} = \pm x^3 \pm \lambda x \)

Saddle-node bifurcations occur stably in one-parameter families. Transcritical bifurcations occur stably in families in which there is a known “trivial solution” \((x = 0\) in appropriate coordinates). Pitchfork bifurcations occur stably in families with \(\mathbb{Z}_2\)-symmetry. If a saddle-node or transcritical bifurcation occurs at \((U_0, \lambda_0)\), then \(U_0\) is always a saddle-node. In this paper, whenever a hysteresis or pitchfork bifurcation occurs at \((U_0, \lambda_0)\), \(U_0\) is a weak saddle.

Motivated by Section 1, we let

\[
U = (u, v) \in \mathbb{R}^2;
\]
\[
\mu \in \mathbb{R}^8;
\]
\[
M = (v_-, b, \mu) \in \mathbb{R}^{10};
\]
\[
F(U, M) = (F_1(U, M), F_2(U, M)), \text{ where } F \text{ is } C^\infty \text{ and}
\]
\[
F_1(U, M) = -u^2 + 2bu + v^2 + \mu_1 u^3 + \mu_2 u^2 v + \mu_3 uv^2 + \mu_4 v^3 + O(|\mu|^2),
\]
\[
F_2(U, M) = bu^2 + 2uv + \mu_5 u^3 + \mu_6 u^2 v + \mu_7 uv^2 + \mu_8 v^3 + O(|\mu|^2);
\]
\[
U_- = (u_-, v_-), \quad u_- \text{ a fixed negative number};
\]
\[
s \in \mathbb{R}.
\]

We consider the differential equation

\[
\dot{U} = G(U, s, M) = (G_1(U, s, M), G_2(U, s, M)) = F(U, M) - F(U_-, M) - s(U - U_-.)
\] (2.1)

We think of \(s\) as a bifurcation parameter, so that (2.1) is a ten-parameter family of bifurcation problems on \(\mathbb{R}^2\).

Let \(\delta > 0\) be small. It may have to be decreased several times in the course of our arguments. Until the last paragraph of this section, we shall restrict \(s\) to lie in the interval \(\mathcal{I} = [2u_+ - \delta, -\frac{2}{3}u_- + \delta]\).

For the bifurcation problem \(\dot{U} = G(U, s, 0), \ s \in \mathcal{I},\) we readily find (see Figure 2):

(1) There is symmetry about the \(u\)-axis. As a result, the \(u\)-axis is invariant for each \(s\).
(2) There are equilibria on the $u$-axis at $(u_-, 0)$ and $(-u_- - s, 0)$, and $u_- < -u_- - s$.

(3) The equilibrium at $(u_-, 0)$ has eigenvectors $(1, 0)$ and $(0, 1)$. For $s \in \mathcal{I}$, the eigenvalue corresponding to $(1, 0)$ is positive; that corresponding to $(0, 1)$ is positive for $s < 2u_-$, $0$ for $s = 2u_-$, negative for $s > 2u_-$.

(4) The equilibrium at $(-u_- - s, 0)$ also has eigenvectors $(1, 0)$ and $(0, 1)$. For $s \in \mathcal{I}$, the eigenvalue corresponding to $(1, 0)$ is negative; that corresponding to $(0, 1)$ is positive for $s < -\frac{2}{3}u_-$, $0$ for $s = -\frac{2}{3}u_-$, negative for $s > -\frac{2}{3}u_-$.

As sketched in Section 1, the bifurcation problem $\dot{U} = G(U, s, 0)$ has two interesting features.

(1) Calculation shows that the equilibrium bifurcations at $s = 2u_-$ and $s = -\frac{2}{3}u_-$ are pitchfork bifurcations. Thus for $s = 2u_-$ (resp. $s = -\frac{2}{3}u_-$), the equilibrium at $(u_-, 0)$ (resp. $(-u_- - s, 0)$) is a weak saddle.

(2) For $2u_- \leq s \leq -\frac{2}{3}u_-$, the portion of the $u$-axis between $(u_-, 0)$ and $(-u_- - s, 0)$ is a separatrix connection. For $s = 2u_-$ it runs from a weak saddle to a saddle; for $2u_- < s < -\frac{2}{3}u_-$ it connects two saddles; and for $s = -\frac{2}{3}u_-$ it runs from a saddle to a weak saddle.

We shall use the word smooth to mean $C^k$ for some large $k$. Within the class of smooth vector fields having symmetry about the $u$-axis, the bifurcation problem $\dot{U} = G(U, s, 0)$ is stable. However, the symmetry is broken by the unfolding (2.1). Within the larger class of all smooth vector fields, as mentioned in Section 1, the bifurcation problem $\dot{U} = G(U, s, 0)$ is of infinite codimension.

We remark that for $2u_- - \delta < s < 2u_-$, the connection between the node at $(u_-, 0)$ and the saddle at $(-u_- - s, 0)$ is along the strong unstable manifold of the former. See Figure 2. The fact that such a connection persists for all $s$ in an interval is also of infinite codimension. A similar situation occurs for $-\frac{2}{3}u_- < s \leq -\frac{2}{3}u_- + \delta$. The occurrence of this type of connection between a node and a saddle is not significant either for topological equivalence of vector fields or for shocks. However, we find that it is sometimes helpful to the intuition to consider such connections, which can metamorphose into separatrices as parameters vary. Since our analysis does provide information about such connections, we shall discuss them whenever it seems helpful.
Let $\mathcal{U}$ be a small neighborhood of $[u_-, -3u_-] \times \{0\}$ in the $uv$-plane. We consider (2.1) with $U \in \mathcal{U}$, $s \in I$. We shall call the bifurcation problem $\dot{U} = G(U, s, M)$, $M$ fixed, stable on $\mathcal{U} \times I$ provided:

(I) The only equilibrium bifurcations that occur are transcritical bifurcations at $(u, v) = (u_-, v_-)$ or saddle-node bifurcations at $(u, v) \neq (u_-, v_-)$.

(II) The only separatrix connections that occur are between saddles, and they break in a nondegenerate manner as $s$ varies.

(III) For each fixed $s$ at most one bifurcation of type (I) or (II) occurs.

(IV) No bifurcation of type (I) or (II) occurs on the boundary of $I$, and no equilibrium or separatrix connection meets the boundary of $\mathcal{U}$.

The reason for allowing transcritical bifurcations at $(u, v) = (u_-, v_-)$ is that for each fixed $M = (v_-, b, \mu)$ there is an equilibrium of (2.1) at $(u_-, v_-)$ for every $s$. We note that $\dot{U} = G(U, s, 0)$ violates (I), (II), and (III). We may, however, assume $\delta$ and $\mathcal{U}$ are chosen so that $\dot{U} = G(U, s, 0)$ satisfies (IV). Then (IV) is necessarily satisfied for all $M$ near 0, so we shall not discuss it further.

Let us set $\mu = 0$. As noted in Section 1, there is a curve

$$v_- = \phi(b) = -\frac{1}{3}u_-b + \cdots$$

(2.2)

such that for each small $b$ there is a line near the $u$-axis that is invariant under the flow of

$$\dot{U} = G(U, s, \phi(b), b, 0)$$

(2.3)

for every $s$. For $2u_- + \delta \leq s \leq -\frac{4}{3}u_- - \delta$, this line contains two saddles and a separatrix connection that joins them. Thus each bifurcation problem (2.3) is itself of infinite codimension.

In $M$-space there are various transition surfaces on which one of conditions (I)–(III) is violated. It turns out that only the following nine surfaces occur in our analysis. Each surface is the closure of the set of parameter values for which the described condition occurs.

Surfaces on which one of conditions (I)–(III) is violated near $s = -\frac{2}{3}u_-$. 
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\( \mathcal{B} \): A transcritical bifurcation occurs near \( s = -\frac{2}{3} u_- \) at an equilibrium near \( \left(-\frac{1}{3} u_-, 0\right) \).

\( \mathcal{H} \): A hysteresis bifurcation occurs near \( s = -\frac{2}{3} u_- \) at an equilibrium near \( \left(-\frac{1}{3} u_-, 0\right) \).

\( \mathcal{E} \): For some \( s \) near \( -\frac{2}{3} u_- \), there is a separatrix connection from a saddle at \( (u_-, v_-) \) to a semihyperbolic equilibrium near \( \left(-\frac{1}{3} u_-, 0\right) \).

\( \mathcal{F} \): For some \( s \) near \( -\frac{2}{3} u_- \), there is a separatrix connection from a saddle at \( (u_-, v_-) \) to a saddle near \( \left(-\frac{1}{3} u_-, 0\right) \), and at the same \( s \) there is a semihyperbolic equilibrium near \( \left(-\frac{1}{3} u_-, 0\right) \).

Surfaces on which one of conditions (I)–(III) is violated near \( s = 2u_- \):

\( \mathcal{P} \): A pitchfork bifurcation occurs near \( s = 2u_- \) at \( (u_-, v_-) \).

\( \mathcal{E}_1 \): For some \( s \) near \( 2u_- \), there is a separatrix connection from a semihyperbolic equilibrium at \( (u_-, v_-) \) to a saddle near \( \left(-3u_-, 0\right) \).

\( \mathcal{E}_2 \): For some \( s \) near \( 2u_- \), there is a separatrix connection from a semihyperbolic equilibrium near, but not at, \( (u_-, v_-) \) to a saddle near \( \left(-3u_-, 0\right) \).

\( \mathcal{F}_1 \): For some \( s \) near \( 2u_- \), there is a separatrix connection from a saddle at \( (u_-, v_-) \) to a saddle near \( \left(-3u_-, 0\right) \), and at the same \( s \) there is a semihyperbolic equilibrium near \( (u_-, v_-) \).

\( \mathcal{F}_2 \): For some \( s \) near \( 2u_- \), there is a separatrix connection from a saddle near, but not at, \( (u_-, v_-) \) to a saddle near \( \left(-3u_-, 0\right) \), and at the same \( s \) there is a semihyperbolic equilibrium at \( (u_-, v_-) \).

Our analysis will avoid the plane \( \mu_5 = 0 \) (except the origin) in \( M \)-space. Thus we write \( \mu = \epsilon \bar{\mu} \) where \( \bar{\mu}_5 = 1 \).

**Theorem 2.1** There is a continuous positive function \( \rho(\bar{\mu}) \), defined for \( \{\bar{\mu} : \bar{\mu}_5 = 1\} \), such that if \( \sup\{|v_-|, |b|, |\epsilon|\} < \rho(\bar{\mu}) \), then the bifurcation problem (2.1) with \( \mu = \epsilon \bar{\mu} \) satisfies conditions (I)–(IV) on \( \mathcal{U} \times \mathcal{I} \) unless \( (v_-, b, \epsilon \bar{\mu}) \) belongs to one of the nine transition surfaces defined above. Each surface is given by a smooth function of the form \( v_- = v_-(b, \bar{\mu}, \epsilon) \).
In order to describe how these nine surfaces fit together, we shall first consider the bifurcation problem (2.1) near \( s = -\frac{2}{3}u_\ldots \) and near \( s = 2u_\ldots \).

Near \( s = -\frac{2}{3}u_\ldots \), we replace the parameters \( v_\ldots \) and \( b \) by new parameters \( \alpha \) and \( \beta \), the parameters that appear in the standard unfolding of the pitchfork bifurcation [6]:

\[ x^3 - \lambda x + \alpha + \beta x^2. \]

The signs of \( x^3 \) and \( \lambda x \) are the appropriate ones here. To first order,

\[
\begin{align*}
\alpha &= \frac{4}{27}v_\ldots - 2u_\ldots \sqrt{-2u_\ldots \sqrt{-2u_\ldots \mu_5 + \cdots}}, \\
\beta &= \frac{3}{2\sqrt{-2u_\ldots}}v_\ldots + \frac{1}{12}u_\ldots - b - \frac{1}{18}u_\ldots - \sqrt{-2u_\ldots \mu_2 - \frac{1}{72}u_\ldots - \sqrt{-2u_\ldots \mu_5} - \frac{1}{9}u_\ldots - \sqrt{-2u_\ldots \mu_7 + \cdots}}.
\end{align*}
\]

**Theorem 2.2** There is a continuous positive function \( \rho(\mu) \), defined for \( \{\mu : \mu_5 = 1\} \), such that if \( 0 < \epsilon < \rho(\mu) \), the transition surfaces \( B, H, E, \) and \( F \) meet \( \{(v_\ldots, b, \mu) : |v_\ldots| < \rho(\mu), \ |b| < \rho(\mu), \ \mu = \epsilon \mu\} \) in smooth curves situated as in Figure 3. In particular, \( B \) is the \( \beta \)-axis and \( H \) is the curve \( \alpha = \beta^3/27 \). There are six points of intersection of the various curves, each given by smooth functions of the form \( \alpha = \alpha(\mu, \epsilon), \ \beta = \beta(\mu, \epsilon) \) that extend smoothly to \( \epsilon = 0 \). These points and their \( \beta \)-coordinates are (with \( c = -\frac{3}{27}u_\ldots - \sqrt{-2u_\ldots} \)):

- \( P_1 \), transversal intersection of \( H \) and \( E \), \( \beta = 6ce + O(\epsilon^2) \);
- \( P_2 \), tangential intersection of \( B \) and \( H \), \( \beta = 0 \);
- \( P_3 \), transversal intersection of \( H \) and \( F \), \( \beta = -\frac{3}{4}ce + O(\epsilon^2) \);
- \( P_4 \), tangential intersection of \( B \) and \( F \), \( \beta = -ce + O(\epsilon^2) \);
- \( P_5 \), transversal intersection of \( B \) and \( E \), \( \beta = -2ce + O(\epsilon^2) \);
- \( P_6 \), tangential intersection of \( H, E, \) and \( F \), \( \beta = -3ce + O(\epsilon^2) \).

The two curves meeting at \( P_4 \) and the three meeting at \( P_6 \) are separated at second order.

In Figure 3 there are twelve open connected regions, numbered 1–12, in which the bifurcation diagram is stable near \( s = -\frac{2}{3}u_\ldots \), i.e., conditions (I)–(IV) are satisfied for \(-\frac{2}{3}u_\ldots - \delta \leq s \leq -\frac{2}{3}u_\ldots + \delta \). The bifurcation diagrams in the twelve regions for \( s \) near \(-\frac{2}{3}u_\ldots \) are indicated in Figure 4. Each numbered picture shows an equilibrium bifurcation diagram for equilibria near \((u, v) = (-\frac{1}{3}u_\ldots, 0)\) and \( s \) near \(-\frac{2}{3}u_\ldots \). The dots indicate saddles.
to which the saddle at \((u_-, v_-)\) is connected, and nodes to which the saddle at \((u_-, v_-)\) is connected along their strong stable manifold. The letters refer to the phase portraits at the bottom of Figure 4.

**Remark 2.1** As \(\alpha\) decreases, the \(s\)-coordinate of the dot in pictures 1 and 10 decreases past \(s = -\frac{2}{3}u_--\delta\); as \(\alpha\) increases, the \(s\)-coordinate of the dot in pictures 4 and 6 increases past \(s = -\frac{2}{3}u_- + \delta\). These transitions occur along curves \(A_-\) and \(A_+\) respectively, which are not shown in Figure 3. \(A_-\) (resp. \(A_+\)) is located to the left (resp. right) of \(B\), \(E\), and \(F\), but crosses \(H\) transversally.

As \(\epsilon \to 0\) the curves \(E\) and \(F\) converge to \(B\). When \(\epsilon = 0\) the curves \(E\), \(F\), and \(B\) coincide with the curve (2.2).

Near \(s = 2u_-\), we replace the parameter \(v_-\) by the new parameter \(\beta\) that appears in the standard unfolding of the pitchfork bifurcation with known trivial solution [6]:

\[-x^3 - \lambda x + \beta x^2.\]

The signs of \(x^3\) and \(\lambda x\) are appropriate here. To first order,

\[\beta = \sqrt{-2u_- \left( \frac{3}{2u_-} v_- + \frac{3}{2} b + \frac{1}{2} u_- \mu_2 + \frac{3}{4} u_- \mu_5 + u_- \mu_7 \right)} + \cdots\]

**Theorem 2.3** There is a continuous positive function \(\rho(\mu)\), defined for \(\{\mu : \mu_5 = 1\}\), such that if \(0 < \epsilon < \rho(\mu)\), the transition surfaces \(P\), \(E_1\), \(E_2\), \(F_1\), and \(F_2\) meet \(\{(v_-, b, \mu) : |v_-| < \rho(\mu), |b| < \rho(\mu), \mu = \epsilon \mu\}\) in smooth curves situated as in Figure 5. In particular, \(P\) is the \(b\)-axis. All five curves pass through the point \(Q\) given by \(\beta = 0\), \(b = b(\mu, \epsilon) = \frac{1}{2} u_-(1 - \mu_2 - 2\mu_7)\epsilon + O(\epsilon^2)\), where \(b(\mu, \epsilon)\) is smooth even at \(\epsilon = 0\). To first order, we have:

\(E_1\) and \(F_1\):

\[b = \frac{1}{\sqrt{-2u_-}} \beta + \frac{1}{2} u_-(1 - \mu_2 - 2\mu_7)\epsilon + \cdots,\]

\(E_2\):

\[b = -\frac{1}{\sqrt{-2u_-}} \beta + \frac{1}{2} u_-(1 - \mu_2 - 2\mu_7)\epsilon + \cdots,\]

\(F_2\):

\[b = -\frac{2}{\sqrt{-2u_-}} \beta + \frac{1}{2} u_-(1 - \mu_2 - 2\mu_7)\epsilon + \cdots.\]

\(E_1\) and \(F_1\) are separated at second order at \(Q\).

In Figure 5 there are ten open connected regions, numbered 1–10, in which the bifurcation diagram is stable near \(s = 2u_-\), i.e., conditions (I)–(IV) are satisfied for \(2u_- - \delta \leq \)
s \leq 2u_- + \delta$. The bifurcation diagrams in the ten regions for $s$ near $2u_-$ are shown in Figure 6. Each numbered picture shows an equilibrium bifurcation diagram for equilibria near $(u, v) = (u_-, v_-)$ and $s$ near $2u_-$. In the diagrams, the family of trivial equilibria $(u_-, v_-)$ appears as a horizontal line. The dots indicate saddles connected to the saddle near $(-3u_-, 0)$, and nodes connected to this saddle along their strong unstable manifold. The letters $A$, $B$, $G$, $H$, $I$, $J$ refer to the phase portraits at the bottom of Figure 6. The subscripts $l$, $m$, $u$ indicate whether the lower, middle, or upper of the three equilibria at the left is the distinguished equilibrium $(u_-, v_-)$.

**Remark 2.2** As $b$ decreases, the $s$-coordinate of the dot on the $s$-axis in pictures 1, 2, 3 and 10 decreases past $s = 2u_- - \delta$; as $b$ increases, the $s$-coordinate of the dot on the $s$-axis in pictures 5, 6, 7 and 8 increases past $s = 2u_- + \delta$. These transitions occur along curves $A_{1-}$ and $A_{1+}$ respectively, which are not shown in Figure 5. $A_{1-}$ (resp. $A_{1+}$) lies to the left (resp. right) of $\mathcal{E}_1$ and $\mathcal{F}_1$ but crosses $\mathcal{P}$, $\mathcal{E}_2$, and $\mathcal{F}_2$ transversally.

At $Q$ there is a pitchfork bifurcation with a separatrix connection from the weak saddle to the saddle near $(-3u_-, 0)$. We remark that at the transitions across $\mathcal{E}_1$, two dots simultaneously pass through the transcritical bifurcation point.

When $\epsilon = 0$, the curves $\mathcal{E}_1$ and $\mathcal{F}_1$ coincide with the curve (2.2).

We now indicate how all nine of our surfaces fit together, first for $\mu_2 + 2\mu_7 < 0$. We return to $v_-b$-coordinates.

**Theorem 2.4** There is a continuous positive function $\rho(\mu)$, defined for $\{\mu : \mu_5 = 1$ and $\mu_2 + 2\mu_7 < 0\}$ such that if $0 < \epsilon < \rho(\mu)$, the nine transition surfaces meet $\{(v_-, b, \mu) : |v_-| < \rho(\mu), |b| < \rho(\mu), \mu : \epsilon\mu\}$ in smooth curves situated as in Figure 7, except in one respect discussed below. To first order we have:

\[
P_1 : v_- = \left(\frac{2}{27} a_i - \frac{1}{9}\right) u_-^2 \epsilon - \frac{1}{18} u_-^2 (\mu_2 + 2\mu_7) \epsilon + \mathcal{O}(\epsilon^2),
\]

\[
b = \left(-\frac{2}{9} a_i - \frac{5}{6}\right) u_- \epsilon + \frac{1}{6} u_- (\mu_2 + 2\mu_7) \epsilon + \mathcal{O}(\epsilon^2),
\]

where $a_1 = 6$, $a_2 = 0$, $a_3 = -\frac{3}{4}$, $a_4 = -1$, $a_5 = -2$, $a_6 = -3$;

\[
Q : v_- = -u_-^2 \epsilon + \frac{1}{6} u_-^2 (\mu_2 + 2\mu_7) \epsilon + \mathcal{O}(\epsilon^2),
\]

\[
b = \frac{1}{2} u_- \epsilon - \frac{1}{2} u_- (\mu_2 + 2\mu_7) \epsilon + \mathcal{O}(\epsilon^2).
\]

14
The intersections of $\mathcal{P}$, $\mathcal{E}_2$, and $\mathcal{F}_2$ with $\mathcal{B}$, $\mathcal{H}$, $\mathcal{E}$, and $\mathcal{F}$ are transverse. Like $P_i$ and $Q$, these intersections are given by smooth functions of the form $v_\epsilon = v_\epsilon(\mu, \epsilon)$, $b = b(\mu, \epsilon)$ that extend smoothly to $\epsilon = 0$ and are 0 at $\epsilon = 0$.

The respect in which Figure 7 is misleading is the following. At the left side of the picture, $\mathcal{H}$ continues to fall and meets $\mathcal{F}_1$ and $\mathcal{E}_1$. We have not proved anything more about these intersections. In any event, this part of the diagram turns out not to be important for shocks. Ignoring this difficulty, in Figure 7 there are thirty-three connected open regions in which the bifurcation diagram is stable on $2u_- - \delta \leq s \leq -\frac{2}{3}u_- + \delta$. These regions may be labeled $i$-$j$, where, roughly speaking, the number $i$, $1 \leq i \leq 10$, represents the bifurcation diagram near $s = 2u_-$, and the number $j$, $1 \leq j \leq 12$, represents the bifurcation diagram near $s = -\frac{2}{3}u_-$. Let $C$ be the following curve: Starting from negative $b$, follow $\mathcal{F}$ to $P_0$, then $\mathcal{H}$ to $P_3$, then $\mathcal{F}$. We distinguish the following groups of regions:

Above $\mathcal{F}_1$: $i = 1, 2, 3, 4, 9, 10$, $j = 1$;

Between $\mathcal{F}_1$ and $C$: $i = 5, 6, 7, 8$, $j = 1, 10$;

Below $C$: $i = 6, 7, 8$, $j = 6, 11, 12$; $i = 5$, $j \neq 1, 10$.

In Figure 8 we draw the bifurcation diagram on $2u_- - \delta \leq s \leq -\frac{2}{3}u_- + \delta$ for one region from each group (regions 1-1, 5-1, and 5-2). The diagrams show equilibria near $(u_-, v_-)$ above, with the trivial equilibria $(u_-, v_-)$ lying on a horizontal line, and the other family of equilibria below. Separatrix connections between saddles, and connections between a saddle and a node along the strong stable or unstable manifold of the latter, are again shown by dots. The letters refer to the phase portraits at the bottom of Figures 4 and 6.

**Proposition 2.1** The rules for amalgamating the diagrams $i$ and $j$ to produce the diagram for region $i$-$j$ are as follows:

Above $\mathcal{F}_1$: In diagram $j$, omit interval $A$ and the first dot.

Between $\mathcal{F}_1$ and $C$: Identify the $AB$ transitions in diagrams $i$ and $j$. (There is one such transition.)

Below $C$: In diagram $i$, omit the last dot and interval $B$.

The proofs of Theorem 2.4 and Proposition 2.1 will require some analysis of the interval $2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta$. On the other hand, the following result is easily proved by looking at the thirty-three diagrams.
Proposition 2.2 Each of the thirty-three diagrams has two dots, exactly one of which represents a connection involving \((u_-, v_-)\).

Remark 2.3 Proposition 2.2 is misleading in two respects. By Remark 2.1, as \(b\) increases, the \(s\)-coordinate of the connection involving \((u_-, v_-)\) in regions 6-6, 7-6, 8-6, 5-6, and 5-4 increases past \(s = -\frac{2}{3}u_- + \delta\) as \(A_4\) is crossed. By Remark 2.2, as \(b\) decreases, that in regions 1-5, 2-5, 3-5, and 10-5 decreases past \(s = 2u_- - \delta\) as \(A_1\) is crossed. Since all these connections are between a saddle and a node, they are of no real importance.

In Figure 9 we draw the bifurcation diagram of \(\dot{U} = G(U, s, v_-, b, 0)\), to which the diagram of Figure 7 tends as \(\epsilon \to 0\). The heavy lines indicate connections involving \((u_-, v_-)\) that persist for all \(s\). The dots, which represent connections that do not involve \((u_-, v_-)\), are associated with a bifurcation of invariant lines for the quadratic system \(\dot{U} = G(U, s, v_-, b, 0)\).

We now discuss how Figure 7 changes as \(\mu_2 + 2\mu_7\) increases past 0.

Fix \(\epsilon > 0\). As \(\mu_2 + 2\mu_7\) increases, the points \(P_i\) and \(Q\) move with velocities

\[
\frac{dP_i}{d(\mu_2 + 2\mu_7)} = \frac{1}{6}\epsilon(u_-, -\frac{1}{3}u_-) + O(\epsilon^2),
\]

\[
\frac{dQ}{d(\mu_2 + 2\mu_7)} = -\frac{1}{2}\epsilon(u_-, -\frac{1}{3}u_-) + O(\epsilon^2).
\]

Now all nine curves have slopes independent of \(\mu\) to order \(\epsilon\), and the vector \((u_-, -\frac{1}{3}u_-)\) is parallel to \(B, H, E, F, E_1\), and \(F_1\) to order \(\epsilon\). Thus as \(\mu_2 + 2\mu_7\) increases, the points \(P_i\) in Figure 7 slide parallel to \(E_1\) and \(F_1\); relative to \(Q\), they slide to the left, so they occasionally meet \(P, E_2\), and \(F_2\).

It is clear from Figure 7 that each of \(P, E_2\), and \(F_2\) meets the \(P_i\) in the order \(P_6, \ldots, P_1\) as \(\mu_2 + 2\mu_7\) increases. However, whether, for example, \(P\) meets \(P_5\) before or after \(F_2\) meets \(P_6\) must be computed. The results of the computation are given in the following theorem.

Theorem 2.5 There is a continuous function \(\rho(\mu)\), defined for \(\{\mu : \mu_5 = 1\}\), such that if \(0 < \epsilon < \rho(\mu)\), then in \(\{(v_-, b, \mu) : |v_-| < \rho(\mu), |b| < \rho(\mu), \mu = \epsilon\mu\}\) the curves \(B, E\), and \(F\) lie above the curves \(E_1\) and \(F_1\), and \(B, H, E, F\) meet \(P, E_2\), and \(F_2\) transversally. The intersections occur at one of the points \(P_i\) if and only if \((\mu, \epsilon)\) lies on one of eighteen
smooth surfaces. In fact to order \( \epsilon \),

\[
P_6 \quad \text{meets} \quad \mathcal{P} \quad \text{if and only if} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \mathcal{O}(\epsilon).
\]

\[
P_5 \quad \text{"} \quad \mathcal{P} \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{1}{3} + \mathcal{O}(\epsilon).
\]

\[
P_6 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{1}{3} + \mathcal{O}(\epsilon).
\]

\[
P_4 \quad \text{"} \quad \mathcal{P} \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{2}{3} + \mathcal{O}(\epsilon).
\]

\[
P_5 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{2}{3} + \mathcal{O}(\epsilon).
\]

\[
P_3 \quad \text{"} \quad \mathcal{P} \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{3}{4} + \mathcal{O}(\epsilon).
\]

\[
P_6 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim .82 + \mathcal{O}(\epsilon).
\]

\[
P_4 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = 1 + \mathcal{O}(\epsilon).
\]

\[
P_2 \quad \text{"} \quad \mathcal{P} \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = 1 + \mathcal{O}(\epsilon).
\]

\[
P_3 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{13}{12} + \mathcal{O}(\epsilon).
\]

\[
P_5 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim 1.23 + \mathcal{O}(\epsilon).
\]

\[
P_2 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{4}{3} + \mathcal{O}(\epsilon).
\]

\[
P_4 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim 1.64 + \mathcal{O}(\epsilon).
\]

\[
P_3 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim 1.74 + \mathcal{O}(\epsilon).
\]

\[
P_2 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim 2.05 + \mathcal{O}(\epsilon).
\]

\[
P_1 \quad \text{"} \quad \mathcal{P} \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = 3 + \mathcal{O}(\epsilon).
\]

\[
P_1 \quad \text{"} \quad \mathcal{K}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{10}{3} + \mathcal{O}(\epsilon).
\]

\[
P_1 \quad \text{"} \quad \mathcal{E}_2 \quad \text{"} \quad \bar{\mu}_2 + 2\bar{\mu}_7 = \sim 4.51 + \mathcal{O}(\epsilon).
\]

We make two comments about Theorem 2.5. First, as in Theorem 2.4, we have not specified how \( \mathcal{H} \) meets \( \mathcal{E}_1 \) and \( \mathcal{K}_1 \). Second, as \( \bar{\mu}_2 + 2\bar{\mu}_7 \) increases, the crossings of the \( P_i \) and the curves \( \mathcal{P} \), \( \mathcal{E}_2 \), and \( \mathcal{K}_2 \) occur in approximately the order given. The only difficulties occur near \( \bar{\mu}_2 + 2\bar{\mu}_7 = \frac{1}{3}, \frac{2}{3}, 1 \), where two crossings occur close together. Thus unless \((\bar{\mu}, \epsilon)\) is between the two surfaces associated with one of these values of \( \bar{\mu}_2 + 2\bar{\mu}_7 \), we could draw the analog of Figure 7. We leave this to the interested reader.

**Remark 2.4** If \( u_- \) is treated as a parameter, then everything depends smoothly on \( u_- \) also. More precisely, the nine transition surfaces are given by smooth functions of the form \( v_- = v_-(u_-; b, \bar{\mu}, \epsilon) \); the various intersection points are smooth functions of \( (u_-; \bar{\mu}, \epsilon) \); and
the eighteen functions of Theorem 2.8 depend smoothly on \((u_; \overline{\mu}, \epsilon)\). The various functions 
\(\rho(\overline{\mu})\) become \(\rho(u_; \overline{\mu})\).

Finally we discuss the bifurcation diagrams for \(U \in \mathcal{U}, -\frac{2}{3}u_+ + \delta \leq s \leq -2u_- + \delta\). For \(\dot{U} = G(U, s, 0)\), as \(s\) increases past \(-2u_-\), the saddle and node on the \(u\)-axis approach and cross in a transcritical bifurcation; see Figure 2. The two equilibria remain connected along the \(u\)-axis for all \(s\). Since there is an equilibrium at \((u_-, v_-)\) for all \(M\), the same bifurcation diagram is valid on \(\mathcal{U} \times [-\frac{2}{3}u_- + \delta, -2u_- + \delta]\) for all small \(M\). For some \(s\) in this interval, one or two of the saddles near the node in Figure 2 may leave the region \(\mathcal{U}\). We shall ignore this phenomenon, since these saddles are not connected to \((u_-, v_-)\), hence are not important for shocks.
3 Admissible Shocks

In this section, we interpret the results of the last section in a form that leads to a description of admissible shock wave solutions of system (1.1), with \( F \) given by (1.3). Admissible shocks correspond to heteroclinic orbits of (2.1) from \( U_\pm = (u_\pm, v_\pm) \) to some \( U_\pm \). Portions of some of the transition surfaces identified in Section 2 are not relevant to such orbits, so we shall discard them.

Let us write \( B = B_1 \cup B_2 \), where, in \( \alpha \beta \mu \)-coordinates (2.4), \( B_1 = \{ (\alpha, \beta, \mu) : \alpha = 0, \beta \leq 0 \} \), \( B_2 = \{ (\alpha, \beta, \mu) : \alpha = 0, \beta > 0 \} \). In (2.1) we set \( \mu = \epsilon \bar{\mu} \) with \( \bar{\mu} = 1 \) and we fix a small \( \epsilon > 0 \). The nine transition surfaces \( B, \) etc., intersect the set \( \{ (v_-, b, \mu) : |v_-| \text{ and } |b| \text{ small}, \mu = \epsilon \bar{\mu} \} \) in nine curves which we shall label with the same letters \( B, \) etc. The intersection points \( P_1, \ldots, P_6, Q \) were defined in Section 2. We consider only heteroclinic orbits in \( U \) and \( s \) only in the range \( 2u_\pm - \delta < s < -2u_\pm + \delta \) discussed in Section 2.

Proposition 3.1 The curves \( B_2, \mathcal{H}\{P_1, P_2, P_3, P_6\}, \mathcal{E}_2 \{Q\}, \) and \( \mathcal{F}_1 \{Q\} \) are not relevant to admissible shocks.

Proof Consider \( \mathcal{E}_2 \{Q\} \). One component of \( \mathcal{E}_2 \{Q\} \) in Figure 5 separates regions 2 and 3; the other separates regions 7 and 8. From Figure 6, we see that in passing from region 2 to 3, the sequence \( I_i J_i \) in the bifurcation diagram is replaced by \( I_i H_i \). In all three phase portraits \( I_i, J_i, H_i \), there is no heteroclinic orbit from \( U_- \) to any \( U_\pm \). Therefore the transition is not relevant to admissible shocks. A similar argument applies to regions 7 and 8.

Consider \( \mathcal{F}_1 \{Q\} \). One component of \( \mathcal{F}_1 \{Q\} \) in Figure 5 separates regions 4 and 5; the other separates regions 8 and 9. From Figure 6, we see that in passing from region 4 to 5, the sequence \( G_i H_i B \) in the bifurcation diagram is replaced by \( G_i A B \). In either case there is exactly one \( s \) value greater than the transcritical bifurcation value for which there is a heteroclinic orbit from \( U_- \) to \( U_\pm \). Therefore the transition is not relevant to admissible shocks. A similar argument applies to regions 8 and 9.

The proof is completed by applying similar arguments to the remaining curves \( B_2, \mathcal{H}\{P_1, P_2, P_3, P_6\} \). \( \square \)
In Figure 10, we redraw Figure 7, retaining only those transition curves that are relevant to admissible shocks. As an aid to intuition in solving Riemann problems in Section 4, we have reversed the $v_-$ and $b$ axes in Figure 10. In Figure 11 we give bifurcation diagrams for representative $(b,v_-)$ in the open regions of Figure 10, indicating pairs $(U_-, s)$ and $(U_+, s)$ that correspond to a heteroclinic orbit in $\mathcal{U}$. Heavier curves in Figure 11 locate points $(U_+, s)$ for which the shock (1.5) is compressive, while pairs of dots mark triples $(U_1, U_2, s^*)$ for which there is a special heteroclinic orbit from $U_1$ to $U_2$ with $s = s^*$ in (1.10). These bifurcation diagrams include the transcritical bifurcation near $s = -2u_-$, discussed at the end of Section 2. This bifurcation plays a part in the solution of the Riemann problems (1.1),(1.2) with $U_R$ near $U_L$.

Finally, we introduce some terminology to be used in Section 4. The points $(U_-, \lambda_k(U_-))$ in the bifurcation diagrams of Figure 11 are called primary bifurcation points. If a transcritical or pitchfork bifurcation occurs at a point $(U, s)$ with $U \neq U_-$, we call this point a secondary bifurcation point. We define the Hugoniot locus $H(U_-)$ of a point $U_-$ to be the set of $U$ in $\mathcal{U}$ such that $(U, s)$ satisfies the Rankine-Hugoniot condition (1.6) for some $s \in (2u_- - \delta, -2u_- + \delta)$. 
4 Riemann Problems

In this section, we solve representative Riemann problems (1.1),(1.2) that show the role of undercompressive shocks. The function $F(U)$ is given by (1.3), with parameters $b$ and $\epsilon \neq 0$ both near zero. The construction of solutions provided here uniquely defines a solution for $U_L$ near $(-1,0)$ and $U_R$ in $\mathcal{U}$.

Recall from [16] the structure of solutions of Riemann problems (1.1),(1.2). The Riemann problem is solved by finding a piecewise smooth weak solution $U = U(x/t)$ of (1.1),(1.2). The solution consists of a sequence of shock waves and rarefaction waves, either adjacent to one another in the $(x,t)$-plane, or separating wedges in which $U$ is constant. For each fixed $U_L$, the $U_R$ plane is divided into $U_R$ regions with the property that for each $U_R$ in a region, the sequence of shock and rarefaction waves appearing in the solution of the Riemann problem is the same, with the strengths of the waves varying as $U_R$ varies within the region. Any curve separating $U_R$ regions is called a $U_R$ boundary. As $U_L$ varies, the $U_R$ regions distort. The pattern of $U_R$ regions undergoes qualitative changes as $U_L$ crosses what are called $U_L$ boundaries. The strategy for solving the Riemann problem is to identify $U_L$ boundaries, and to determine the patterns of $U_R$ regions with their associated sequences of waves, for representative $U_L$ not on a $U_L$ boundary.

A centered wave from $U_-$ to $U_+ \neq U_-$ is a centered solution of (1.1) of the form

$$U(x,t) = \begin{cases} 
U_- & \text{if } x < at \\
\tilde{U}(x/t) & \text{if } at < x < bt \\
U_+ & \text{if } x > bt,
\end{cases} \quad (4.1)$$

for some $a \leq b$, in which $\tilde{U}(x/t) \in \mathcal{U}$ is not constant for $x/t$ in any subinterval of $[a,b]$. The numbers $a$ and $b$ will be referred to as the left and right speeds, respectively.

A centered rarefaction wave is a centered wave (4.1) that is continuous for $t > 0$, and in which $\tilde{U}$ is differentiable. $U = \tilde{U}(\xi)$ is necessarily of the following form, for $k = 1$ or $k = 2$:

$$U'(\xi) = r_k(U(\xi))$$
$$\xi = \lambda_k(U(\xi)), \quad (4.2)$$

where $r_k(U)$ is the eigenvector of $dF(U)$ associated with the eigenvalue $\lambda_k(U)$, and normalised by $d\lambda_k(U).r_k(U) = 1$. Curves in the $U$ plane on which $d\lambda_k(U).r_k(U) = 0$ are called inflection loci. If $k = 1$ in (4.2), then the rarefaction wave is slow, whereas for $k = 2$, the
rarefaction wave is fast. Equation (4.2), with initial condition

\[ U(\lambda_k(U_-)) = U_- , \]

and with \( \xi > \lambda_k(U_-) \) increasing, defines two curves with endpoint \( U_- \), called fast and slow rarefaction curves. Note that in a rarefaction wave, \( U \) is constant on characteristics \( x/t = \lambda_k(U) \).

Centered waves consist of adjacent shocks and centered rarefaction waves. A centered wave is \textit{admissible} if each shock in the wave is admissible. A centered wave is \textit{slow} or \textit{fast} depending on whether the individual shocks and rarefactions are slow or fast. In addition to centered waves consisting of individual shocks or rarefactions, we shall also encounter slow rarefaction-shocks and fast shock-rarefactions. In these combination waves, the speed of the shock is that of the characteristic forming one edge of the rarefaction.

Consider the collection of all slow admissible centered waves, with \( U_L \) on the left of the wave in the \( (x,t) \)-plane. Each such wave defines a value \( U_- \) of \( U \) on the right of the wave. The \textit{attached slow wave curve} \( W_1(U_L) \) is defined to be the connected component containing \( U_L \) of this set of \( U_- \) values that lie in the neighborhood \( \mathcal{U} \). \( W_1(U_L) \) is constructed from rarefaction curves, shock curves and rarefaction-shock curves as for strictly hyperbolic equations [ ]. All Lax shocks are admissible in this construction because \( U_- \) is close to \( U_L \). Note that \( W_1(U_L) \) is a \( C^1 \) curve that has a vertical intersection with the u-axis when \( \epsilon = \beta = v_L = 0 \). Therefore, \( W_1(U_L) \) is roughly vertical, and we parameterize \( W_1(U_L) \) by \( v_- \). That is, we shall consider \( u_- \) as a function of \( v_- \) for \( U_- = (u_-, v_-) \) on \( W_1(U_L) \).

There is also a \textit{detached slow wave curve} \( W_1^*(U_L) \) in our problem. This wave curve consists of all \( U_1 \in \mathcal{U} \setminus W_1(U_L) \) for which there is an admissible slow centered wave with \( U_L \) on the left of the wave and \( U_1 \) on the right.

The \textit{undercompressive wave curve} \( \Sigma \) consists of points \( U_+ \) for which there is an undercompressive shock from \( U_- \) to \( U_+ \) for some \( U_- \in W_1(U_L) \).

We remark that there are no undercompressive shocks with \( U_- \in W_1^*(U_L) \) on the left of the shock. This assertion is based on a calculation [19] showing that for \( v_- = \beta = \epsilon = 0, u_- > 0 \), there are no undercompressive shocks with \( U_- = (u_-, 0) \) on the left. Since for \( \beta = \epsilon = 0 \), and \( v_L = 0, u_L < 0 \), \( W_1^*(U_L) \) consists of a portion of the positive \( u \) axis, the assertion follows by continuity.

The \textit{fast wave curve} \( W_2(U_-) \) through a point \( U_- \) consists of points \( U_+ \) in \( \mathcal{U} \) for which
there is an admissible fast centered wave from $U_-$ to $U_+$. The fast wave curve may or may not be connected. Toward the end of the section, we refer to the detached portion of the fast wave curve, and label it $W^*_2(U_-)$.

Let $\mu$ be fixed, with $\mu_5 = 1, \mu_2 + 2\mu_7 < 0$. Consider $\epsilon > 0$ fixed, near zero, and let $b = b_o$ be fixed, also near zero. Fixing these two parameters specifies the system of equations (1.1), (1.3). Now let $U_L = (u_L, v_L)$ with $u_L < 0$, and $v_L$ near zero.

We identify $W_1(U_L)$ with the corresponding vertical line $b = b_o$ in Figure 10. To do so, we need to reinterpret Figure 10 as follows. The curves in Figure 10 for fixed small $\epsilon$ are given by functions of the form

$$v_- = f(b, u_-; \epsilon),$$

(4.3)

with $u_-\text{ fixed.}$ Allowing $u_- < 0$ to vary in (4.3) defines a corresponding transition surface in $(u_-, v_-, b)$-space. For fixed $\epsilon \neq 0$, transition surfaces intersect along curves $C$ of the form

$$C : v_- = g(u_-; \epsilon), \quad b = h(u_-; \epsilon).$$

(4.4)

The functions $g$ and $h$ and hence the curves $C$ extend smoothly to $\epsilon = 0$. (See Theorem 2.4 and Remark 2.4.) For each $U_L$, $W_1(U_L)$ is a curve in $(u_-, v_-)$-space of the form

$$S : u_- = \psi(v_-; b, \epsilon, U_L),$$

(4.5)

with parameters $b, \epsilon, U_L$. Now consider $S$, for fixed $\epsilon$ and $U_L$, as a surface in $(u_-, v_-, b)$-space.

We claim that there is a neighborhood $N$ of $(-1, 0, 0)$ in $(u_-, v_-, b)$-space such that for $\epsilon, v_L, b$ near zero, and $U_L$ near $(-1, 0)$, each curve $C$ is transverse to the surface $S$ in $N$. First note that by continuity, it is sufficient to prove the claim for $\epsilon = 0, U_L = (-1, 0)$. Then to first order in $(b, v_-)$,

$$\psi = -1.$$

Therefore, the normal to $S$ at $(u_-, v_-; b) = (-1, 0, 0)$ is $(1, 0, 0)$. Now $C$ also passes through $(-1, 0, 0)$, by Theorem 2.4, and the tangent vector to $C$ there is $(1, g'(-1; 0), h'(-1; 0))$. Thus for $\epsilon = 0, U_L = (-1, 0)$, the normal vector to $S$ and the tangent vector to $C$ at $(u_-, v_-; b) = (-1, 0, 0)$ are not orthogonal. By continuity, $S$ and $C$ are transversal in some neighborhood of $(u_-, v_-; b) = (-1, 0, 0)$, and the claim is proved.
From the claim it follows that the surface $S$ also intersects each transition surface transversally in a curve. We can now interpret Figure 10 as the projection of these curves onto the $(b,v_-)$-plane. By transversality, the dependence of the curves on $u_-$ does not affect the qualitative structure of the curves in Figure 10, nor their intersections.

Each curve $W_1(U_L)$ with $b = \text{constant}$ in $S$ projects as a vertical line in Figure 10. With this identification of $W_1(U_L)$ with a vertical line in the $(b,v_-)$-plane, we may speak of $W_1(U_L)$ intersecting the transition curves of Figure 10. Each such intersection may correspond to a significant point in the $U_R$ plane, at which one or more boundaries of $U_R$ regions meet. The precise arrangement of $U_R$ regions in a neighborhood of these special $U_R$ points may depend on the sequence of waves joining $U_L$ to $U_-$, which in turn depends on $b$ and the location of $U_L$, or more precisely, on the location of $(b,v_L)$ with respect to the transition curves in Figure 10. This local analysis reveals new $U_R$ boundaries associated with undercompressive shocks.

Using the identification of $W_1(U_L)$ with a vertical line in the $(b,v_-)$-plane, let us describe the undercompressive shock curve $\Sigma$ more precisely. From Figure 11 we see that there is a saddle-to-saddle connection $U_- \rightarrow U_+$ for some value of $s$ and some $U_+$ if and only if $(b,v_-)$ lies between the transition curves $\mathcal{E}$ and $\mathcal{E}_1$. Correspondingly, for each $U_-$ in the portion of $W_1(U_L)$ that projects into Figure 11 as a vertical line between $\mathcal{E}$ and $\mathcal{E}_1$, there is a $U_+ = U_+(U_-)$ such that $U_- \rightarrow U_+$ is a saddle-to-saddle connection for some $s = s_+$. For $U_- \in W_1(U_L)$, let the slow centered wave joining $U_L$ to $U_-$ have right speed $s_-$. The curve $\Sigma$ is then defined by

$$\Sigma = \{ U = U_+(U_-) : U_- \in W_1(U_L), \text{ between } \mathcal{E} \text{ and } \mathcal{E}_1, \ s_+ > s_- \}.$$  

We proceed by considering each of the transition curves $\mathcal{B}, \mathcal{P}, \mathcal{E}, \mathcal{F}, \mathcal{E}_1, \mathcal{F}_2$ of Figure 10 in turn, establishing how they affect the local structure of the $U_R$-plane. We then show in one example how to combine the local pieces of the $U_R$-plane to provide a more global picture of the solution of the Riemann problem.

The transition curve labelled $\mathcal{B}$ in Figure 10 corresponds to the occurrence of a secondary bifurcation point $(\bar{B}, \bar{s})$. The corresponding special value of $U_R$ is labelled $\bar{B}$ in Figures 15-17. As explained in [16], there is no $U_R$ boundary (in the sense defined here) through $\bar{B}$.

The transition curve $\mathcal{P}$ of Figure 10 corresponds to a primary pitchfork bifurcation at
\((U_-, \lambda_1(U_-))\) in the bifurcation diagram. \(P\) is therefore an inflection locus (see [16]). The associated special value of \(U_R\) is marked \(U_R^p\) in Figure 16; it is defined by a saddle-to-saddle connection \(U_P \rightarrow U'_P\) at some value of \(s\). The fast wave curve through \(U'_P\) is a \(U_R\) boundary because the slow wave in the solution of the Riemann problem changes from a rarefaction wave to a rarefaction-shock as \(U_R\) crosses this curve. Although this is a new \(U_R\) boundary, it involves a phenomenon (namely pitchfork bifurcation) that was explained previously [16].

The remaining four transition curves \(\mathcal{E}, \mathcal{F}, \mathcal{E}_1\) and \(\mathcal{F}_2\) of Figure 10 give rise to new \(U_L\) and \(U_R\) boundaries. Each of these boundaries involves undercompressive shocks. Transition curves \(\mathcal{E}, \mathcal{F}\) also affect fast shocks, while \(\mathcal{E}_1\) and \(\mathcal{F}_2\) also affect slow shocks. (This can be deduced by observing which parts of the bifurcation diagrams change as \((b, v_-)\) crosses a transition curve in Figure 10.)

### 4.1 Transition curves for fast waves

In Figure 12 we show the role of the transition curves \(\mathcal{E}\) and \(\mathcal{F}\) in solving Riemann problems. In this Figure we show local coordinate systems of fast wave curves. We also label \(U_R\) regions by the sequence of waves appearing in the solution of the Riemann problem for \(U_R\) in that region. The letter \(\Sigma\) represents an undercompressive shock, while the letters \(R, S, (SR)\) indicate the nature of a wave (here, the fast wave) as rarefaction, shock or shock-rarefaction, respectively. Wave curves that are also \(U_R\) boundaries are drawn thicker in the Figure. We use the letter \(W\) to represent the slow wave, which may be a shock, rarefaction, or rarefaction-shock.

In Figure 12, there are two new types of \(U_R\) boundary. The undercompressive shock curve \(\Sigma\) (defined above) locates values of \(U_+\) for which \(U_- \rightarrow U_+\) is an undercompressive shock, as \(U_-\) moves along \(W_1(U_L)\). The other new type of boundary is labeled \(S_0\) in Figure 12.

To define the curve \(S_0\), let \((b, v_-)\) lie between transition curves \(\mathcal{E}\) and \(\mathcal{F}\) in Figure 10. We see from the corresponding bifurcation diagrams in Figure 11 that the curve of fast compressive shocks terminates at a point \((U_1, s^*)\) because of the presence of a saddle-to-saddle connection. The corresponding phase portrait for (1.10), with \(s = s^*\), is shown in Figure 13(c). In this Figure, we have labelled the equilibria as \(U_-, U_+, U_1\), where \(U_- \rightarrow U_+\) is the saddle-to-saddle connection, and \(U_1 = U_1(U_-)\) is the stable node. In
particular, \( U_+ \in \Sigma \). The curve \( S_\sigma \) is defined by:

\[
S_\sigma = \{ U = U_1(U_-) : U_- \in W_1(U_L) \} \text{ between } \mathcal{E} \text{ and } \mathcal{F} \}.
\]

Note that the curve of fast Lax shocks extends beyond \( U_1 \) (to the right of \( S_\sigma \) in Figure 12), but the corresponding fast shocks are not admissible.

Now \( U_1 \) lies in the Hugoniot locus \( H(U_-) \) of \( U_- \), and marks the end of a fast compressive shock curve, as explained above. However, \( U_1 \) also lies in the Hugoniot locus \( H(U_+) \) of \( U_+ \), and marks the end of a fast compressive shock curve \( S_2(U_+) \) through \( U_+ \). The curve \( S_2(U_+) \) terminates at \( U_1 \) because the shock speed \( s \) decreases along \( S_2(U_+) \) as \( U \) moves away from \( U_+ \), and becomes \( s_* \) precisely at \( U = U_1 \). Therefore, although there are compressive shocks from \( U_+ \) to points \( U \in H(U_+) \) beyond \( U_1 \) (to the left of \( S_\sigma \) in Figure 12), these shocks cannot be used to solve the Riemann problem because their speeds are smaller than the speed \( s_* \) of the undercompressive shock \( U_- \rightarrow U_+ \). Note that this observation preserves the property of uniqueness in our construction of solutions of Riemann problems.

At this point, it is convenient to assume that \( \Sigma \) is transverse to the fast wave curves through points of \( \Sigma \):

**Assumption 4.1** For each \( U \in \Sigma \), \( \Sigma \) is transverse to the right eigenvector \( r_2(U) \) of \( DF(U) \).

The status of Assumption 4.1 is discussed at the end of this section.

In Figure 12(a) we represent the transition in the solution of the Riemann problem when \( U_- \) crosses the curve \( \mathcal{E} \), while Figures 12(b),(c) show the solution as \( U_- \) crosses the curve \( \mathcal{F} \). In drawing these figures, we rely upon Assumption 4.1 to ensure that the fast wave curves \( W_2(U), U \in \Sigma \) do not intersect.

### 4.1.1 Transition curve \( \mathcal{E} \)

As \( W_1(U_L) \) crosses \( \mathcal{E} \), at \( U_\mathcal{E} \), there is a point \( U'_\mathcal{E} \) and a heteroclinic orbit \( U_\mathcal{E} \rightarrow U'_\mathcal{E} \) for \( s = \lambda_2(U_\mathcal{E}) \). For \( U_R \) below \( mU'_\mathcal{E} n \) in Figure 12(a) the Riemann problem solution has \( U_- = (u_-, v_-) \in W_1(U_L) \) corresponding to \( (b, v_-) \) below \( \mathcal{E} \) in Figure 10. Using the corresponding bifurcation diagrams from Figure 11, and using the definition of \( S_\sigma \) given above, we make the following observations about the structure of the Riemann problem solution. For \( U_R \) to the left of \( S_\sigma \), the Riemann problem solution has a slow wave \( W \) and a fast shock, as shown in Figure 13(a). However, for \( U_R \) on the right of \( S_\sigma \), the Riemann
problem solution has a slow wave, an undercompressive shock and a fast shock. As \( U_R \) approaches \( S_\sigma \) from the right, the fast shock speed decreases and approaches that of the undercompressive shock. In the limit, i.e., for \( U_R \) exactly on \( S_\sigma \), there is a slow wave and a fast shock.

As \((b, v_-)\) approaches the transition curve \( E \) of Figure 10 from below, the \( U_R \) boundaries \( S_\sigma \) and \( \Sigma \) approach and meet at \( U'_S \) in Figure 12(a). For \( U_- \) above \( E \) (i.e., \((b, v_-)\) above \( E \) in Figure 10), there are no undercompressive shocks with \( U_- \) on the left of the shock. Moreover, the fast shock curve now includes all fast Lax shocks, so that the fast shock curve terminates at a limit point, on the dotted line labeled \( L \) in Figure 12(a) and emanating from \( U'_S \). Note that \( U'_S n \) is a \( U_R \) boundary, but that \( mU'_S \) is not a \( U_R \) boundary.

### 4.1.2 Transition curve \( F \)

The transition curve \( F \) has to be considered in two parts, one part being the boundary between regions 9 and 12 in Figure 10, and the other part being the rest. Solutions of the Riemann problem involving \( F \) are shown in Figures 12(b,c).

As \( W_1(U_L) \) crosses \( F \), at \( U_F \), there are points \((U'_F, s), (Q, s)\) in the bifurcation diagram for (1.8) such that \( s = \lambda_2(Q) \) and there is a heteroclinic orbit \( U_F \to U'_F \) at speed \( s \). The points \( U'_F \) and \( Q \) are shown in Figures 12(b,c).

We first explain Figure 12(b), in which \( W_1(U_L) \) crosses \( F \) between regions 9 and 11, or 8 and 9, or 3 and 4. The admissible portion of the fast shock curve for \( U_- \) shrinks to \( Q \) as \( U_- \) approaches \( F \) from above. Since there are undercompressive shocks for \( U_- \) on each side of \( F \), the undercompressive shock curve \( \Sigma \) persists. The role of \( \Sigma \) is to provide starting points for fast shock curves that replace the shrinking fast shock curve segments associated with \( U_- \) on \( W_1(U_L) \). To put it another way, the solution of the Riemann problem involves the same sequence of waves for \( U_R \) above \( Qn \) in Figure 12(b) as for \( U_R \) below \( Qn \), so that \( Qn \) is not a \( U_R \) boundary. Note however, that \( mQ \) is clearly a \( U_R \) boundary.

In Figure 12(c), we show the solution of the Riemann problem when \( W_1(U_L) \) crosses \( F \) from region 9 to region 12. Here, the curve of limit points through \( Q \) is not monotonic because the shock curve to the left of \( S_\sigma \) does not shrink to \( Q \) as \( U_- \) approaches \( F \).

The curves \( S_\sigma \cup U'_S \) in Figure 12(a) and \( S_\sigma \cup mQ \) in Figures 12(b,c) have the following additional significance as \( U_R \) boundaries. For \( U_R \) on the left of these curves, the solution
of the Riemann problem consists of a slow wave and a fast shock-rarefaction wave. As $U_R$ crosses the curve, an undercompressive shock wave splits off from the fast wave, as in Figure 13, so that the solution consists of three waves.

The transition curves $\mathcal{E}, \mathcal{F}$ are also $U_L$ boundaries. To see this, first note that the fast wave curve $W_2(U_L)$ is a $U_R$ boundary because (except for $U_L \in \mathcal{P}$) when $U_R$ is on one side of $W_2(U_L)$, the slow wave is a shock, and when $U_R$ is on the other side of $W_2(U_L)$, the slow wave is a rarefaction. As $U_L$ passes through $\mathcal{E}$ or $\mathcal{F}$, the curve $W_2(U_L)$ passes through the corresponding point $U'_\mathcal{E}$ or $U'_\mathcal{F}$, thus rearranging the pattern of $U_R$ regions.

4.2 Transition curves for slow waves

We described the transition curves $\mathcal{E}, \mathcal{F}$ above primarily in terms of their influence on $U_R$ regions. By contrast, we focus on the role of the transition curves $\mathcal{E}_1, \mathcal{F}_2$ as $U_L$ boundaries. Solutions of Riemann problems involving these boundaries are illustrated in Figure 14.

In Figure 14, we modify the conventions of Figure 12 as follows. We draw fewer fast wave curves, and we show the $U_R$ regions only near the detached wave curve labelled $CD$ in the Figure. Here, $W$ stands for a fast centered wave, while the letters $R, S, (RS)$ indicate the nature of the slow wave.

Before explaining Figure 14, we discuss the relevant portions of the bifurcation diagrams of Figure 11. In these bifurcation diagrams, we shall refer to the primary bifurcation branch through $(U_-, \lambda_1(U_-))$ as $ab$ and the detached branch as $cd$. In each bifurcation diagram, there are four dots indicating the presence of certain special heteroclinic orbits, as discussed in Section 2. At one value of $s$, there is a pair of dots, one dot on the $s$ axis at a point $D = (U_-, s)$, with the second dot at a point $D' = (U'_-, s)$ on $cd$. Correspondingly, there is a heteroclinic orbit $U_- \rightarrow U'_-$ at speed $s$. The second pair of dots is at a different value $s^*$ of $s$, and signifies a remote heteroclinic orbit $U_1 \rightarrow U_+$ from $U_1 \neq U_-$ near $U_-$ (i.e., $Q = (U_1, s^*) \in ab$) to $U_+$, with $Q' = (U_+, s^*) \in cd$. These features are labeled in region 9 of Figure 11. Note that $U'_-$ and $U_+$ are saddle points, while $U_-$ is a saddle for $s > \lambda_1(U_-)$, and an unstable node for $s < \lambda_1(U_-)$. $U_1$ is a saddle point for $s < \lambda_1(U_-)$.

We now turn to an explanation of the wave curves represented in Figure 14. In each figure, we show a portion $AB$ of the attached slow wave curve $W_1(U_L)$ and a detached wave curve labelled $CD$. The detached wave curve $CD$ consists of the detached slow wave curve $W_1^*(U_L)$ and part of the undercompressive shock curve $\Sigma$. Note that the curve
$CD$ in Figure 14 is roughly horizontal so that it has transversal intersection with the fast wave curves, which are roughly vertical. Consequently, fast wave curves originating at distinct points of $CD$ do not intersect. It follows by continuous dependence that we have existence and uniqueness of solutions of the Riemann problem obtained by the wave curve construction.

For each $U_L$, the slow wave curve $W_1(U_L)$ cuts the three transition curves $F_2, P, E_1$. These intersections give rise to transitions in the detached wave curve $CD$. In Figure 14, the intersection of $W_1(U_L)$ with each of $F_2, P, E_1$ is labeled with the corresponding letter $U_{F_2}, U_P, U_{E_1}$. For definiteness, we suppose $W_1(U_L)$ lies to the left of $F_2 \cap E_1$, with sections labeled 4,5,10 on $W_1(U_L)$ corresponding to regions in Figure 10. (For $W_1(U_L)$ lying to the right of the intersection, the sequences of events along wave curves are different only in detail.) As remarked above, the location of $U_L$ with respect to $F_2, P, E_1$ is important. All the new features of this dependence are captured by taking $U_L$ successively in regions 4,5,10 of Figure 10.

For $U$ on $W_1(U_L)$, we use the notation $U'$ to indicate that $U \rightarrow U'$ is a heteroclinic orbit. We use the notation $S^*_i = S^*_i(U_L)$ to denote the detached portion of the slow shock curve. (I.e., $S^*_i$ is a portion of the Hugoniot locus $H(U_L)$ not lying on $W_1(U_L)$ and consisting of admissible slow Lax shocks.)

### 4.2.1 $U_L$ in region 4, above $E_1$.

Here, all slow Lax shocks in $H(U_L)$ are admissible. It follows that the rarefaction-shock construction may be used with the end points of the detached shock curves $S^*_i(U_-)$ as $U_-$ moves along the portion of the rarefaction curve $U_L U_{E_1}$ lying in region 4. This explains the section labeled $U_{E_1} D$ of the detached wave curve $CD$.

At $U = U_{E_1}$, the rarefaction shock involves a shock wave for which there is a separatrix connection. For each $U_-$ in the section $AU_{E_1}$ of $W_1(U_L)$, there is a corresponding $U'_-$ in the section $CU_{E_1}$ such that $U_- \rightarrow U'_-$ is an undercompressive shock with speed greater than the right speed of the wave from $U_L$ to $U_-$. For $U_-$ in sections 5,10 however, the corresponding shocks $U_- \rightarrow U'_-$ are too slow. For example, consider $U_-$ in section 5a of $W_1(U_L)$. Then there is a slow rarefaction wave from $U_L$ to $U_-$, with fastest speed $\lambda_1(U_-)$. The only admissible shocks on segment $cd$ of the bifurcation diagram for $U_-$ have speeds strictly less than $\lambda_1(U_-)$. Therefore these
shocks cannot be used in the construction of Riemann problem solutions for this value of $U_L$. In particular, the heteroclinic orbit $U_- \rightarrow U_-'$ has speed less than $\lambda_1(U_-)$. The only shock in the bifurcation diagram that can be used here corresponds to a rarefaction-shock in which the shock has speed $\lambda_1(U_-)$ and connects $U_-$ to a point $U_1$ on the attached rarefaction-shock curve, shown as a railroad track in Figure 14. However, the shock speed $\lambda_1(U_-)$ is strictly greater than $\lambda_1(U_1)$, so there can be no faster slow shock with $U_1$ on the left. Moreover, since $U_1$ lies in region 5b or region 10 of Figure 10, the admissible shock $U_1 \rightarrow U_1'$ has speed less than $\lambda_1(U_1)$, so is too slow to be used. Exactly the same argument applies for $U_-$ in section 5b of $W_1(U_L)$ except that the point $U_-$ may be reached by a shock or a rarefaction-shock.

For $U_-$ in region 10 however, there are admissible shocks from $U_-$ to $U_1$ on $cd$ with speeds $s \leq \lambda_1(U_-)$. But $U_L$ is joined to $U_-$ by a shock or rarefaction-shock whose right speed is strictly larger than $\lambda_1(U_-)$. From Figure 11, region 10, we see that the only admissible shocks with $U_-$ on the left and speed larger than $\lambda_1(U_-)$ are fast shocks. We conclude that Figure 14(a) is a complete local picture of the slow wave curves and nearby undercompressive shocks, for $U_L$ in region 4. The solution of the Riemann problem for $U_R$ near $CD$ is completed by filling in the fast wave curves $W_2(U)$, with $U \in CD$.

4.2.2 $U_L$ in region 5.

For $U_L$ in regions 5 or 10, the end point $U^*$ of $S_1^*$ has corresponding speed $s^* < \lambda_1(U_L)$. Therefore, the curve $S_1^*$ of detached admissible shocks shown in Figures 14(b,c,d) omits some Lax shocks. The point $Q$ of Figure 11, region 5 is projected in Figure 14(b) as $U_Q$. Then $U_L \rightarrow U_Q'$ is a saddle-to-saddle connection, with $U_Q'$ lying at the end of $S_1^*$. Thus $U_L \rightarrow U_Q'$ is an admissible slow shock that is the superposition of a slow shock $U_L \rightarrow U_Q$ and an undercompressive shock $U_Q \rightarrow U_Q'$ at the same speed. For intermediate states $U$ above $U_Q$ on $W_1(U_L)$, as shown, there is also a saddle-to-saddle connection $U \rightarrow U'$, with the locus of $U'$ (as $U$ moves along $S_1(U_L)$) forming a curve shown as $U_Q'C$ in Figure 14(b).

For $U_-$ between $U_{E_1}$ and $U_Q$, there is an undercompressive shock $U_- \rightarrow U_-'$, but its speed $s_-$ is smaller than the speed of the slow shock $U_L \rightarrow U_-$, even though it is larger than the characteristic speed $\lambda_1(U_-)$. For example, for $U_- = U_{E_1}$, the shock $U_- \rightarrow U_-'$ has speed $\lambda_1(U_-)$. But $\lambda_1(U_-) < s$ by the Lax condition on slow shocks, where $s$ is the
speed of the slow shock joining $U_L$ to $U_-$. Therefore, these shocks cannot be used in solving the Riemann problem for this $U_L$.

As for Figure 14(a), there are no undercompressive shocks associated with $U$ in section $U_{E_1}B$, so the picture of wave curves in Figure 14(b) is complete.

The explanation of Figure 14(c), in which $U_L$ lies between $P$ and $F_2$, is similar to that of Figure 14(b). The point $U_{E_1}$ may or may not lie within the railroad track. Comparing Figure 14(b),(c), we see that the transition curve $P$ has no effect on the wave curve $CD$ or the $U_R$ regions near $CD$.

### 4.2.3 $U_L$ in region 10, below $F_2$.

Consider the rarefaction curve $U_L U_{F_2}$, which lies in region 10. From Figure 11, region 10, we see that there is a detached rarefaction-shock curve connected to the end of $S^*_1$. That is, there is a rarefaction wave from $U_L$ to a point $U_-$ on $U_L U_{F_2}$ followed by a shock at speed $\lambda_1(U_-)$ from $U_-$ to a point $U_1$ on $W^*_1(U_L)$. At $U_-=U_{F_2}$, this rarefaction-shock construction breaks down due to the presence of a remote saddle-to-saddle connection, $\tilde{U}_{F_2} \rightarrow \tilde{U}'_{F_2}$ at speed $s = \lambda_1(U_{F_2})$, for some point $\tilde{U}_{F_2}$ on the attached rarefaction-shock curve (the railroad track portion of $W_1(U_L)$). We claim that $\tilde{U}_{F_2}$ must lie above $U_{E_1}$ as shown in Figure 14(d).

To prove the claim, let $U_- \in F_2 \cap W_1(U_L)$ be the point labeled $U_{F_2}$ in Figure 14(d). Let $\bar{s} = \lambda_1(U_-)$ denote the speed of the shock in the rarefaction-shock construction, and let $\bar{U} = \bar{U}_{F_2}$ denote the value of $U$ on the right of the wave. Then

$$\lambda_1(\bar{U}) < \bar{s} = \lambda_1(U_-) < \lambda_2(\bar{U}).$$

Also, if $s' = \lambda_1(U_-)$ is the speed of the undercompressive shock $\bar{U} \rightarrow \bar{U}' = \bar{U}'_{F_2}$, then

$$\lambda_1(\bar{U}') < s' = \lambda_1(U_-) < \lambda_2(\bar{U}'),$$

since this corresponds to the detached heteroclinic orbit for $U_-$ on $F_2$. From (4.6),(4.7), we deduce that

$$\lambda_1(\bar{U}) < s'.$$

It follows that $\bar{U}$ lies in region 4, the only region in which the pair of dots labelled $D, D'$ in Figure 11 lies to the right of the plane $s = \lambda_1(\bar{U})$. The proof of the claim is complete.
The importance of the location of $\tilde{U}_{\mathcal{F}_2}$ relative to $U_{\mathcal{E}_1}$ is that it allows the construction of the undercompressive shock curve $\Sigma$ attached to $\tilde{U}_{\mathcal{F}_2}$.

The structure of Figure 14(d) is now readily comprehended. The section $CU_{\mathcal{F}_2}$ corresponds to undercompressive shocks $U \rightarrow U'$ with $U$ as shown in the section $A\tilde{U}_{\mathcal{F}_2}$ of $W_1(U_L)$.

4.3 Solution of a sample Riemann problem

The solution of Riemann problems involves fixing $b$, and constructing wave curves for each $U_L$, as above, by varying an intermediate state $U_-$ on $W_1(U_L)$. As $U_-$ moves along $W_1(U_L)$, the corresponding point $(b, v_-)$ moves along a vertical path in Figure 10, intersecting a sequence of $U_L$ boundaries. It is clear that there are a large number of different cases to consider, depending on the location of $(U_L, b)$. To illustrate the solution of Riemann problems, we choose a representative $(U_L, b)$ in sector 2 of Figure 10, such that $(b, v_-)$ intersects the sequence 1,2,7,8,9,10 of sectors in Figure 10. This sequence is chosen so that transitions in slow waves occur both before and after transitions involving fast waves. Despite this mixing, there is no interaction between the phenomena that we have discussed separately above.

In Figures 15-17 we represent the solution of the Riemann problem for this example. In Figure 15, points are labeled on the attached slow wave curve $W_1(U_L)$ to indicate where $(b, v_-)$ crosses a transition curve of Figure 10. These points have counterparts on the detached slow wave curve $W_1^*(U_L)$, on the undercompressive shock curve $\Sigma$ and on the curve $S_\tau$, as explained below. The solution of the Riemann problem may be read off in its entirety from Figure 15, by understanding this correspondence, and by using the structure of the wave curves shown in Figure 15.

Figure 16 shows the division of the $U_R$ plane into $U_R$ regions. Each region is labeled according to the sequence of waves occurring in the solution of the Riemann problem when $U_R$ lies in that region. The first letters $S, R$, or $(RS)$ indicate the nature of the slow wave. Similarly, the final letters $S, R$, or $(SR)$ indicate the nature of the fast wave. The letter $\Sigma$ indicates the use of an undercompressive shock. In Figure 17, we show the broad structure of the coordinate system of wave curves used to construct solutions of the Riemann problem.

First we explain the correspondence of points in Figure 15. The point $\tilde{B}$ indicates the
secondary bifurcation point associated with $U_\ast = U_B$ on $W_1(U_L)$. For $U_\ast$ above $U_B$ on $W_1(U_L)$, the fast shock curve $S_2(U_\ast)$ is connected, whereas for $U_\ast$ below $U_B$, and above $\mathcal{F}$, there is a detached portion $S_2^\ast(U_\ast)$ of the fast shock curve. From Subsection 4.1, we see that the end points of $S_2^\ast(U_\ast)$ form two curves as $U_\ast$ varies along $W_1(U_L)$ below $U_B$, and above $U_{\mathcal{F}}$. The locus of one end point of $S_2^\ast(U_\ast)$ defines the curve labelled $\tilde{B}U'_\mathcal{F}U''_\mathcal{F}$ in Figure 15, while the locus of the other end forms part of the curve of limit points labelled $L'$. Correspondingly, for each $U_\ast \in W_1(U_L)$ between $U_B$ and $U_{\mathcal{F}}$, the fast wave curve has an attached portion containing $U_\ast$ and a detached portion $W_2^\ast(U_\ast)$. In particular, $W_2^\ast(U_L)$ is a $U_R$ boundary. As $U_R$ crosses $W_2^\ast(U_L)$, $W_2^\ast(U_L)$, the slow wave changes from a shock to a rarefaction. The solution of the Riemann problem for $U_R$ on $W_2^\ast(U_L)$ consists of a fast wave only. Note that this is true also of the attached fast wave curve $W_2(U_L)$ through $U_L$.

The points $U'_\mathcal{F}, U''_\mathcal{F}$ and the curves joining them, correspond to a combination of the constructions of Figure 12.

The point $I'$ simply labels the intersection of the locus of inflection points with the undercompressive shock curve $\Sigma$. The corresponding point $I$ shown on $W_1(U_L)$ is defined by the property that $I \rightarrow I'$ is an undercompressive shock. Note that, although the bifurcation from $U = I', s = \lambda_2(I')$ is supercritical, the connection $I \rightarrow I'$ joins two hyperbolic saddle points.

The shock $U_{\mathcal{F}2} \rightarrow \tilde{U}_{\mathcal{F}2}$ is special because it marks the transition between the undercompressive waves, and the detached rarefaction-shock curve, at $\tilde{U}_{\mathcal{F}2}'$. This transition is the same as that of Figure 14(d).

In Figure 17, we point out the broad structure of the pattern of wave curves in Figure 15. This broad structure is common to all the possible Riemann problems obtained by varying $b$ and $U_L$ in the neighborhood considered in this paper. In the area labeled 1, the solution is obtained using the classical construction of Lax [11], as generalized by Liu [12] to allow for loss of genuine nonlinearity. For $U_R$ in area 2, the solution involves a classical slow wave joining $U_L$ to a point $U_m$ on $W_1(U_L)$, and a fast wave joining $U_m$ to $U_R$. The fast wave curve $W_2^\ast(U_m)$ involved in this construction passes through $U_R$, in area 2, but does not include any point of $W_1(U_L)$. In area 3, the solution involves a slow wave to a point $U_m$ on $W_1(U_L)$, an undercompressive shock from $U_m$ to $U'_m$ on $\Sigma$, and a fast wave from $U'_m$ to $U_R$. In area 4, the solution involves a slow wave joining $U_L$ to a point $U_m$ on the detached slow wave curve labeled $W_1^\ast(U_L)$, followed by a fast wave from $U_m$ to $U_R$. Note
that if the slow wave is a rarefaction-shock, then the intermediate states in the rarefaction wave lie on $W_1(U_L)$.

As $\epsilon \to 0$, area 2 in Figure 17 shrinks to a curve, and the undercompressive shock curve $\Sigma$ becomes a straight line. We recover the solution of the Riemann problem described in [20] for quadratic nonlinearities. The new features of the construction presented here, with $\epsilon \neq 0$, are the construction of the curve $\Sigma$, and the appearance of detached fast shock curves.

We end this section with a discussion of Assumption 4.1. It is not hard to verify that $\Sigma$ is transverse to $r_2(U)$ for each $U$ outside a small neighborhood of $U = (\frac{1}{3}, 0)$. In other words, we can verify Assumption 4.1 except in some neighborhood of the point $U'$. If Assumption 4.1 should turn out to be false, then solutions of the Riemann problem can still be constructed as described in this section, except that fast wave curves through some points of $\Sigma$ overlap in the $U$-plane. This implies that the solution is not unique for some initial data (1.2). We conjecture however, that Assumption 4.1 is true, in which case the solution obtained through our construction is unique.
5 Bifurcation Analysis

In this section we prove the results of Section 2 about the family of bifurcation problems \( \dot{U} = G(U, s, M) \) given by (2.1). We study separately the intervals \( 2u_\delta - \delta \leq s \leq 2u_\delta + \delta, \ 2u_\delta + \delta \leq s \leq -\frac{2}{3}u_\delta - \delta, \) and \( -\frac{2}{3}u_\delta - \delta \leq s \leq -\frac{2}{3}u_\delta + \delta. \) We study these intervals in the order: second, third, first. In a final subsection we prove those results of Section 2 that use the analysis of more than one interval.

We recall that \( U \in \mathcal{U}, \) and we restrict to \( |M| < \delta. \)

We first note that for \( 2u_\delta - \delta \leq s \leq -\frac{2}{3}u_\delta + \delta, \) the differential equation \( \dot{U} = G(U, s, M) \) has an equilibrium at \((u_\delta, v_\delta)\) with a unique invariant curve tangent to the eigendirection for the larger eigenvalue. This curve meets the line \( u = -\frac{s}{2} \) in a point \( \tilde{U}_1(s, M). \) See Figure 18. Also, for \( 2u_\delta - \delta \leq s < -\frac{2}{3}u_\delta \) and \( M \) near 0 (depending on \( s \)) there is a hyperbolic saddle \( \overline{U}(s, M) \) near \((-u_\delta - s, 0)\). Its stable manifold meets the line \( u = -\frac{s}{2} \) in a point \( \tilde{U}_2(s, M). \) We define a function \( d(s, M) \) that measures the separation of \( \tilde{U}_1(s, M) \) and \( \tilde{U}_2(s, M): \)

\[
d(s, M) = G((-\frac{s}{2}, 0), s, 0) \wedge (\tilde{U}_1(s, M) - \tilde{U}_2(s, M)),
\]

where \( \wedge \) means determinant. We have \( d(s, 0) = 0. \) The function \( d \) is \( C^k, \) where \( k \to \infty \) as \( \delta \to 0 \) [21].

5.1 Melnikov integrals

In this subsection we evaluate the partial derivatives of \( d \) at \((s, 0)\) for \( 2u_\delta < s < -\frac{2}{3}u_\delta. \)

For \( 2u_\delta - \delta \leq s \leq -\frac{2}{3}u_\delta + \delta, \) let \( \gamma_s(t) = (u_s(t), 0) \) be the solution of \( \dot{U} = G(U, s, 0) \) that passes through \((-\frac{s}{2}, 0)\) at \( t = 0. \) Then

\[
u_s(t) = \left[ e^{(2u_\delta + s)t} + 1 \right]^{-1} \left[ e^{(2u_\delta + s)t} u_\delta - (u_\delta + s) \right].
\]

The solution \( \gamma_s(t) \) runs along the \( u \)-axis from \((u_\delta, 0)\) to \((-u_\delta - s, 0). \) For \( 2u_\delta \leq s \leq -\frac{2}{3}u_\delta, \) the image of \( \gamma_s(t) \) is a separatrix connection.

Let

\[
J_s(t) = \exp \left[ - \int_0^t \text{div} G(\gamma_s(r), s, 0)dr \right] = e^{2st}.
\]

Let \( p \) denote any of \( b, v_\delta, \mu_1, \ldots, \mu_8. \) If both \((u_\delta, 0)\) and \((-u_\delta - s, 0)\) are saddles (i.e., if
2u_- < s < -\frac{2}{3}u_-), then \( \frac{\partial d}{\partial p}(s, 0) \) is given by the Melnikov integral:

\[
\frac{\partial d}{\partial p}(s, 0) = \int_{-\infty}^{\infty} J_s(t) G(\gamma_s(t), s, 0) \Lambda \frac{\partial G}{\partial p}(\gamma_s(t), s, 0) dt = \int_{-\infty}^{\infty} e^{2st} \dot{u}_s(t) \frac{\partial G_2}{\partial p}((u_s(t), 0), s, 0) dt.
\]

See [18]. For \( i \neq 5 \), \( \frac{\partial G_2}{\partial u_i}((u, 0), s, 0) = 0 \), so \( \frac{\partial d}{\partial u_i}(s, 0) = 0 \).

The other integrals are of the form

\[
\int_{-\infty}^{\infty} e^{2st} \dot{u}_s P(u_s) dt,
\]

where \( P \) is a polynomial. We make the substitution

\[
u = u_s(t), \quad du = \dot{u}_s dt = (u_- - u_s)(u_s + u_- + s) dt.
\]

This substitution and the initial condition \( u_s(0) = -\frac{s}{2} \) imply that

\[
t = \frac{1}{2u_- + s} \ln \left[ \frac{u + u_- + s}{u_- - u} \right].
\]

Therefore (5.2) becomes

\[
\int_{u_-}^{-u_- - s} \left[ \frac{u + u_- + s}{u_- - u} \right]^{2s/(2u_- + s)} P(u) du.
\]

(5.3)

If \( s = 0 \), the integral is elementary. If \( 2u_- < s < -\frac{2}{3}u_- \), \( s \neq 0 \), we substitute

\[
z = \frac{u + u_- + s}{u_- - u}, \quad u = u_- - \frac{2u_- + s}{z + 1}, \quad du = \frac{2u_- + s}{(z + 1)^2} dz.
\]

Then (5.3) becomes

\[
\int_{\infty}^{0} z^{2s/(2u_- + s)} Q(z) dz,
\]

where

\[
Q(z) = \frac{2u_- + s}{(z + 1)^2} P \left( u_- - \frac{2u_- + s}{z + 1} \right).
\]

Thus \( Q \) is a polynomial in \( \frac{1}{z+1} \). This type of integral is evaluated by residues ([14], p. 304); the only pole of \( Q \) is at \( z = -1 \).

The results are as follows. Let

\[
\zeta(s) = \begin{cases} \pi s(s - 2u_-) \sin \frac{2u_- + 3s}{2u_- + 3u_-} \pi, & 2u_- < s < -\frac{2}{3}u_-, \quad s \neq 0; \\ 2u_-^2, & s = 0. \end{cases}
\]
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Then
\[ \frac{\partial d}{\partial v_+}(s,0) = 2\zeta(s), \]
\[ \frac{\partial d}{\partial b}(s,0) = \frac{2}{3} u_- \zeta(s), \]
\[ \frac{\partial d}{\partial \mu_5}(s,0) = \frac{1}{3} u_-(s + 3u_-) \zeta(s). \]
(5.4)

5.2 Bifurcation of the separatrix connection for \( 2u_- + \delta \leq s \leq -\frac{2}{3} u_- - \delta \).

For \( s \) in this interval and \( |M| < \delta, d(s,M) = 0 \) if and only if the saddles \((u_-,v_-)\) and \((\bar{U},M)\) are joined by a separatrix connection near the \( u \)-axis. For fixed \( M \), condition (II) of Section 2 is satisfied on the interval \( 2u_- + \delta \leq s \leq -\frac{2}{3} u_- - \delta \) provided \( d(s,M) = 0 \) implies \( \frac{\partial d}{\partial s}(s,M) \neq 0 \).

We recall the curve (2.2),
\[ v_- = \phi(b) = -\frac{1}{3} u_- b + \cdots. \]

For \( 2u_- + \delta \leq s \leq -\frac{2}{3} u_- - \delta \), \( d(s,v_-,b,0) = 0 \) if and only if \( v_- = \phi(b) \).

Fix \( \bar{\mu} \) with \( \bar{\mu}_5 = 1 \). Let
\[ \hat{d}(s,v_-,b,\epsilon) = d(s,v_-,b,\epsilon \bar{\mu}). \]

\textbf{Theorem 5.1} There are smooth functions \( \xi(b,\epsilon), \eta(b,\epsilon), \) with
\[ \xi(b,\epsilon) = \epsilon \left( -\frac{1}{6} u_- (5u_- + \delta) + \mathcal{O}(|b,\epsilon|) \right), \]
\[ \eta(b,\epsilon) = \epsilon \left( -\frac{1}{6} u_- \left( \frac{7}{3} u_- - \delta \right) + \mathcal{O}(|b,\epsilon|) \right), \]
such that for \((v_-,b,\epsilon)\) small, the equation
\[ \hat{d}(s,v_-,b,\epsilon) = 0 \]
(5.5)
has a solution in \( 2u_- + \delta \leq s \leq -\frac{2}{3} u_- - \delta \) if and only if
\[ \xi(b,\epsilon) \leq v_- - \phi(b) \leq \eta(b,\epsilon). \]
(5.6)

If \((v_-,b,\epsilon)\) is sufficiently small and satisfies (5.6), and \( \epsilon \neq 0 \), then (5.5) has a unique solution in \( 2u_- + \delta \leq s \leq -\frac{2}{3} u_- - \delta \). At that solution \( \frac{\partial d}{\partial s} \neq 0 \). The solution occurs at
\( s = 2u_- + \delta \) (resp. \( s = -\frac{2}{3}u_- - \delta \)) if and only if \( v_- - \phi(b) = \xi(b, \epsilon) \) (resp. \( v_- - \phi(b) = \eta(b, \epsilon) \)). Moreover, \( \xi \) and \( \eta \) are smooth functions of \((b, \epsilon, \bar{\mu})\).

See Figure 19. This theorem implies that for \( \bar{\mu}_5 = 1 \) and \((v_-, b, \epsilon)\) small, the bifurcation problem \( \hat{U} = G(U, s, v_-, b, \epsilon \bar{\mu}) \) satisfies conditions (I)–(III) of Section 2 on the interval \( 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta \). The strip \((5.6)\) has width \( O(\epsilon) \).

**Proof.** Since

\[
\hat{d}(s, \phi(b), b, 0) \equiv 0,
\]

we write

\[
\hat{d}(s, v_-, b, \epsilon) = \frac{\partial \hat{d}}{\partial v_-}(s, \phi(b), b, 0)(v_- - \phi(b)) + \frac{\partial \hat{d}}{\partial \epsilon}(s, \phi(b), b, 0)\epsilon + O(|(v_- - \phi(b), \epsilon)|^2).
\]

Since \( \frac{\partial \hat{d}}{\partial v_-}(s, 0, 0, 0) \neq 0 \) by \((5.4)\), by the Implicit Function Theorem we have that for \( 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta \) and \((v_-, b, \epsilon)\) small, \( \hat{d} = 0 \) if and only if

\[
v_- - \phi(b) = \gamma(s, b, \epsilon) = \epsilon[\gamma_1(s, b) + O(\epsilon)]. \tag{5.7}
\]

For fixed \((v_-, b, \epsilon)\), there exists \( s, 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta \), such that \( \hat{d}(s, v_-, b, \epsilon) = 0 \) if and only if

\[
\min\{\gamma(s, b, \epsilon) : 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta\} \leq v_- - \phi(b) \leq \max\{\gamma(s, b, \epsilon) : 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta\}.
\]

The extrema of \( \gamma(s, b, \epsilon) \) on \( 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta \) are also the extrema of \( \gamma_1(s, b) + O(\epsilon) \) on this interval. Using \((5.4)\), we easily compute:

\[
\gamma_1(s, b) = -\frac{\partial \hat{d}}{\partial \epsilon}(s, \phi(b), b, 0)/\frac{\partial \hat{d}}{\partial v_-}(s, \phi(b), b, 0) = -\frac{1}{6}u_-(s + 3u_-). \tag{5.8}
\]

Therefore \( \gamma_1(s, b) + O(\epsilon) \) has positive derivative on \( 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta \). We conclude:

\[
\min\{\gamma(s, b, \epsilon) : 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta\} = \gamma(2u_- + \delta, b, \epsilon) \overset{\text{def}}{=} \xi(b, \epsilon),
\]

\[
\max\{\gamma(s, b, \epsilon) : 2u_- + \delta \leq s \leq -\frac{2}{3}u_- - \delta\} = \gamma(-\frac{2}{3}u_- - \delta, b, \epsilon) \overset{\text{def}}{=} \eta(b, \epsilon).
\]
The expressions for $\xi$ and $\eta$ in Theorem 5.1 follow from (5.7) and (5.8). Also,

$$
\frac{\partial \hat{d}}{\partial s}(s, \phi(b) + \gamma(s, b, \epsilon), b, \epsilon) = \\
\epsilon \left[ \frac{\partial^2 \hat{d}}{\partial v \partial s}(s, \phi(b), b, 0) \gamma_1(s, b) + \frac{\partial^2 \hat{d}}{\partial \epsilon \partial s}(s, \phi(b), b, 0) + O(\epsilon) \right] = \\
\epsilon \left[ \frac{1}{3} u_\zeta(s) + O(\epsilon) \right] \neq 0 \quad \text{for} \quad \epsilon \neq 0. \quad \square
$$

5.3 Bifurcation near $s = -\frac{2}{3}u_-$.

For $(s, M) = (-\frac{2}{3}u_-, 0)$, the equilibrium at $(-\frac{1}{3}u_-, 0)$ has a zero eigenvalue with eigenvector $(0, 1)$. We let $r = s + \frac{2}{3}u_-$ and consider

$$
\dot{U} = G(U, -\frac{2}{3}u_- + r, M). \quad (5.9)
$$

To study equilibria of (5.9) near $(U, r, M) = ((-\frac{1}{3}u_-), 0, 0)$, we first solve the equation $G_1(U, -\frac{2}{3}u_- + r, M) = 0$ near that point by the Implicit Function Theorem, obtaining

$$
u = -\frac{1}{3}u_- + \psi(v, r, M),$$

where $\psi$ is $C^\infty$ and $\psi(0) = 0$. We then define

$$k(v, r, M) = G_2((-\frac{1}{3}u_- + \psi(v, r, M), v), -\frac{2}{3}u_- + r, M).$$

This is of course the Liapunov-Schmidt method of studying equilibria. It gives the same information as center manifold reduction [17], but has the advantage that the bifurcation function $k$ is $C^\infty$. This is important for us since we shall use Golubitsky-Schaeffer bifurcation theory [6].

Let us preview the remainder of this subsection. We first show that $k(v, r, 0)$ undergoes a pitchfork bifurcation at $(v, r) = (0, 0)$. Using Golubitsky-Schaeffer theory, we put the unfolding $k(v, r, M)$ into normal form. In the normal form variables, it is easy to obtain a $C^\infty$ parameterization of the equilibria of (5.9) near $(U, r, M) = ((-\frac{1}{3}u_-), 0, 0)$ by a vector of parameters $P$. We write this parameterization as $(U(P), r(P), M(P))$. The differential equation

$$
\dot{U} = G(U, -\frac{2}{3}u_- + r(P), M(P))
$$
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has equilibria at \((u_-, v_-)\) and at \(U(P)\). The former is a saddle. The latter has a unique invariant curve \(W(P)\) tangent to the eigendirection for the smaller eigenvalue. We define a function \(d(P)\) that measures the separation between the unstable manifold of \((u_-, v_-)\) and \(W(P)\), and we compute its partial derivatives at \(P = 0\). Using the normal form for the function \(k\) and the function \(d\), we then study how conditions (I)-(III) of Section 2 can fail near \(s = -\frac{2}{3} u_-\). We conclude that failure can occur only on one of the transition surfaces \(B, H, E\) and \(F\) of Section 2, and we study how these surfaces fit together.

We begin by writing \(k\) as a series in \(v\) and \(r\) with coefficients series in the coordinates of \(M\). We retain in the \(vr\) series the terms \(1, v, r, v^2, vr, v^3, vr^2, v^3 r,\) and \(v^5\). We compute the coefficients to order one for the first four terms and to order zero for the last two. The result is

\[
k(v, r, M) = (-\frac{8}{3} u_- v - \frac{8}{9} u_-^2 b - \frac{28}{27} u_-^3 \mu_5 + \cdots) + \left(\frac{14}{9} u_-^2 \mu_1 + \frac{1}{9} u_-^2 \mu_6 + \cdots\right)v \\
+ \left(-\frac{3}{3} u_- b - \frac{1}{3} u_-^2 \mu_5 + \cdots\right)r + \left(\frac{3}{2} b - \frac{1}{6} u_- \mu_2 - \frac{1}{4} u_- \mu_5 - \frac{1}{3} u_- \mu_7 + \cdots\right)v^2 + (-3 + \cdots) vr \\
+ \left(\frac{3}{2} u_- + \cdots\right)v^3 + (0 + \cdots) vr^2 + \left(\frac{9}{8 u_-^2} + \cdots\right)v^3 r + \left(\frac{27}{32 u_-^3} + \cdots\right)v^5 + \cdots.
\]

(5.10)

Since

\[
k(v, r, 0) = -\frac{3}{2 u_-} v^3 - 3 vr + \cdots,
\]

(5.11)

we have a pitchfork bifurcation at \((v, r) = (0, 0)\) when \(M = 0\).

Let

\[
f(x, \lambda, \alpha, \beta) = x^3 - \lambda x + \alpha + \beta x^2,
\]

the universal unfolding of the pitchfork; the coefficients of \(x^3\) and \(\lambda x\) are chosen to agree in sign with those of \(v^3\) and \(vr\) in (5.11). By [6] there are smooth functions \(X(v, r, M), \Lambda(r, M), A(M), B(M), S(v, r, M),\) with \(X(0) = \Lambda(0) = A(0) = B(0) = 0, S > 0, \frac{\partial X}{\partial v} > 0, \frac{\partial A}{\partial r} > 0,\) such that

\[
k = S \cdot f(X, \Lambda, A, B).
\]

(5.12)

**Proposition 5.1** There exist smooth functions \(X, \Lambda, A, B\) and \(S\) as above such that to first order,

\[
X(v, r, M) = \frac{1}{\sqrt{-2 u_-}} v + \frac{\sqrt{-2 u_-}}{9} b - \frac{1}{3 \sqrt{-2 u_-}} v - \frac{u_- \sqrt{-2 u_-}}{18} \mu_5 + \cdots,
\]
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\[ \Lambda(r,M) = r - \frac{14}{27} u_-^2 \mu_1 - \frac{u_-^2}{27} \mu_6 + \cdots, \]
\[ A(M) = \frac{4u_-\sqrt{-2u_-}}{27} b + \frac{4\sqrt{-2u_-}}{9} v_- + \frac{14u_-^2 \sqrt{-2u_-}}{81} \mu_5 + \cdots, \]
\[ B(M) = \frac{\sqrt{-2u_-}}{12} b + \frac{3}{2\sqrt{-2u_-}} v_- - \frac{u_-\sqrt{-2u_-}}{18} \mu_2 - \frac{u_-\sqrt{-2u_-}}{72} \mu_5 - \frac{u_-\sqrt{-2u_-}}{9} \mu_7 + \cdots. \]

**Proof.** Let \( m \) denote any coordinate of \( M \). Write
\[
X(v,r,0) = a_1 v + a_2 r + a_3 v^2 + \cdots, \\
S(v,r,0) = s_0 + s_1 v + s_2 r + s_3 v^2 + \cdots, \\
\frac{\partial k}{\partial m}(v,r,0) = b_0 + b_1 v + b_2 r + b_3 v^2 + \cdots. \tag{5.13}
\]
Differentiate both sides of (5.13) with respect to \( m \), set \( M = 0 \), write both sides as series in \( v,r \), and retain only the terms \( 1,v,r,v^2 \). We obtain the equations
\[
b_0 = s_0 \frac{\partial A}{\partial m}(0), \\
b_1 = -s_0 a_1 \frac{\partial \Lambda}{\partial m}(0) + s_1 \frac{\partial A}{\partial m}(0), \\
b_2 = -s_0 \left( \frac{\partial X}{\partial m}(0) + a_2 \frac{\partial \Lambda}{\partial m}(0) \right) + s_2 \frac{\partial A}{\partial m}(0), \\
b_3 = s_0 \left( 3a_1^2 \frac{\partial X}{\partial m}(0) - a_3 \frac{\partial \Lambda}{\partial m}(0) + a_1^2 \frac{\partial B}{\partial m}(0) \right) - s_1 a_1 \frac{\partial \Lambda}{\partial m}(0) + s_3 \frac{\partial A}{\partial m}(0). \tag{5.14}
\]
The numbers \( a_i \) and \( s_i \) can be determined as follows. Since \( \hat{U} = G(U, -\frac{2}{3} u_- + r, 0) \) is symmetric about the \( u \)-axis, we find that \( k(v,r,0) = -k(-v,r,0) \). Therefore
\[
k(v,r,0) = v(v^2 g_1(v) - rg_2(v,r)),
\]
where \( g_1(0) = -\frac{3}{2u_-} > 0, \ g_2(0,0) = 3, \ g_1 \) and \( g_2 \) are even functions of \( v \). We write
\[
k(v,r,0) = g_2(v,r)v(v^2 \frac{g_1(v)}{g_2(v,r)} - r),
\]
which suggests
\[
X(v,r,0) = vg_1^\frac{1}{2} g_2^{-\frac{1}{2}}, \\
\Lambda(r,0) = r, \tag{5.15} \\
S(v,r,0) = g_1^{-\frac{1}{2}} g_2^{\frac{3}{2}}.
\]
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It follows from the Golubitsky-Schaeffer theory that any choice of $X(v, r, 0)$, $\Lambda(r, 0)$, $S(v, r, 0)$ that works for $M = 0$ can be used, so we shall use (5.15). We see immediately that

$$a_1 = \frac{1}{\sqrt{-2u_-}}, \quad a_2 = 0, \quad s_o = 3\sqrt{-2u_-}.$$ 

Moreover, since $g_1$ and $g_2$ are even functions of $v$, we have $g'_1(0) = \frac{\partial g_2}{\partial v}(0, 0) = 0$. Then short computations show that $a_3 = s_1 = 0$. The computation of $s_2$ and $s_3$ from (5.15) requires that we know $\frac{\partial g_2}{\partial r}(0, 0)$, $g''_1(0)$, and $\frac{\partial^2 g_2}{\partial v^2}(0, 0)$; these are determined by the $vr^2$, $v^5$, and $v^3r$ terms of (5.10). The results are $s_2 = 0$, $s_3 = \frac{27}{32u_-}\sqrt{-2u_-}$.

Now we can solve the system (5.14) for each $m$. Using the results together with $a_1$, $a_2$, and (5.15), we have $X$, $\Lambda$, $A$ and $B$ to first order. \(\square\)

Let

$$\nu \in \mathbb{R}^8,$$

$$N = (\alpha, \beta, \nu) \in \mathbb{R}^{10}.$$ 

Define a diffeomorphism $T$ of neighborhoods of the origin in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{10}$ by $T(v, r, M) = (x, \lambda, N)$, where

$$\begin{align*}
    x &= X(v, r, M), \\
    \lambda &= \Lambda(r, M), \\
    \alpha &= A(M), \\
    \beta &= B(M), \\
    \nu &= \mu.
\end{align*} \tag{5.16}$$

$T^{-1}$ has the form

$$\begin{align*}
    v &= V(x, \lambda, N) \\
    r &= R(\lambda, N) \\
    v_- &= V_-(N) \\
    b &= C(N) \\
    \mu &= \nu.
\end{align*} \tag{5.17}$$

Note that there is a diffeomorphism $\Phi$ from a neighborhood of the origin in $M$-space to one in $N$-space given by the last three lines of (5.16).
Corollary 5.1 In (5.17) we have, to first order,

\[ V(x, \lambda, N) = \sqrt{-2u_-}x + \frac{21}{16\sqrt{-2u_-}}\alpha - \frac{\sqrt{-2u_-}}{6}\beta + \frac{u_-^2}{54}\nu_2 - \frac{u_-^2}{3}\nu_5 + \frac{u_-^2}{27}\nu_7 + \cdots, \]

\[ R(\lambda, N) = \lambda + \frac{14}{27}u_-\nu_1 + \frac{u_-^2}{27}\nu_6 + \cdots, \]

\[ V_-(N) = -\frac{9\sqrt{-2u_-}}{32u_-}\alpha + \frac{\sqrt{-2u_-}}{2}\beta - \frac{u_-^2}{18}\nu_2 - \frac{u_-^2}{9}\nu_5 - \frac{u_-^2}{9}\nu_7 + \cdots, \]

\[ C(N) = \frac{81}{16\sqrt{-2u_-}}\alpha - \frac{3\sqrt{-2u_-}}{2u_-}\beta + \frac{u_-}{6}\nu_2 - \frac{5u_-}{6}\nu_5 + \frac{u_-}{3}\nu_7 + \cdots. \]

Next we use the normal form variables to parameterize the equilibria of (5.9) near \((-\frac{1}{3}u_-, 0, 0, 0)\). Let

\[ g(x, \lambda, N) = f(x, \lambda, \alpha, \beta) = x^3 - \lambda x + \alpha + \beta x^2. \]

By (5.12), \(T(k^{-1}(0)) = g^{-1}(0) = \{(x, \lambda, N) : \alpha = -x^3 + \lambda x - \beta x^2\}\). Now \(g^{-1}(0)\) is smoothly parameterized by

\[ P = (x, \lambda, \beta, \nu). \]

Applying \(T^{-1}\) we obtain a smooth parameterization of \(k^{-1}(0)\). The equations are (5.17) with \(\alpha = -x^3 + \lambda x - \beta x^2\). We obtain a smooth parameterization of the equilibria of (5.9) near \((-\frac{1}{3}u_-, 0, 0, 0)\) by adding the equation \(u = -\frac{1}{3}u_- + \psi(v, r, M)\), where \((v, r, M)\) is given by (5.17) with \(\alpha = -x^3 + \lambda x - \beta x^2\). We write this parameterization as \((U(P), r(P), M(P))\).

The differential equation

\[ \dot{U} = G(U, -\frac{2}{3}u_- + r(P), M(P)) \]

has equilibria at \((u_-, v_-)\) and at \(U(P)\). The former is a saddle. The latter has a unique invariant curve \(W(P)\) tangent to the eigendirection for the smaller eigenvalue. The unstable manifold of \((u_-, v_-)\) (resp. the curve \(W(P)\)) meets the line \(u = \frac{1}{3}u_-\) in a point \(\tilde{U}_1(P)\) (resp. \(\tilde{U}_2(P)\)). We measure the separation by

\[ d(P) = G((\frac{1}{3}u_-, 0), -\frac{2}{3}u_- + r(P), M(P)) \]

Since \(U(P)\) is smooth, so is the function \(d\).

We have:

**Proposition 5.2** \(d(0, \lambda, \beta, 0) = 0\).
Proof. Let $\Gamma$ be the curve in $M$-space defined by $v_\gamma = \phi(b)$, $\mu = 0$. Let $L(b)$ be the line near the $u$-axis that is invariant under the flow of $\dot{U} = G(U,s, (\phi(b), b, 0))$ for all $s$. $\Phi(\Gamma)$ is a curve in the plane $\nu = 0$. For each point $(\phi(b), b, 0) \in \Gamma$ there is an $s$ near $2u_\gamma$ such that a transcritical or pitchfork bifurcation occurs at an equilibrium on $L(b)$ near $(-\frac{1}{3}u_\gamma, 0)$. But for the function $g$, $g = \frac{\partial g}{\partial x} = \frac{\partial g}{\partial \lambda} = 0$ if and only if $x = \lambda = \alpha = 0$. Therefore $\Phi(\Gamma)$ is an interval on the $\beta$-axis.

Consider in $P$-space the point $P = (x, \lambda, \beta, \nu) = (0, 0, \beta, 0)$. At the corresponding point in $x\lambda N$-space, $(x, \lambda, \alpha, \beta, \nu) = (0, 0, \beta, 0)$, we have $g = \frac{\partial g}{\partial x} = \frac{\partial g}{\partial \lambda} = 0$. Therefore $(U(P), r(P), M(P))$ is a point at which a transcritical or pitchfork bifurcation occurs. Therefore $M(P) = (v_\gamma(P), b(P), 0)$ is a point of $\Gamma$, $U(P) \in L(b(P))$, and $r(P)$ is the value of $r$ at which the bifurcation occurs. Therefore $d(0, 0, \beta, 0) = 0$.

Of course, $M(0, \lambda, \beta, 0) = M(0, 0, \beta, 0)$ independent of $\lambda$. Also, $r(0, 0, 0, 0) = R(\lambda, 0) = \lambda$. Therefore $U(0, \lambda, 0, 0) = (-\frac{1}{3}\gamma_\gamma - \lambda, 0)$, since no other possible choice of $U$ would be smooth. Then in order that $U$ be smooth, we must have $U(0, \lambda, 0, 0) \in L(b(0, \lambda, \beta, 0))$ for all $\lambda, \beta$. Therefore $d(0, 0, \lambda, 0) \equiv 0$. □

Theorem 5.2 The only nonzero partial derivatives of $d$ at the origin are:

$$
\frac{\partial d}{\partial x}(0) = -\frac{16}{9}u_\gamma^2 \sqrt{-2u_\gamma},
$$

$$
\frac{\partial d}{\partial \nu_s}(0) = \frac{64}{243}u_\gamma^4.
$$

Proof. It is convenient to define the differential equation

$$
\dot{U} = K(U, P) = (K_1(U, P), K_2(U, P)) = G \left( U, -\frac{2}{3}\gamma_\gamma + r(P), M(P) \right),
$$

which has the smooth families of equilibria $U_1(P) = (\gamma_\gamma, \gamma_\gamma)$ and $U(P)$. We recall that

$$
\dot{U} = K(U, 0) = G(U, -\frac{2}{3}\gamma_\gamma, 0)
$$

has the solution

$$
\gamma_\gamma = \sqrt[3]{u_\gamma(t)} = (u_\gamma \frac{4}{3}u_\gamma(t), 0)
$$

that passes through $(\frac{1}{3}u_\gamma, 0)$ at $t = 0$. Its image is the separatrix connection along the $u$-axis from $(\gamma_\gamma, 0)$ to $(-\frac{1}{3}\gamma_\gamma, 0)$. 44
We have

\[ d(P) = K \left( \frac{1}{3} u_-, 0 \right) \land \left( \bar{U}_1(P) - \bar{U}_2(P) \right). \]

Let \( p \) stand for any coordinate of \( P \). Since for \( P = 0 \), the equilibrium at \( t = \infty \) on the heteroclinic orbit has a zero eigenvalue, a boundary term must be added to Melnikov’s integral for \( \frac{\partial d}{\partial p}(0) \) [18]. We have

\[
\frac{\partial d}{\partial p}(0) = \lim_{t \to \infty} \left[ -\frac{1}{3} u_-(t) K(\gamma_\frac{1}{6} u_-(t), 0) \right] \land \frac{\partial U}{\partial p}(0)
+ \int_{-\infty}^{\infty} -J_{\frac{1}{6}} u_-(t) K(\gamma_\frac{1}{6} u_-(t), 0) \land \frac{\partial K}{\partial p}(\gamma_\frac{1}{6} u_-(t), 0) dt
= -\frac{16}{9} u_-^2 \frac{\partial V}{\partial p}(0) + \int_{-\infty}^{\infty} e^{-\frac{1}{3} u_- t} u_\frac{1}{6} u_-(t) \frac{\partial K_2}{\partial p}((u_\frac{1}{6} u_-, t), 0) dt.
\]

From (5.17), Corollary 5.1, the definitions of \( r(P) \) and \( M(P) \), and (2.1) we compute the following. Partial derivatives of \( K_2 \) are evaluated at \(((u, 0), 0)\), of \( G_2 \) at \(((u, 0), -\frac{2}{3} u_- 0)\).

\[
\frac{\partial K_2}{\partial x} = 0 \text{ because } \alpha = -x^3 + \lambda x - \beta x^2,
\]

\[
\frac{\partial K_2}{\partial v_1} = \frac{14}{27} u_-^2 \frac{\partial G_2}{\partial \mu_1} + \frac{\partial G_2}{\partial \mu_1} = 0,
\]

\[
\frac{\partial K_2}{\partial v_2} = -\frac{u_-^2}{18} \frac{\partial G_2}{\partial v_-} + \frac{u_1}{6} \frac{\partial G_2}{\partial \mu_2} + \frac{\partial G_2}{\partial \mu_2},
\]

\[
\frac{\partial K_2}{\partial v_5} = -\frac{1}{9} u_-^2 \frac{\partial G_2}{\partial v_-} - \frac{5}{6} u_- \frac{\partial G_2}{\partial \mu_2} + \frac{\partial G_2}{\partial \mu_5},
\]

\[
\frac{\partial K_2}{\partial v_6} = \frac{1}{27} u_-^2 \frac{\partial G_2}{\partial r} + \frac{\partial G_2}{\partial \mu_6} = 0,
\]

\[
\frac{\partial K_2}{\partial v_7} = -\frac{1}{9} u_-^2 \frac{\partial G_2}{\partial v_-} + \frac{1}{3} u_- \frac{\partial G_2}{\partial \mu_2} + \frac{\partial G_2}{\partial \mu_7}.
\]

For \( i = 3, 4, 8 \), \( \frac{\partial K_2}{\partial v_i} = \frac{\partial G_2}{\partial \mu_i} = 0 \).

To compute the integrals in \( \frac{\partial d}{\partial v_2}(0) \) and \( \frac{\partial d}{\partial v_7}(0) \), we note that \( \frac{\partial G_2}{\partial v_2}((u, 0), -\frac{2}{3} u_-, 0) = \frac{\partial G_2}{\partial v_7}((u, 0), 0) = 0 \), so that \( \frac{\partial K_2}{\partial v_2}((u, 0), 0) = 2 \frac{\partial K_2}{\partial v_2}((u, 0), 0) \). Thus only one of these integrals need be computed. The integral in \( \frac{\partial d}{\partial v_7}(0) \) is essentially different. Computing the integrals, which in the form (5.3) are elementary, and using the first order formula for \( V \) in Corollary 5.1, yields

\[
\frac{\partial d}{\partial x}(0) = -\frac{16}{9} u_-^2 \sqrt{2u_-} + 0 = -\frac{16}{9} u_- \sqrt{2u_-}.
\]
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\[ \frac{\partial d}{\partial v_2}(0) = -\frac{16}{9} u_2 \cdot u_2^5 + \frac{8}{443} u_4 = 0, \]
\[ \frac{\partial d}{\partial v_5}(0) = -\frac{16}{9} u_2 \cdot \frac{1}{3} u_2^2 - \frac{80}{443} u_4 = \frac{64}{443} u_4, \]
\[ \frac{\partial d}{\partial v_7}(0) = -\frac{16}{9} u_2 \cdot u_2^2 + \frac{16}{443} u_4 = 0. \]

Of course, \( \frac{\partial d}{\partial \lambda}(0) = \frac{\partial d}{\partial \beta}(0) = 0 \) by Proposition 5.1. The other partial derivatives of \( d \) are trivially zero. \( \square \)

We define the following sets:

\[ \mathcal{B} = \{ (x, \lambda, \alpha, \beta, \nu) : g = \frac{\partial g}{\partial x} = \frac{\partial g}{\partial \lambda} = 0 \}, \]
\[ \mathcal{H} = \{ (x, \lambda, \alpha, \beta, \nu) : g = \frac{\partial g}{\partial x} = \frac{\partial^2 g}{\partial x^2} = 0 \}, \]
\[ \mathcal{E} = \{ (x, \lambda, \alpha, \beta, \nu) : g = \frac{\partial g}{\partial x} = 0 \text{ and } d(x, \lambda, \beta, \nu) = 0 \}, \]
\[ \mathcal{F} = \text{the closure of } \{ (x, \lambda, \alpha, \beta, \nu) : g = 0, d = 0, \text{ and there exists } y \neq x \text{ such that } g = \frac{\partial g}{\partial x} = 0 \text{ at } (y, \lambda, \alpha, \beta, \nu) \}, \]

If we project these sets to \( \alpha \beta \nu \)-space and apply \( \Phi^{-1} \), we obtain the sets \( \mathcal{B}, \mathcal{H}, \mathcal{E}, \mathcal{F} \) defined in Section 2.

**Theorem 5.3** There is a continuous positive function \( \rho(\overline{\mu}) \), defined for \( \{ \mu : \mu_5 = 1 \} \), such that if \( \sup \{ |v_-|, |b|, |\varepsilon| \} < \rho(\overline{\mu}) \), then the bifurcation problem \( \dot{U} = G(U, s, v_-, b, \varepsilon \overline{\mu}) \) satisfies conditions (I)–(III) of Section 2 on the interval \( -\frac{2}{3}u_- - \delta \leq s \leq -\frac{2}{3}u_- + \delta \) unless \( (b, v_-, \varepsilon \overline{\mu}) \in \mathcal{B} \cup \mathcal{H} \cup \mathcal{E} \cup \mathcal{F} \).

**Proof.** The question of whether \( \dot{U} = G(U, s, v_-, b, \mu) \) satisfies (I)–(III) on \( -\frac{2}{3}u_- - \delta \leq s \leq -\frac{2}{3}u_- + \delta \) can be answered by studying the functions \( g(x, \lambda, \alpha, \beta, \nu) \) and \( d(x, \lambda, \beta, \nu) \), with \( x \) small, \( -\delta \leq \lambda \leq \delta \), and \( (\alpha, \beta, \nu) = \Phi(v_-, b, \mu) \).

Condition (I) holds on \( -\frac{2}{3}u_- - \delta \leq s \leq -\frac{2}{3}u_- + \delta \) provided \( g = \frac{\partial g}{\partial x} = 0 \) implies \( \frac{\partial g}{\partial \lambda} \neq 0 \) and \( \frac{\partial^2 g}{\partial x^2} \neq 0 \) for \( x \) small and \( -\delta \leq \lambda \leq \delta \). Therefore (I) holds unless there exists \( (x, \lambda) \) such that \( (x, \lambda, \alpha, \beta, \nu) = \mathcal{B} \cup \mathcal{H} \).

Next, we discuss condition (III), the simultaneous occurrence of bifurcations. In the unfolding of the pitchfork bifurcation, it is never the case that two equilibrium bifurcations
occur at the same value of \( \lambda \). Moreover, since \( \frac{\partial d}{\partial x} \neq 0 \), we may solve \( d = 0 \) for \( x \) as a function of \( (\lambda, \beta, \nu) \). Therefore it is never the case that two heteroclinic bifurcations occur at the same value of \( \lambda \). Thus (III) fails only when an equilibrium and a heteroclinic bifurcation occur simultaneously, i.e., when there exists \( (x, \lambda) \) such that \( (x, \lambda, \alpha, \beta, \nu) = \mathcal{F} \).

A sufficient condition for (II) to hold is that whenever \( g(x, \lambda, \alpha, \beta, \nu) = 0 \) and \( d(x, \lambda, \beta, \nu) = 0 \), then \( \frac{\partial g}{\partial x}(x, \lambda, \alpha, \beta, \nu) \neq 0 \) and the connection breaks in a nondegenerate manner when \( (\alpha, \beta, \nu) \) is held fixed and \( \lambda \) varies. Thus (II) can fail if there exists \( (x, \lambda) \) such that \( (x, \lambda, \alpha, \beta, \nu) \in \tilde{E} \) or if the connection fails to break in a nondegenerate manner. We shall rule out the second possibility when \( \nu_s \neq 0 \).

Fix \( \nu \) with \( \nu_s = 1 \) and let

\[
\begin{align*}
\hat{g}(x, \lambda, \alpha, \beta, \epsilon) &= g(x, \lambda, \alpha, \beta, \epsilon\nu) = x^3 - \lambda x + \alpha + \beta x^2, \\
\hat{d}(x, \lambda, \beta, \epsilon) &= d(x, \lambda, \beta, \epsilon\nu) = -\frac{16}{9} u_+ \sqrt{-2u_- x + \frac{64}{243} u_+^4 \epsilon} + \cdots
\end{align*}
\]

By Proposition 5.1 we also have

\[
\hat{d}(0, \lambda, \beta, 0) = 0. \tag{5.19}
\]

Suppose \( \hat{g}(x_o, \lambda_o, \alpha_o, \beta_o, \epsilon_o) = 0, \hat{d}(x_o, \lambda_o, \beta_o, \epsilon_o) = 0, \frac{\partial \hat{g}}{\partial x}(x_o, \lambda_o, \alpha_o, \beta_o, \epsilon_o) \neq 0 \), and \( \epsilon_o \neq 0 \). Near \( (x_o, \lambda_o, \alpha_o, \beta_o, \epsilon_o) \) we can solve the equation \( \hat{g} = 0 \) for \( x \) by the Implicit Function Theorem:

\[
x = x(\lambda, \alpha, \beta, \epsilon) \quad \text{with} \quad x(\lambda_o, \alpha_o, \beta_o, \epsilon_o) = x_o.
\]

Nondegenerate breaking of the heteroclinic connection means that

\[
\frac{\partial}{\partial \lambda} \hat{d}(x(\lambda, \alpha, \beta, \epsilon), \lambda, \beta, \epsilon) \neq 0 \quad \text{at} \quad (\lambda, \alpha, \beta, \epsilon) = (\lambda_o, \alpha_o, \beta_o, \epsilon_o). \tag{5.20}
\]

Since \( \frac{\partial \hat{g}}{\partial x} = -\frac{\partial \hat{g}}{\partial \lambda} / \frac{\partial \hat{g}}{\partial x} \), (5.20) is equivalent to

\[
\frac{\partial \hat{d}}{\partial \lambda} \frac{\partial \hat{g}}{\partial x} - \frac{\partial \hat{d}}{\partial x} \frac{\partial \hat{g}}{\partial \lambda} \neq 0 \quad \text{at} \quad (x_o, \lambda_o, \alpha_o, \beta_o, \epsilon_o). \tag{5.21}
\]

However, for \( \epsilon \neq 0 \), there are no small simultaneous solutions of \( \hat{g} = 0, \hat{d} = 0 \), and \( \frac{\partial \hat{g}}{\partial \lambda} \frac{\partial \hat{d}}{\partial x} - \frac{\partial \hat{g}}{\partial x} \frac{\partial \hat{d}}{\partial \lambda} = 0 \). In fact, by Theorem 2.2 and the definition of \( \hat{g} \), these three functions have linearly independent derivatives at the origin, so their simultaneous solutions form a two-dimensional manifold. But from (5.19), this manifold is \( \{(x, \lambda, \alpha, \beta, \epsilon) : x = 0, \alpha = 0, \epsilon = 0\} \). \( \square \)
Proof of Theorem 2.2  We define sets \( \tilde{\mathcal{L}} \) and \( \tilde{\mathcal{M}} \) by using the definitions of \( \mathcal{E} \) and \( \mathcal{F} \) respectively but omitting the condition \( d = 0 \).

Fix \( \nu \) with \( \nu = 1 \) and define \( \hat{g} \) and \( \hat{d} \) as in the proof of Theorem 5.3. By abuse of notation, we shall write \((x, \lambda, \alpha, \beta, \epsilon) \in \tilde{\mathcal{E}}\) for \((x, \lambda, \alpha, \beta, \epsilon \nu) \in \tilde{\mathcal{E}}\), and \((\alpha, \beta, \epsilon) \in \mathcal{E}\) for \(\Phi^{-1}(\alpha, \beta, \epsilon \nu) \in \mathcal{E}\), etc.

Of course \( \hat{g}(x, \lambda, \alpha, \beta, \epsilon) = 0 \) if and only if
\[
\alpha = -x^3 + \lambda x - \beta x^2. \tag{5.22}
\]

From (5.18) and (5.19), and the Implicit Function Theorem, we have that \( \hat{d}(x, \lambda, \beta, \epsilon) = 0 \) if and only if
\[
x = ce(1 + h(\lambda, \beta, \epsilon)) \tag{5.23}
\]
where \( h \) is smooth, \( h(0,0,0) = 0 \), and
\[
c = -\frac{2}{27} u_- \sqrt{-2u_-} > 0.
\]

In the remainder of the proof, the Implicit Function Theorem is repeatedly used in this way, and always guarantees that the functions produced are smooth. To find \( \mathcal{E} \), we note that \((x, \lambda, \alpha, \beta, \epsilon) \in \tilde{\mathcal{L}}\) if and only if (5.22) holds and in addition
\[
\lambda = 3x^2 + 2\beta x. \tag{5.24}
\]
Equations (5.23) and (5.24) define a two-dimensional surface in \( x \lambda \beta \epsilon \)-space:
\[
x = ce(1 + i(\beta, \epsilon)), \tag{5.25a}
\]
\[
\lambda = \mathcal{O}(\| (\beta, \epsilon) \|^2), \tag{5.25b}
\]
where \( i(0,0) = 0 \). Adding equation (5.22) gives \( \tilde{\mathcal{E}} \). Projecting to \( \alpha \beta \epsilon \)-space by substituting first (5.24) and then (5.25a) into (5.22) gives: \((\alpha, \beta, \epsilon) \in \mathcal{E}\) if and only if
\[
\alpha = c^2 \epsilon^2 (1 + i(\beta, \epsilon))^2 (2ce(1 + i(\beta, \epsilon)) + \beta). \tag{5.26}
\]

To find \( \mathcal{F} \), we note that \((x, \lambda, \alpha, \beta, \epsilon) \in \tilde{\mathcal{M}}\) if and only if (5.22) holds and in addition
\[
\lambda = \frac{3}{4} (x + \frac{1}{3} \beta)^2 - \frac{1}{9} \beta^2. \tag{5.27}
\]
Equations (5.23) and (5.27) define a two-dimensional surface in \(x\lambda\beta\epsilon\)-space

\[
x = c\epsilon(1 + j(\beta, \epsilon)),
\]

\[
\lambda = \mathcal{O}(||\beta, \epsilon||^2),
\]

(5.28a)

(5.28b)

where \(j(0, 0) = 0\). Adding equation (5.22) gives \(\tilde{F}\). Projecting to \(\alpha\beta\epsilon\)-space by substituting first (5.27) and then (5.28a) into (5.22) gives \((\alpha, \beta, \epsilon) \in \mathcal{F}\) if and only if

\[
\alpha = -\frac{1}{4}c\epsilon(1 + j(\beta, \epsilon))(c\epsilon(1 + j(\beta, \epsilon)) + \beta)^2.
\]

(5.29)

Since \((\alpha, \beta, \epsilon) \in \mathcal{B}\) if and only if \(\alpha = 0\), to determine \(\mathcal{B} \cap \mathcal{E}\) for \(\epsilon \neq 0\) we set \(\alpha = 0\) in (5.26) and divide by \(\epsilon^2\). Then for \(\epsilon \neq 0\), \((\alpha, \beta, \epsilon) \in \mathcal{B} \cap \mathcal{E}\) if and only if \(\alpha = 0\) and

\[
\beta = -2c\epsilon + \mathcal{O}(\epsilon^2).
\]

The intersection is transverse since this is a simple root of (5.26).

To determine \(\mathcal{B} \cap \mathcal{F}\) for \(\epsilon \neq 0\) we set \(\alpha = 0\) in (5.29) and divide by \(\epsilon\). Then for \(\epsilon \neq 0\), \((\alpha, \beta, \epsilon) \in \mathcal{B} \cap \mathcal{F}\) if and only if \(\alpha = 0\) and

\[
\beta = -c\epsilon + \mathcal{O}(\epsilon^2).
\]

\(\mathcal{B}\) and \(\mathcal{E}\) have a quadratic tangency at this point since this is a double root of (5.29).

To find \(\mathcal{H} \cap \mathcal{E}\) and \(\mathcal{H} \cap \mathcal{F}\), we first find \(\hat{\mathcal{H}} \cap \hat{\mathcal{E}} = \hat{\mathcal{H}} \cap \hat{\mathcal{F}}\). We have \((x, \lambda, \alpha, \beta, \epsilon) \in \hat{\mathcal{H}}\) if and only if (5.22) holds and

\[
x = \frac{\beta}{3},
\]

\[
\lambda = -\frac{\beta^2}{3}.
\]

(5.30)

Equations (5.23) and (5.30) define a curve in \(x\lambda\beta\epsilon\)-space.

\[
x = c\epsilon + \mathcal{O}(\epsilon^2),
\]

\[
\lambda = \mathcal{O}(\epsilon^2),
\]

\[
\beta = -3c\epsilon + \mathcal{O}(\epsilon^2).
\]

(5.31)

Adding equation (5.22) gives \(\hat{\mathcal{H}} \cap \hat{\mathcal{E}} = \hat{\mathcal{H}} \cap \hat{\mathcal{F}}\). Projecting to \(\alpha\beta\epsilon\)-space by substituting (5.31) into (5.22) gives

\[
\alpha = \mathcal{O}(\epsilon^3),
\]

\[
\beta = -3c\epsilon + \mathcal{O}(\epsilon^2).
\]

(5.32)
These points are contained in both $\mathcal{H} \cap \mathcal{E}$ and $\mathcal{H} \cap \mathcal{F}$. Along $\tilde{\mathcal{H}}$, $\tilde{\mathcal{E}}$ and $\tilde{\mathcal{F}}$ are tangent, and for each fixed $\epsilon$, projection of the common two-dimensional tangent space to $\alpha\beta$-space has rank one. It follows that $\mathcal{H}$, $\mathcal{E}$, and $\mathcal{F}$ are tangent along (5.32).

An equation for $\mathcal{H} \cap \mathcal{E}$ comes from equating the equation for $\mathcal{H}$, $\alpha = \beta^3/27$, and (5.26). Setting $\tilde{\epsilon} = \epsilon(1 + i(\beta, \epsilon))$ in (5.26), we obtain

$$\beta^3 - 27c^2 \beta \tilde{\epsilon}^2 - 54c^3 \tilde{\epsilon}^3 = 0,$$

or

$$(\beta + 3c\tilde{\epsilon})^2(\beta - 6c\tilde{\epsilon}) = 0. \tag{5.33}$$

The double root represents the tangential intersection of $\mathcal{H}$, $\mathcal{E}$, and $\mathcal{F}$ identified above. The single root $\beta = 6c\epsilon + \mathcal{O}(\epsilon^2)$ is, for $\epsilon \neq 0$, a transverse intersection of $\mathcal{H}$ and $\mathcal{E}$.

Similarly, for $\mathcal{H} \cap \mathcal{F}$, we obtain, after setting $\tilde{\epsilon} = \epsilon(1 + j(\beta, \epsilon))$ in (5.29),

$$4\beta^3 + 27c^2 \beta \tilde{\epsilon}^2 + 54c^3 \beta \tilde{\epsilon}^2 + 27c^3 \tilde{\epsilon}^3 = 0,$$

or

$$(\beta + 3c\tilde{\epsilon})^2(4\beta + 3c\tilde{\epsilon}) = 0. \tag{5.34}$$

Again, the double root is the known tangential intersection of $\mathcal{H}$, $\mathcal{E}$, and $\mathcal{F}$, and the single root $\beta = -\frac{3}{4}c\epsilon + \mathcal{O}(\epsilon^2)$ is, for $\epsilon \neq 0$, a transverse intersection of $\mathcal{H}$ and $\mathcal{F}$.

To determine $\mathcal{E} \cap \mathcal{F}$, we equate (5.26) and (5.29), divide by $c^2 \epsilon^2$, and obtain

$$(\beta + 3c\epsilon)^2 + \mathcal{O}(\|\beta, \epsilon\|)^2) = 0. \tag{5.35}$$

Since (5.35) has a known double root $\beta = -3c\epsilon + \mathcal{O}(\epsilon^2)$, (5.36) is divisible by its square. Performing the division shows that there are no other small solutions of (5.35). Moreover, equations (5.33), (5.34), and (5.35) show that the pairwise intersections of $\mathcal{H}$, $\mathcal{E}$, and $\mathcal{F}$ along (5.32) are, for fixed $\epsilon \neq 0$, nondegenerate quadratic. \Box

**Proof of Remark 2.1.** We define

$$\hat{\mathcal{A}}_{\pm} = \{(x, \lambda, \alpha, \beta, \nu) : g = 0, \quad d(x, \lambda, \beta, \nu) = 0, \quad \text{and} \quad \lambda = \pm \delta\}.$$ 

Projecting to $\alpha\beta\nu$-space and applying $\Phi^{-1}$ gives $\mathcal{A}_\pm$. We shall abuse this notation as in the previous proof.
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To find \( \tilde{A}_\pm \) for \( \nu = e\nu \), we note that (5.23) and the equation \( \lambda = \pm \delta \) define a two-dimensional surface in \( x\lambda\beta\epsilon \)-space.

\[
x = c\epsilon (1 + h(\pm \delta, \beta, \epsilon)),
\]

\[
\lambda = \pm \delta.
\]

(5.36)

Adding (5.22) gives \( \tilde{A}_\pm \). Projecting to \( \alpha\beta\epsilon \)-space by substituting (5.36) into (5.22) yields that \( (\alpha, \beta, \epsilon) \in \tilde{A}_\pm \) if and only if

\[
\alpha = c\epsilon (\pm \delta + \mathcal{O}(\| (\delta, \beta, \epsilon) \|^2)).
\]

(5.37)

For \( \epsilon = 0 \), \( A_\pm \) coincides with \( B, \mathcal{E}, \) and \( \mathcal{F} \). For small \( \delta > 0 \), \( (\beta, \epsilon) \) in a small ball about 0 whose size depends on \( \delta \), and \( \epsilon \neq 0 \), the sets \( \tilde{A}_\pm \) do not meet \( B, \mathcal{E}, \) or \( \mathcal{F} \). To see this for \( B \), we set \( \alpha = 0 \) in (5.37), divide by \( c\epsilon \), and note that for small nonzero \( \delta \) the function \( \pm \delta + \mathcal{O}(\| (\delta, \beta, \epsilon) \|^2) \) is nonzero for \( (\beta, \epsilon) = (0, 0) \). The assertion then follows by continuity. To see the assertion for \( \mathcal{E} \) or \( \mathcal{F} \), we equate equations (5.37) and (5.26) or (5.29), divide by \( c\epsilon \), and again obtain \( \pm \delta + \mathcal{O}(\| (\delta, \beta, \epsilon) \|^2) = 0 \).

To find \( \tilde{A}_\pm \cap \mathcal{H} \), we equate (5.37) and \( \alpha = \beta^3/27 \), obtaining

\[
\beta^3 = 27c\epsilon(\delta + \mathcal{O}(\| (\delta, \beta, \epsilon) \|^2)) = 0.
\]

By the Implicit Function Theorem, this equation can be solved for \( \epsilon \) as a function of \( \beta \):

\[
\epsilon = \frac{\beta^3}{27c\delta} + \mathcal{O}(\beta^4).
\]

Therefore \( \beta \sim 3\sqrt[3]{c\delta}\epsilon. \)

\( \square \)

**Remark 5.1** \( A_- \) coincides with the set \( v_- = \phi(b) + \eta(b, \epsilon) \) of Theorem 5.1.

### 5.4 Bifurcation near \( s = 2u_- \).

For \( (s, M) = (2u_-, 0) \), the equilibrium at \( (u, v) = (u_-, 0) \) has a zero eigenvalue with eigenvector \((0, 1)\). Since \( (u, v) = (u_-, v_-) \) is an equilibrium of (2.1) for all \( (s, M) \), we let \( y = u - u_-, \ z = v - v_-, \ Y = (y, z), \ r = s - 2u_-, \) and consider

\[
\dot{Y} = H(Y, r, M) = G(U_- + Y, 2u_- + r, M).
\]

(5.38)
Then \( H(0, r, M) \equiv 0 \). To study equilibria of (5.38) near \((Y, r, M) = (0, 0, 0)\), we first solve the equation \( H_1 = 0 \) near the origin by the Implicit Function Theorem, obtaining

\[
y = \psi(z, r, M)
\]

with \( \psi(0, r, M) \equiv 0 \). We then define

\[
k(z, r, M) = H_2(\psi(z, r, M), r, M),
\]

where \( k(0, r, M) \equiv 0 \).

The remainder of this subsection is organized like Subsection 5.3. We first show that \( k(z, r, 0) \) undergoes a pitchfork bifurcation at \((z, r) = (0, 0)\). The fact that \( k(0, r, M) \equiv 0 \) makes the normal form for the unfolding \( k(z, r, M) \) simpler in this case. On the other hand, there are two smooth families of equilibria of (5.38) near \((Y, r, M) = (0, 0, 0)\), one of them \( Y \equiv 0 \). Thus we need two separation functions.

We write \( k \) as a series in \( z \) and \( r \) with coefficients series in the coordinates of \( M \). Of course only terms of the form \( z^i r^j \) with \( i > 0 \) occur. We retain in the \( zr \) series the terms \( z, z^2, zr, \) and \( z^3 \). We retain the coefficients to order one for the first two terms and to order zero for the last two. The result is

\[
\dot{z} = k(z, r, M) = u_-^2 \mu_6 z + \left( \frac{3}{2u_-} v_- + \frac{3}{2} b + \frac{3}{2} u_- \mu_2 + \frac{3}{4} u_- \mu_5 + u_- \mu_7 \right) z^2 - zr + \frac{1}{2u_-} z^3 + \cdots
\]

(5.39)

Since

\[
k(z, r, 0) = \frac{1}{2u_-} z^3 - zr + \cdots,
\]

(5.40)

we again have the pitchfork bifurcation at \((z, r) = (0, 0)\), but this time with known trivial solution \( z = 0 \) for all values of \((s, M)\). Let

\[
f(x, r, \beta) = -x^3 - \lambda x + \beta x^2.
\]

The coefficients of \( x^3 \) and \( \lambda x \) are chosen to agree in sign with those of \( z^3 \) and \( zr \) in (5.40). By [6] there are smooth functions \( X(z, r, M), \Lambda(r, M), B(M), S(z, r, M) \), with \( X(0, r, M) \equiv 0, \Lambda(0, 0) = 0, B(0) = 0, \frac{\partial X}{\partial r} > 0, \frac{\partial \Lambda}{\partial r} > 0 \), such that

\[
k = S \cdot f(X, \Lambda, B).
\]

(5.41)
Proposition 5.3 There exist smooth functions $X, \Lambda, B, S$ as above such that to first order,

$$
X(z, r, M) = \frac{1}{\sqrt{-2u_-}} z + \cdots,
\Lambda(r, M) = r - u_-^2 \mu_0 + \cdots,
B(M) = \sqrt{-2u_-} \left( \frac{3}{2u_-} v_- + \frac{3}{2} b + \frac{1}{2} u_- \mu_2 + \frac{3}{4} u_- \mu_5 + u_- \mu_7 \right) + \cdots.
$$

Proof. The computations are similar to those in the proof of Proposition 5.1 but easier. We write

$$
X(z, 0, 0) = a_1 z + \cdots,
S(z, 0, 0) = s_o + s_1 z + \cdots,
\frac{\partial k}{\partial m}(z, 0, 0) = b_1 z + b_3 z^2 + \cdots.
$$

We differentiate both sides of (5.41) with respect to $m$, set $(r, M) = (0, 0)$, and obtain

$$
b_1 = -s_o a_1 \frac{\partial \Lambda}{\partial m}(0),
b_3 = -s_1 a_1 \frac{\partial \Lambda}{\partial m}(0) + s_o a_1^2 \frac{\partial B}{\partial m}(0).
$$

We determine $a_1$, $s_o$, and $s_1$ as in the proof of Proposition 5.1:

$$
a_1 = \frac{1}{\sqrt{-2u_-}}, \ s_o = \sqrt{-2u_-}, \ s_1 = 0.
$$

Now we can solve the system (5.42) for each $m$. Using the results together with $a_1$ and (5.15) yields Proposition 5.3. □

Let $\nu \in \mathbb{R}^3$, $N = (\alpha, \beta, \nu) \in \mathbb{R}^{10}$. Define a diffeomorphism $T$ of neighborhoods of the origin in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{10}$ by $T(z, r, M) = (x, \lambda, N)$ where

$$
x = X(z, r, M)
\lambda = \Lambda(r, M)
\alpha = b
\beta = B(M)
\nu = \mu.
$$
Then $T^{-1}$ has the form
\begin{align*}
z &= Z(x, \lambda, N), \\
r &= R(\lambda, N), \\
v_- &= C(N), \\
b &= \alpha, \\
\mu &= \nu.
\end{align*} (5.44)

**Corollary 5.2** In (5.44) we have, to first order,
\begin{align*}
Z(x, \lambda, N) &= \sqrt{-2u_-x} + \cdots, \\
R(\lambda, N) &= \lambda + u_-^2 \nu_6 + \cdots, \\
C(N) &= -u_- \alpha - \frac{1}{3} \sqrt{-2u_- \beta} - \frac{1}{3} u_-^2 \nu_2 - \frac{1}{2} u_-^2 \nu_5 - \frac{2}{3} u_-^2 \nu_7 + \cdots.
\end{align*}

Let
\[ g(x, \lambda, N) = f(x, \lambda, \beta) = -x^3 - \lambda x + \beta x^2. \]

From (5.42), $T(k^{-1}(0)) = g^{-1}(0) = \{(x, \lambda, N) : -x^3 - \lambda x + \beta x^2 = 0\}$. Now $g^{-1}(0) = Z_1 \cup Z_2$, where
\begin{align*}
Z_1 &= \{(x, \lambda, N) : x = 0\}, \\
Z_2 &= \{(x, \lambda, N) : \lambda = -x^2 + \beta x\}.
\end{align*}

Therefore for $s$ near $2u_-$, the differential equation $\dot{U} = G(U, s, M)$ has two families of equilibria near $((u_-, 0), 2u_-)$:
\begin{enumerate}
\item $((u_-, v_-), s, M)$,
\item $(u_- + y(x, N), v_- + z(x, N), 2u_- + R_2(x, N), M(N))$,
\end{enumerate}

where $z(x, N) = Z(x, -x^2 + \beta x, N)$, $R_2(x, N) = R(-x^2 + \beta x, N)$, $M(N)$ is given by the last three lines of (5.44), and $y(x, N) = \psi(z(x, N), R_2(x, N), M(N))$. The differential equation $\dot{U} = G(U, s, M)$ also has the saddle $\bar{U}(s, M)$ near $(-3u_-, 0)$ defined at the start of Section 5.

We now define two separation functions, one for each family of equilibria. We recall from (5.1) the smooth function $d(s, M)$ that is zero precisely when, for the differential equation $\dot{U} = G(U, s, M)$, the unique invariant manifold of $(u_-, v_-)$ tangent to the eigendirection for
the larger eigenvalue meets the stable manifold of $\bar{U}(s, M)$ in a trajectory near the $u$-axis. We set $d_1(\lambda, N) = d(2u_+ + R(\lambda, N), M(N))$. To define the second separation function, let $s = 2u_+ + R_2(x, N)$ and $M = M(N)$. The equilibrium $(u_+ + y(x, N), v_+ + z(x, N))$ of $\bar{U} = G(U, s, M)$ has a unique invariant manifold tangent to the eigendirection for the larger eigenvalue. It meets the line $u = -\frac{s}{2}$ in a point $\bar{U}_1(x, N)$. With $\bar{U}_2(s, M)$ defined at the start of Section 5, we let

$$d_2(x, N) = G((-\frac{s}{2}, 0), s, 0) \wedge [\bar{U}_1(x, N) - \bar{U}_2(s, M)],$$

where $s = 2u_+ + R_2(x, N)$, $M = M(N)$. Then

$$d_1(0, \alpha, \beta, \nu) = d_2(0, \alpha, \beta, \nu). \quad (5.45)$$

Since $d_1(\lambda, 0) \equiv 0$, we have

$$d_1(\lambda, \alpha, \beta, \nu) = a(\lambda)\alpha + b(\lambda)\beta + \sum c_i(\lambda)\nu_i + O(||(\alpha, \beta, \nu)||^2). \quad (5.46)$$

Then by (5.45),

$$d_2(x, \alpha, \beta, \nu) = e \alpha + a(0)\alpha + b(0)\beta + \sum c_i(0)\nu_i + O(||(\alpha, \beta, \nu)||^2).$$

**Theorem 5.4**

\[
\begin{align*}
a(0) &= -\frac{32}{3} u^3, & a'(0) &= -8u_-, \\
b(0) &= -\frac{16}{3} u^2 \sqrt{-2u}, & b'(0) &= -4u_- \sqrt{-2u}, \\
c_2(0) &= -\frac{16}{3} u^4, & c_2'(0) &= -4u_3, \\
c_5(0) &= \frac{16}{3} u^4, & c_5'(0) &= \frac{20}{3} u^3, \\
c_7(0) &= -\frac{32}{3} u^4, & c_7'(0) &= -8u_3, \\
c_i(0) &= c_i'(0) = 0 \quad \text{for} \quad i = 1, 3, 4, 6, 8, \\
e &= 16u_- \sqrt{-2u}.
\end{align*}
\]

**Proof.** For $\lambda > 0$, the partial derivatives of $d_1(\lambda, N) = d(2u_+ + R(\lambda, N), M(N))$ at $(\lambda, 0)$ may be computed easily from (5.4). Since $d_1$ is smooth, partial derivatives of $d_1$ at $(0, 0)$
may then be obtained by taking the limit as $\lambda \to 0$. We use (5.4), (5.44), and Corollary 5.2, and let

$$
\zeta_1(\lambda) = \begin{cases} 
8u_-^2, & \lambda = 0, \\
\zeta(2u_- + \lambda), & \lambda > 0.
\end{cases}
$$

Then for $\lambda > 0$,

$$
\frac{\partial d_1}{\partial \alpha}(\lambda, 0) = -u_- \frac{\partial d}{\partial v_-}(2u_- + \lambda, 0) + \frac{\partial d}{\partial b}(2u_- + \lambda, 0) = -\frac{4}{3} u_- \zeta_1(\lambda),
$$

$$
\frac{\partial d_1}{\partial \beta}(\lambda, 0) = \frac{1}{3} \sqrt{-2u_-} \frac{\partial d}{\partial v_-}(2u_- + \lambda, 0) = -\frac{2}{3} \sqrt{-2u_-} \zeta_1(\lambda),
$$

$$
\frac{\partial d_1}{\partial v_2}(\lambda, 0) = \frac{1}{3} u_-^2 \frac{\partial d}{\partial v_-}(2u_- + \lambda, 0) + \frac{\partial d}{\partial \mu_2}(2u_- + \lambda, 0) = -\frac{2}{3} u_-^2 \zeta_1(\lambda),
$$

$$
\frac{\partial d_1}{\partial v_5}(\lambda, 0) = \frac{1}{2} u_-^2 \frac{\partial d}{\partial v_-}(2u_- + \lambda, 0) + \frac{\partial d}{\partial \mu_5}(2u_- + \lambda, 0) = -\frac{1}{3} u_-(s + 3u_-) \zeta_1(\lambda),
$$

$$
\frac{\partial d_1}{\partial v_6}(\lambda, 0) = u_-^2 \frac{\partial d}{\partial \lambda}(2u_- + \lambda, 0) + \frac{\partial d}{\partial \mu_6}(2u_- + \lambda, 0) = 0,
$$

$$
\frac{\partial d_1}{\partial v_7}(\lambda, 0) = -\frac{2}{3} u_-^2 \frac{\partial d}{\partial v_-}(2u_- + \lambda, 0) + \frac{\partial d}{\partial \mu_7}(2u_- + \lambda, 0) = -\frac{4}{3} u_-^2 \zeta_1(\lambda).
$$

For $i = 1, 3, 4, 8$, $\frac{\partial d_i}{\partial v_i}(\lambda, 0) = \frac{\partial d_i}{\partial \mu_i}(2u_- + \lambda, 0) = 0$. For $\lambda = 0$, the same formulas hold by passage to the limit. The formulas of Theorem 5.4, except that for $e$, now follow easily.

To compute $\frac{\partial d}{\partial x}(0, 0)$, we note that for $(x, N) = (0, 0)$ we have

$$
\frac{\partial}{\partial x} G(U, 2u_- + R_2(x, N), M(N)) = 0.
$$

Therefore

$$
e = \frac{\partial d_2}{\partial x}(0, 0) = \lim_{t \to \infty} J_{2u_-}(t)G(\gamma_{2u_-}(t), 0, 0) \wedge \frac{\partial U_1}{\partial x}(0, 0) = 16u_-^2 \frac{\partial}{\partial x}(0) = 16u_-^2 \sqrt{-2u_-}. \quad \square
$$

We define the following sets:

$$
\mathcal{P} = \{(x, \lambda, \alpha, \beta, \nu) : x = \lambda = \beta = 0\},
$$

$$
\mathcal{E}_1 = \{(x, \lambda, \alpha, \beta, \nu) : x = 0, \frac{\partial g}{\partial x} = 0, \text{ and } d_1(\lambda, \alpha, \beta, \nu) = 0\},
$$

$$
\mathcal{E}_2 = \{(x, \lambda, \alpha, \beta, \nu) : \lambda = -x^2 + \beta x, \frac{\partial g}{\partial x} = 0, \text{ and } d_2(x, \alpha, \beta, \nu) = 0\},
$$

$$
\mathcal{F}_1 = \{(x, \lambda, \alpha, \beta, \nu) : x = 0, d_1 = 0, \text{ and there exists } y \text{ such that } \lambda = -y^2 + \beta y \quad \text{ and } \quad \frac{\partial g}{\partial x}(y, \lambda, \alpha, \beta, \nu) \neq 0\},
$$

$$
\mathcal{F}_2 = \{(x, \lambda, \alpha, \beta, \nu) : \lambda = -x^2 + \beta x, d_2 = 0, \text{ and } \frac{\partial g}{\partial x}(0, \lambda, \alpha, \beta, \nu) = 0\}.
$$
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If we project these sets to $N$-space and apply the mapping $M(N)$ given by the last three lines of (5.44), we obtain the sets $\mathcal{P}$, $\mathcal{E}_1$, $\mathcal{E}_2$, $\mathcal{F}_1$, $\mathcal{F}_2$ defined in Section 2.

**Theorem 5.5** There is a continuous positive function $\rho(\overline{\mu})$, defined for $\{\overline{\mu} : \overline{\mu}_5 = 1\}$, such that if $\sup\{|v_-|, |b|, |e|\} < \rho(\overline{\mu})$, then the bifurcation problem $\dot{U} = G(U, s, v_-, b, e\overline{\mu})$ satisfies conditions (I)–(III) of Section 2 on the interval $2u_- - \delta \leq s \leq 2u_- + \delta$ unless $(b, v_-, e\overline{\mu}) \in \mathcal{P} \cup \mathcal{E}_1 \cup \mathcal{E}_2 \cup \mathcal{F}_1 \cup \mathcal{F}_2$.

**Proof.** The question of whether $\dot{U} = G(U, s, v_-, b, \mu)$ satisfies (I)–(III) on $2u_- - \delta \leq s \leq 2u_- + \delta$ can be answered by studying the functions $g(x, \lambda, \alpha, \beta, \nu)$, $d_1(\lambda, \alpha, \beta, \nu)$, and $d_2(\lambda, \alpha, \beta, \nu)$, with $-\delta \leq \lambda \leq \delta$ and $(\alpha, \beta, \nu) = \Phi(v_-, b, \mu)$.

For fixed $(\alpha, \beta, \nu)$, (I) holds provided

1. $g(0, \lambda, \alpha, \beta, \nu) = 0$ and $\frac{\partial g}{\partial x}(0, \lambda, \alpha, \beta, \nu) = 0$ imply $\frac{\partial^2 g}{\partial x^2}(0, \lambda, \alpha, \beta, \nu) \neq 0$ and $\frac{\partial^2 g}{\partial x^2 \partial \lambda}(0, \lambda, \alpha, \beta, \nu) \neq 0$;

2. for $x \neq 0$, $g = 0$ and $\frac{\partial g}{\partial x} = 0$ imply $\frac{\partial g}{\partial \lambda} \neq 0$ and $\frac{\partial^2 g}{\partial x^2} \neq 0$.

Both (1) and (2) are true unless $\beta = 0$, in which case (1) is violated at $(x, \lambda) = (0, 0)$. Note that $(0, 0, \alpha, 0, \nu) \in \mathcal{P}$.

Next we consider condition (III), the simultaneous occurrence of bifurcations. We note that by (5.45) we may write

\[
d_1(\lambda, \alpha, \beta, \nu) = h(\alpha, \beta, \nu) + \lambda i(\lambda, \alpha, \beta, \nu),
\]
\[
d_2(x, \alpha, \beta, \nu) = h(\alpha, \beta, \nu) + x j(x, \alpha, \beta, \nu).
\]

We define

\[
\tilde{d}(x, \lambda, \alpha, \beta, \nu) = h(\alpha, \beta, \nu) + (x^2 + \lambda - \beta x) i(\lambda, \alpha, \beta, \nu) + x j(x, \alpha, \beta, \nu).
\]

Then $g = \tilde{d} = 0$ if and only if either $x = 0$ and $d_1 = 0$, or $\lambda = -x^2 + \beta x$ and $d_2 = 0$. But $j(0) = e \neq 0$, so the equation $\tilde{d} = 0$ may be solved for $x$ as a function of $(\lambda, \alpha, \beta, \nu)$. This implies that it is never the case that two heteroclinic orbits occur at the same value of $\lambda$. Since simultaneous equilibrium bifurcations never occur in the unfolding of the pitchfork, (III) fails only when there exists $\lambda$ such that $(0, \lambda, \alpha, \beta, \nu) \in \mathcal{F}_1$, or there exists $(x, \lambda)$ such that $(x, \lambda, \alpha, \beta, \nu) \in \mathcal{F}_2$. 
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We shall consider (II) only for \( \nu_5 \neq 0 \). Fix \( \overline{\nu} \) with \( \overline{\nu}_5 = 1 \) and let \( c(\lambda) = \sum_{i=1}^{\infty} \overline{\nu}_i c_i(\lambda) \).

Let
\[
\begin{align*}
\hat{g}(x, \lambda, \alpha, \beta, \epsilon) &= g(x, \lambda, \alpha, \beta, \epsilon) = -x^3 - \lambda x + \beta x^2, \\
\hat{d}_1(x, \alpha, \beta, \epsilon) &= d_1(x, \alpha, \beta, \epsilon) = a(\lambda)\alpha + b(\lambda)\beta + c(\lambda)\epsilon + \mathcal{O}(\|(\alpha, \beta, \epsilon)\|^2), \\
\hat{d}_2(x, \alpha, \beta, \epsilon) &= d_2(x, \alpha, \beta, \epsilon) = ex + a(0)\alpha + b(0)\beta + c(0)\epsilon + \mathcal{O}(\|(x, \alpha, \beta, \epsilon)\|^2).
\end{align*}
\]

In order that (II) hold for \( (\alpha, \beta, \epsilon) \), it is sufficient that the following two conditions hold:

1. if \( \hat{d}_1(x, \alpha, \beta, \epsilon) = 0 \), then \( \frac{\partial \hat{d}_1}{\partial x}(0, \lambda, \alpha, \beta, \epsilon) \neq 0 \) and \( \frac{\partial \hat{d}_1}{\partial \lambda}(\lambda, \alpha, \beta, \epsilon) \neq 0 \);
2. if \(-x^2 - \lambda + \beta x = 0 \) and \( \hat{d}_2(x, \alpha, \beta, \epsilon) = 0 \), then \( \frac{\partial \hat{d}_2}{\partial x}(x, \lambda, \alpha, \beta, \epsilon) \neq 0 \) and \( \frac{\partial \hat{d}_2}{\partial \lambda}(x, \alpha, \beta, \epsilon) \neq 0 \).

The derivation of the condition \( \frac{\partial \hat{d}_2}{\partial x}(x, \alpha, \beta, \epsilon) \neq 0 \) in (2) is similar to that of (5.22).

Regarding (1), the functions \( x, \hat{d}_1, \) and \( \frac{\partial \hat{d}_1}{\partial \lambda} \) have linearly independent derivatives at the origin provided \( \overline{\nu}_5 \neq 0 \), so the only simultaneous solutions of \( x = 0, \hat{d}_1 = 0, \frac{\partial \hat{d}_1}{\partial \lambda} = 0 \) are the known two-parameter family for which \( \epsilon = 0 \). Regarding (2), \( \frac{\partial \hat{d}_2}{\partial x}(0) \neq 0 \) by Theorem 3, so there are no small simultaneous solutions of \(-x^2 - \lambda + \beta x = 0, \hat{d}_2 = 0 \) and \( \frac{\partial \hat{d}_2}{\partial x} = 0 \). Thus (II) can only fail if there exists \( \lambda \) such that \( (0, \lambda, \alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_1 \) or there exists \( (x, \lambda) \) such that \( (x, \lambda, \alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_2 \). \( \square \)

**Proof of Theorem 2.3.** Fix \( \overline{\nu} \) with \( \overline{\nu}_5 = 1 \), and define \( c(\lambda), \hat{g}, \hat{d}_1, \) and \( \hat{d}_2 \) as in the proof of Theorem 5.5. By abuse of notation, we shall write \( (x, \lambda, \alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_2 \) for \( (x, \lambda, \alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_2 \), and \( (\alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_2 \) for \( M(\alpha, \beta, \epsilon) \in \hat{\mathcal{E}}_2 \), etc.

Let us consider \( \{(x, \lambda, \alpha, \beta, \epsilon) \in \mathcal{P} : \hat{d}_1 = 0 \} = \{(x, \lambda, \alpha, \beta, \epsilon) \in \mathcal{P} : \hat{d}_2 = 0 \} \). This set lies in \( \mathcal{P} \cap \hat{\mathcal{E}}_1 \cap \hat{\mathcal{E}}_2 \cap \mathcal{F}_1 \cap \mathcal{F}_2 \). Its equations are
\[
\begin{align*}
x &= 0, \\
\lambda &= 0, \\
\beta &= 0, \\
\hat{d}_1(0, \alpha, 0, \epsilon) &= a(0)\alpha + c(0)\epsilon + \cdots = 0.
\end{align*}
\]
Projecting this curve to $\alpha\beta\epsilon$-space, we have the curve
\begin{equation}
\begin{aligned}
a(0)\alpha + c(0)\epsilon + \cdots &= 0, \\
\beta &= 0,
\end{aligned}
\end{equation}
which lies in $\mathcal{P} \cap \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{F}_1 \cap \mathcal{F}_2$. The equations in Theorem 2.3 for the point $Q$ now follow from Theorem 5.4 and the Implicit Function Theorem.

We have
\begin{equation}
\begin{aligned}
\tilde{\mathcal{E}}_1 &= \{(x, \lambda, \alpha, \beta, \epsilon) : \quad x = 0, \lambda = 0, \hat{d}(0, \alpha, \beta, \epsilon) = 0\}, \\
\tilde{\mathcal{F}}_1 &= \{(x, \lambda, \alpha, \beta, \epsilon) : \quad x = 0, \lambda = \beta^2/4, \hat{d}(\beta^2/4, \alpha, \beta, \epsilon) = 0\}.
\end{aligned}
\end{equation}

Projecting to $\alpha\beta\epsilon$-space,
\begin{equation}
\begin{aligned}
\mathcal{E}_1 &= \{(\alpha, \beta, \epsilon) : \quad \hat{d}(0, \alpha, \beta, \epsilon) = 0\}, \\
\mathcal{F}_1 &= \{(\alpha, \beta, \epsilon) : \quad \hat{d}(\beta^2/4, \alpha, \beta, \epsilon) = 0\}.
\end{aligned}
\end{equation}

The equation in Theorem 2.3 for $\mathcal{E}_1$ and $\mathcal{F}_1$ follows.

The function $\hat{d}(\lambda, \alpha, \beta, \epsilon) = 0$ may be solved for $\alpha$ near 0 by the Implicit Function Theorem. Since for $\epsilon = 0$ the set $\hat{d}_1 = 0$ is independent of $\lambda$, we obtain: $\hat{d}_1(\lambda, \alpha, \beta, \epsilon) = 0$ if and only if
\begin{equation}
\alpha = m(\beta) + \epsilon n(\lambda, \beta, \epsilon).
\end{equation}

Therefore $(\alpha, \beta, \epsilon) \in \mathcal{E}_1$ if and only if
\begin{equation}
\alpha = \alpha(\beta, \epsilon) = m(\beta) + \epsilon n(0, \beta, \epsilon),
\end{equation}
and $(\alpha, \beta, \epsilon) \in \mathcal{F}_1$ if and only if
\begin{equation}
\alpha = \hat{\alpha}(\beta, \epsilon) = m(\beta) + \epsilon n(\beta^2/4, \beta, \epsilon),
\end{equation}
Hence
\begin{equation}
\alpha(0, \epsilon) = \hat{\alpha}(0, \epsilon) \quad \text{and} \quad \frac{\partial \alpha}{\partial \beta}(0, \epsilon) = \frac{\partial \hat{\alpha}}{\partial \beta}(0, \epsilon).
\end{equation}
Thus the curves $\alpha(\cdot, \epsilon)$ and $\hat{\alpha}(\cdot, \epsilon)$ are equal for $\epsilon = 0$ and agree to first order at $\beta = 0$ for $\epsilon \neq 0$. For $\epsilon \neq 0$, their intersection at $\beta = 0$ is of course given by (5.47). Now (5.48) and (5.49) imply that
\begin{equation}
\frac{\partial^2 \alpha}{\partial \beta^2}(0, 0) - \frac{\partial^2 \hat{\alpha}}{\partial \beta^2}(0, \epsilon) = -\frac{1}{2} \frac{\partial n}{\partial \lambda}(0, 0, \epsilon).
\end{equation}
An elementary calculation shows that
\[
\frac{\partial n}{\partial \lambda}(0, 0, 0) = (a(0))^{-2}(a'(0)c(0) - a(0)c'(0)) = \frac{1}{4}
\] (5.50)

independent of $\bar{v}$ when $\bar{v}_5 = 1$. Therefore for fixed $\epsilon > 0$, the intersection of the curves $\alpha(\cdot, \epsilon)$ and $\hat{\alpha}(\cdot, \epsilon)$ at $\beta = 0$ is nondegenerate quadratic and is as shown in Figure 5.

$\hat{\mathcal{E}}_2$ is defined by the equations
\[
x^2 - \lambda = 0,
2x - \beta = 0,
\hat{d}_2(x, \alpha, \beta, \epsilon) = ex + a(0)\alpha + b(0)\beta + c(0)\epsilon + \cdots = 0.
\]

Projecting to $\alpha \beta \epsilon$-space, we obtain: $(\alpha, \beta, \epsilon) \in \mathcal{E}_2$ if and only if
\[
a(0)\alpha + (b(0) + \epsilon/2)\beta + c(0)\epsilon + \cdots = 0.
\]

The equation in Theorem 2.3 for $\mathcal{E}_2$ follows.

$\hat{\mathcal{F}}_2$ is defined by the equations
\[
\lambda = 0,
x - \beta = 0,
\hat{d}_2(x, \alpha, \beta, \epsilon) = ex + a(0)\alpha + b(0)\beta + c(0)\epsilon + \cdots = 0.
\]

Projecting to $\alpha \beta \epsilon$-space, we obtain $(\alpha, \beta, \epsilon) \in \mathcal{F}_2$ if and only if
\[
a(0)\alpha + (b(0) + \epsilon)\beta + c(0)\epsilon + \cdots = 0.
\]

The equation in Theorem 2.3 for $\mathcal{F}_2$ follows. \(\Box\)

**Proof of Remark 2.2.** We define
\[
\hat{\mathcal{A}}_{1\pm} = \{(x, \lambda, \alpha, \beta, \nu): x = 0, d_1 = 0, \lambda = \pm \delta\},
\]

Projecting to $N$-space and applying $M(N)$ gives $\mathcal{A}_{1\pm}$. We shall abuse this notation as in the previous proof.

To find $\hat{\mathcal{A}}_{1\pm}$ for $\nu = \epsilon\bar{v}$, we note that $(\alpha, \beta, \epsilon) \in \mathcal{A}_{1\pm}$ if and only if
\[
\alpha = m(\beta) + \epsilon n(\pm \delta, \beta, \epsilon).
\] (5.51)
For $\epsilon = 0$ these sets coincide with $E_1$ and $F_1$. For small $\delta > 0$, $(\beta, \epsilon)$ in a small ball about 0 whose size depends on $\delta$, and $\epsilon \neq 0$, the sets $A_{1\pm}$ do not meet $E_1$ or $F_1$. To see this for $E_1$, we equate (5.48) and (5.51) and divide by $\epsilon$ to obtain

$$m(0, \beta, \epsilon) = n(\pm \delta, \beta, \epsilon).$$  \hspace{1cm} (5.52)

By (5.50), $\frac{\partial n}{\partial \lambda}(0) > 0$. Therefore for small $\delta > 0$, $n(\pm \delta, 0, 0) \neq 0$. Thus equation (5.52) is false for $(\beta, \epsilon) = (0, 0)$. The assertion then follows by continuity. The same argument works for $F_1$. On the other hand, for each fixed $\epsilon$ the intersection of the curves defined by $A_{1\pm}$ and $E_2$ or $F_2$ is transverse. \square

Remark 5.2 $A_{1\pm}$ coincides with the set $v_- = \phi(b) + \xi(b, \epsilon)$ of Theorem 5.1.

An easy argument shows that the analogous sets $A_{2\pm}$ are empty, so the points defined by $d_2 = 0$ do not leave the region $-\delta \leq \lambda \leq \delta$.

5.5 Remaining Proofs

Proof of Theorem 2.1. It was noted in Section 2 that (IV) is satisfied for all small $M$. The first sentence of Theorem 2.1 then follows from Theorems 5.1, 5.3, and 5.5. The second sentence follows from the descriptions of the transition surfaces given in the proofs of Theorems 2.2 and 2.3. \square

Proof of Theorem 2.4 The formulas for $P$ and $Q$ follow from the corresponding formulas in Theorems 2.2 and 2.3 and the changes of variables. To see that the curves $E$, $B$, and $F$ lie above $E_1$ and $F_1$, one uses Remarks 5.1 and 5.2 together with Remarks 2.1 and 2.2. The transversal intersections of $P$, $E_2$ and $F_2$ with $B$, $H$, $E$, and $F$, and the fact that $H$ falls to meet $E_1$ and $F_1$, all follow from the situation at $\epsilon = 0$ (Figure 9). \square

Proof of Proposition 2.1. The main point is that in the region between $F_1$ and $C$, there is exactly one $AB$ transition. The proof uses Theorem 5.1 and Remarks 5.1 and 5.2. \square
Proof of Theorem 2.5.  We shall derive the condition that \( P_i \) meets \( \mathcal{P} \), \( 1 \leq i \leq 6 \). From Theorem 2.3, \( \mathcal{P} \) has the formula
\[
v_\ld + u_\ld b + u_\ld^2 [\frac{1}{2} + \frac{1}{3}(\mu_2 + 2\mu_\ld)]\epsilon + \cdots = 0.
\]
Substituting the equations for \( P_i \) from Theorem 2.2, we obtain
\[
(\mu_2 + 2\mu_\ld - 1 - \frac{1}{3} a_i)\epsilon + \mathcal{O}(\epsilon^2) = 0.
\]
The condition is then obtained by dividing by \( \epsilon \) and using the Implicit Function Theorem. □

Proof of Remark 2.4.  This remark is clear from the role played by \( u_\ld \) throughout this section. □
References


SADDLE
OR
WEAK SADDLE

SADDLE-NODE

FIGURE 1
\[ 2u_ - 8 \leq s < 2u_ - \]
\[ 2u_ - s \leq -\frac{2}{3} u_ - \]
\[ -\frac{2}{3} u_ - s \leq -\frac{2}{3} u_ - + 8 \]

**Figure 2**
FIGURE 6 (2)
Figure 10. The \((b,v)\) plane.
Figure 11.
Figure 12.

(a) \( U_\perp \) crosses \( \mathcal{E} \).

(b) \( U_\perp \) crosses \( F \).
Figure 13
Figure 14(a). $U_L$ in sector 4.

Figure 14(b). $U_L$ in sector 5(a).
Figure 14(c). $U_L$ is sector 5(b).

Figure 14(d). $U_L$ is sector 10.
Figure 14. Slow wave curves and undercompressive shock curve.
Figure 15: Solution of Riemann problems. Detailed wave curves.

- - - - limit points
- - fast shock curve
- - - fast rarefaction curve.
Figure 16  Solution of Riemann problems. $U_R$ regions.
Figure 17: Solution of Riemann problems. Wave curve pattern.
structure boundaries

slow wave curves

undercompressive shock curve

$S_o$

fast wave curves

Structure of solution of Riemann problem:

1. Lax-Liu structure.

2. Attached slow wave, detached fast wave.

3. Slow wave, undercompressive shock, fast wave.

4. Detached slow wave, fast wave.

Figure 17. Legend.
<table>
<thead>
<tr>
<th>#</th>
<th>Author/s</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>547</td>
<td>M. Slemrod</td>
<td>Dynamics of Measured Valued Solutions to a Backward-Forward Heat Equation</td>
</tr>
<tr>
<td>548</td>
<td>Avner Friedman and Jürgen Sprekels</td>
<td>Steady States of Austenitic-Martensitic-Domains in the Ginzburg-Landau Theory of Shape Memory Alloys</td>
</tr>
<tr>
<td>549</td>
<td>Avner Friedman and Bei Hu</td>
<td>Degenerate Hamilton-Jacobi-Bellman Equations in a Bounded Domain</td>
</tr>
<tr>
<td>550</td>
<td>E.G. Kalnins, Willard Miller, Jr., and M.V. Tretiak</td>
<td>Families of Orthogonal and Biorthogonal Polynomials on the N-Sphere</td>
</tr>
<tr>
<td>551</td>
<td>Heinrich Freistühler</td>
<td>On Compact Linear Degeneracy</td>
</tr>
<tr>
<td>552</td>
<td>Matthew Witten</td>
<td>Quantifying the Concepts of Rate and Acceleration/Deceleration of Aging</td>
</tr>
<tr>
<td>553</td>
<td>J.P. Albert and J.L. Bona</td>
<td>Total Positivity and the Stability of Internal Waves in Stratified Fluids of Finite Depth</td>
</tr>
<tr>
<td>554</td>
<td>Brian Coomes and Victor Zurkowski</td>
<td>Linearization of Polynomial Flows and Spectra of Derivations</td>
</tr>
<tr>
<td>555</td>
<td>Yuriko Renardy</td>
<td>A Couette-Poiseuille Flow of Two Fluids in a Channel</td>
</tr>
<tr>
<td>556</td>
<td>Michael Renardy</td>
<td>Short wave instabilities resulting from memory slip</td>
</tr>
<tr>
<td>557</td>
<td>Daniel D. Joseph and Michael Renardy</td>
<td>Stokes’ first problem for linear viscoelastic fluids with finite memory</td>
</tr>
<tr>
<td>558</td>
<td>Xiaxi Ding</td>
<td>Superlinear Conservation Law with Viscosity</td>
</tr>
<tr>
<td>559</td>
<td>J.L. Ericksen</td>
<td>Liquid Crystals with Variable Degree of Orientation</td>
</tr>
<tr>
<td>560</td>
<td>F. Robert Ore, Jr. and Xinfu Chen</td>
<td>Electro-Optic Modulation in an Arbitrary Cross-Section Waveguide</td>
</tr>
<tr>
<td>561</td>
<td>M.V. Tretiak</td>
<td>Multivariable biorthogonal continuous-discrete Wilson and Racah polynomials</td>
</tr>
<tr>
<td>562</td>
<td>Yisong Yang</td>
<td>Existence of Solutions for a Generalized Yang-Mills Theory</td>
</tr>
<tr>
<td>563</td>
<td>Peter Gritzmann, Laurent Habsieger and Victor Klee</td>
<td>Good and Bad Radii of Convex Polygons</td>
</tr>
<tr>
<td>564</td>
<td>Martin Golubitsky, Martin Krupa and Chjan. C. Lim</td>
<td>Time-Reversibility and Particle Sedimentation</td>
</tr>
<tr>
<td>565</td>
<td>G. Yin</td>
<td>Recent Progress in Parallel Stochastic Approximations</td>
</tr>
<tr>
<td>566</td>
<td>G. Yin</td>
<td>On II-Valued SA: Finite Dimensional Approximations</td>
</tr>
<tr>
<td>567</td>
<td>Chien-Cheng Chang</td>
<td>Accurate Evaluation of the Effect of Diffusion and Conductivity in Certain Equations</td>
</tr>
<tr>
<td>568</td>
<td>Chien-Cheng Chang and Ruey-Ling Chern</td>
<td>The Effect of Viscous Diffusion in Discrete Vortex Dynamics for Slightly Viscous Flows</td>
</tr>
<tr>
<td>569</td>
<td>Li Ta-Tsien (Li Da-qian) and Zhao Yan-Chun</td>
<td>Global Existence of Classical Solutions to the Typical Free Boundary Problem for General Quasilinear Hyperbolic Systems and its Applications</td>
</tr>
<tr>
<td>570</td>
<td>Thierry Cazenave and Fred B. Weissler</td>
<td>The Structure of Solutions to the Pseudo-Conformally Invariant Nonlinear Schrödinger Equation</td>
</tr>
<tr>
<td>571</td>
<td>Marshall Slemrod and Athanasios E. Tzavaras</td>
<td>A Limiting Viscosity Approach for the Riemann Problem in Isentropic Gas Dynamics</td>
</tr>
<tr>
<td>573</td>
<td>P.J. Vassiliou</td>
<td>On the Geometry of Semi-Linear Hyperbolic Partial Differential Equations in the Plane Integrable by the Method of Darboux</td>
</tr>
<tr>
<td>574</td>
<td>Jerome V. Moloney and Alan C. Newell</td>
<td>Nonlinear Optics</td>
</tr>
<tr>
<td>575</td>
<td>Keti Tenenblat</td>
<td>A Note on Solutions for the Intrinsic Generalized Wave and Sine-Gordon Equations</td>
</tr>
<tr>
<td>576</td>
<td>P. Szmonlyan</td>
<td>Iteroclinic Orbits in Singularly Perturbed Differential Equations</td>
</tr>
<tr>
<td>577</td>
<td>Wenxiang Liu</td>
<td>A Parabolic System Arising In Film Development</td>
</tr>
<tr>
<td>578</td>
<td>Daniel B. Dix</td>
<td>Temporal Asymptotic Behavior of Solutions of the Benjamin-Ono-Burgers Equation</td>
</tr>
<tr>
<td>579</td>
<td>Michael Renardy and Yuriko Renardy</td>
<td>On the nature of boundary conditions for flows with moving free surfaces</td>
</tr>
<tr>
<td>580</td>
<td>Werner A. Stahel</td>
<td>Robust Statistics: From an Intellectual Game to a Consumer Product</td>
</tr>
<tr>
<td>581</td>
<td>Avner Friedman and Fernando Reitich</td>
<td>The Stefan Problem with Small Surface Tension</td>
</tr>
<tr>
<td>582</td>
<td>E.G. Kalnins and W. Miller, Jr.,</td>
<td>Separation of Variables Methods for Systems of Differential Equations in Mathematical Physics</td>
</tr>
<tr>
<td>583</td>
<td>Mitchell Luskin and George R. Sell</td>
<td>The Construction of Inertial Manifolds for Reaction-Diffusion Equations by Elliptic Regularization</td>
</tr>
<tr>
<td>584</td>
<td>Konstantin Mishaikow</td>
<td>Dynamic Phase Transitions: A Connection Matrix Approach</td>
</tr>
<tr>
<td>585</td>
<td>Philippe Le Floch and Li Tatuien</td>
<td>A Global Asymptotic Expansion for the Solution to the Generalized Riemann Problem</td>
</tr>
<tr>
<td>586</td>
<td>Matthew Witten, Ph.D.</td>
<td>Computational Biology: An Overview</td>
</tr>
<tr>
<td>587</td>
<td>Matthew Witten, Ph.D.</td>
<td>Peering Inside Living Systems: Physiology in a Supercomputer</td>
</tr>
<tr>
<td>#</td>
<td>Author/s</td>
<td>Title</td>
</tr>
<tr>
<td>----</td>
<td>-------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>588</td>
<td>Michael Renardy,</td>
<td>An existence theorem for model equations resulting from kinetic theories of polymer solutions</td>
</tr>
<tr>
<td>590</td>
<td>Luigi Preziosi,</td>
<td>An Invariance Property for the Propagation of Heat and Shear Waves</td>
</tr>
<tr>
<td>591</td>
<td>Gregory M. Constantine and John Bryant,</td>
<td>Sequencing of Experiments for Linear and Quadratic Time Effects</td>
</tr>
<tr>
<td>592</td>
<td>Prabir Daripa,</td>
<td>On the Computation of the Beltrami Equation in the Complex Plane</td>
</tr>
<tr>
<td>593</td>
<td>Philippe Le Floch,</td>
<td>Shock Waves for Nonlinear Hyperbolic Systems in Nonconservative Form</td>
</tr>
<tr>
<td>595</td>
<td>Mark J. Friedman and Eusebius J. Doedel,</td>
<td>Numerical computation and continuation of invariant manifolds connecting fixed points</td>
</tr>
<tr>
<td>596</td>
<td>Scott J. Spector,</td>
<td>Linear Deformations as Global Minimizers in Nonlinear Elasticity</td>
</tr>
<tr>
<td>597</td>
<td>Denis Serre,</td>
<td>Richness and the classification of quasilinear hyperbolic systems</td>
</tr>
<tr>
<td>598</td>
<td>L. Preziosi and F. Rosso,</td>
<td>On the stability of the shearing flow between pipes</td>
</tr>
<tr>
<td>599</td>
<td>Avner Friedman and Wenxiong Liu,</td>
<td>A system of partial differential equations arising in electrophotography</td>
</tr>
<tr>
<td>600</td>
<td>Jonathan Bell, Avner Friedman, and Andrew A. Lacey,</td>
<td>On solutions to a quasilinear diffusion problem from the study of soft tissue</td>
</tr>
<tr>
<td>601</td>
<td>David G. Schaeffer and Michael Shearer,</td>
<td>Loss of hyperbolicity in yield vertex plasticity models under nonproportional loading</td>
</tr>
<tr>
<td>602</td>
<td>Herbert C. Kranzer and Barbara Lee Keyfitz,</td>
<td>A strictly hyperbolic system of conservation laws admitting singular shocks</td>
</tr>
<tr>
<td>603</td>
<td>S. Laederich and M. Levi,</td>
<td>Qualitative dynamics of planar chains</td>
</tr>
<tr>
<td>604</td>
<td>Milan Miklavčič,</td>
<td>A sharp condition for existence of an inertial manifold</td>
</tr>
<tr>
<td>605</td>
<td>Charles Collins, David Kinderlehrer, and Mitchell Luskin,</td>
<td>Numerical approximation of the solution of a variational problem with a double well potential</td>
</tr>
<tr>
<td>606</td>
<td>Todd Arbogast,</td>
<td>Two-phase incompressible flow in a porous medium with various nonhomogeneous boundary conditions</td>
</tr>
<tr>
<td>607</td>
<td>Peter Poláčik,</td>
<td>Complicated dynamics in scalar semilinear parabolic equations in higher space dimension</td>
</tr>
<tr>
<td>608</td>
<td>Bei Hu,</td>
<td>Diffusion of penetrant in a polymer: a free boundary problem</td>
</tr>
<tr>
<td>609</td>
<td>Mohamed Sami ElBialy,</td>
<td>On the smoothness of the linearization of vector fields near resonant hyperbolic rest points</td>
</tr>
<tr>
<td>610</td>
<td>Max Jodeit, Jr. and Peter J. Olver,</td>
<td>On the equation $\nabla f = M \nabla g$</td>
</tr>
<tr>
<td>611</td>
<td>Shui-Nee Chow, Kening Lu, and Yun-Qiu Shen,</td>
<td>Normal form and linearization for quasiperiodic systems</td>
</tr>
<tr>
<td>612</td>
<td>Prabir Daripa,</td>
<td>Theory of one dimensional adaptive grid generation</td>
</tr>
<tr>
<td>613</td>
<td>Michael C. Mackey and John G. Milton,</td>
<td>Feedback, delays and the origin of blood cell dynamics</td>
</tr>
<tr>
<td>614</td>
<td>D.G. Aronson and S. Kamin,</td>
<td>Disappearance of phase in the Stefan problem: one space dimension</td>
</tr>
<tr>
<td>615</td>
<td>Martin Krupa,</td>
<td>Bifurcations of relative equilibria</td>
</tr>
<tr>
<td>616</td>
<td>D.D. Joseph, P. Singh, and K. Chen,</td>
<td>Couette flows, rollers, emulsions, tall Taylor cells, phase separation and inversion, and a chaotic bubble in Taylor-Couette flow of two immiscible liquids</td>
</tr>
<tr>
<td>617</td>
<td>Arturo González-López, Niky Kamran, and Peter J. Olver,</td>
<td>Lie algebras of differential operators in two complex variables</td>
</tr>
<tr>
<td>618</td>
<td>L.E. Fraenkel,</td>
<td>On a linear, partly hyperbolic model of viscoelastic flow past a plate</td>
</tr>
<tr>
<td>619</td>
<td>Stephen Schecter and Michael Shearer,</td>
<td>Undercompressive shocks for nonstrictly hyperbolic conservation laws</td>
</tr>
<tr>
<td>620</td>
<td>Xinfu Chen,</td>
<td>Axially symmetric jets of compressible fluid</td>
</tr>
<tr>
<td>621</td>
<td>J. David Logan,</td>
<td>Wave propagation in a qualitative model of combustion under equilibrium conditions</td>
</tr>
<tr>
<td>622</td>
<td>M.L. Zeeman,</td>
<td>Hopf bifurcations in competitive three-dimensional Lotka-Volterra Systems</td>
</tr>
<tr>
<td>623</td>
<td>Allan P. Fordy,</td>
<td>Isospectral flows: their Hamiltonian structures, Miura maps and master symmetries</td>
</tr>
<tr>
<td>624</td>
<td>Daniel D. Joseph, John Nelson, Michael Renardy, and Yuriko Renardy,</td>
<td>Two-Dimensional cusped interfaces</td>
</tr>
</tbody>
</table>