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1. Introduction

Consider the initial value problem for a system of differential equations

\[ u_t = \varepsilon^{-1} A u + Bu + F, \quad t \geq 0, \]

(1.1)

\[ u(0) = u_0. \]

Here \( u = (u_1, \ldots, u_n)^T \), \( F = F(t, \varepsilon) = (F_1(t, \varepsilon), \ldots, F_n(t, \varepsilon))^T \in C^\infty(t, \varepsilon) \) are vector functions with \( n \) components and \( A = A(t, \varepsilon) \in C^\infty(t, \varepsilon) \), \( B = B(t, \varepsilon) \in C^\infty(t, \varepsilon) \) are \( n \times n \) matrices which depend on \( t \) and a small parameter \( \varepsilon \) for \( 0 < \varepsilon \leq \varepsilon_0 \ll 1 \). We assume also that \( A, B, F \) vary slowly as functions of \( t \). To make this precise we define

**Definition 1.1.** A function \( f(t, \varepsilon) \) is said to vary slowly of order \( p \) if \( f \) and its derivatives \( d^j f / dt^j, \ j \leq p \) can be estimated independently of \( \varepsilon \). If such an estimate holds for any \( p \), then we say that the function varies slowly.

We are not interested in problems with rapidly growing solutions where the large matrix is degenerate like

\[ u_t = \left( \frac{1}{\varepsilon} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} b_{11} & b_{12} \\ 0 & b_{22} \end{pmatrix} \right) u. \]

Therefore, we make

**Assumption 1.1.** There is a slowly varying transformation \( S(t, \varepsilon) \) such that

(1.2)

\[ S^{-1}(t, \varepsilon) A(t, \varepsilon) S(t, \varepsilon) = \begin{pmatrix} A_{11}(t, \varepsilon) & 0 \\ 0 & \varepsilon A_{22}(t, \varepsilon) \end{pmatrix}, \]
where $A_{11}, A_{22}$ are slowly varying and

\[(1.3)\quad A_{11} = \begin{pmatrix} \lambda_1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & \ddots & \ddots & \lambda_m \end{pmatrix}, \quad |\lambda_j| \geq 1, \quad j = 1, 2, \ldots, m.
\]

In this paper we are only interested in the highly oscillatory case and, therefore, we make

**Assumption 1.2.** The eigenvalues of $A_{11}$ are purely imaginary, i.e.,

\[\text{Re } \lambda_j = 0, \quad j = 1, 2, \ldots, m.\]

The real stiff case is treated in [2].

An important special case arises when $A_{22} \equiv 0$. To achieve this goal one has to be careful how one splits a given matrix into its large part $\frac{1}{\varepsilon} A$ and its small part $B$. An example is

\[u_t = \left( i \left( \begin{pmatrix} -\frac{1}{\varepsilon} & \frac{1}{\varepsilon} \\ \frac{1}{\varepsilon} & -(\frac{1}{\varepsilon} + 1) \end{pmatrix} + \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} \right) \right) u =: (\frac{1}{\varepsilon} A + B)u.\]

The elements of $\frac{1}{\varepsilon} A$ are all large but the rows are almost linearly dependent. The eigenvalues of $\frac{1}{\varepsilon} A$ are

\[\lambda_1 = -\frac{2i}{\varepsilon} + O(1), \quad \lambda_2 = -\frac{i}{2} + O(\varepsilon)\]

and, therefore, $A_{22} \neq 0$. The remedy is to write the system in the form

\[u_t = \left( i \left( \begin{pmatrix} -\frac{1}{\varepsilon} & \frac{1}{\varepsilon} \\ \frac{1}{\varepsilon} & -\frac{1}{\varepsilon} \end{pmatrix} + \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} - i \end{pmatrix} \right) \right) u.\]
There is one other situation we have to be aware of. Consider

\[(1.4) \quad u_t = \left( \begin{array}{cc} 0 & \frac{1}{\varepsilon^2} \\ -1 & 0 \end{array} \right) + \left( \begin{array}{cc} b_{11} & b_{12} \\ b_{21} & b_{22} \end{array} \right) u \]

which could also be written as

\[u_t = \left( \begin{array}{cc} 0 & \frac{1}{\varepsilon^2} \\ 0 & 0 \end{array} \right) + \left( \begin{array}{cc} b_{11} & b_{12} \\ -1 & b_{22} \end{array} \right) u.\]

Both versions violate our assumption. Instead, we have to “rescale” the system by introducing new dependent variables

\[\varepsilon u_1 = u'_1, \quad u_2 = u'_2.\]

Now (1.4) becomes

\[u'_t = \left( \frac{1}{\varepsilon} \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) + \left( \begin{array}{cc} b_{11} & \varepsilon b_{12} \\ 0 & b_{22} \end{array} \right) u',\]

and our assumptions are satisfied. This behavior is very common when discretizing hyperbolic problems with different time scales.

The plan of our paper is as follows. In Section 2 we collect analytic results for the solution of (1.1). In Section 3 we shall solve our problem by asymptotic expansions. In this paper we are not interested in highly oscillatory solutions. Therefore, in Section 4 we shall discuss methods to “initialize the data” such that the resulting solution varies only on the slow time scale.

In Section 5 we will discuss the backward differentiation methods (BDF)

\[
\left( I - \frac{2}{3}k \left( \frac{1}{\varepsilon} A_{n+1} + B_{n+1} \right) \right) y_{n+1} = \sum_{j=0}^{n-1} \alpha_j y_{n-j} + kF_{n+1}
\]

and, in Section 6, apply them to hyperbolic partial differential equations.
In many applications it is much easier to invert \( I - \frac{2}{3} \frac{k}{\varepsilon} A \) than \( I - \frac{2}{3} \frac{k}{\varepsilon} (\frac{1}{\varepsilon} A + B) \). Therefore, in the last two sections, we consider split methods

\[
(I - \frac{2}{3} \frac{k}{\varepsilon} A_{n+1})y_{n+1} = \sum_{j=0}^{p-1} \alpha_j y_{n-j} + \sum_{j=0}^{r-1} \beta_j (B_{n-j} y_{n-j} + F_{n-j}).
\]

Our results indicate that the best methods are

1) The classic combination of Leap-frog and Crank-Nicolson.

2) A combination of the second order BDF method with an explicit second or third order method of type (1.5).

In the literature one can find other splitting techniques like “Strang” and addititative splitting. In our opinion, they cannot compete with split multistep methods. (For details, see [1]).
2. Analytic results

We use Assumption 1.1 to introduce a new variable \( u_1 = S^{-1}u \) into (1.1) and obtain

\[
(2.1) \quad u_{1t} = \left( \begin{array}{cc}
\frac{1}{\varepsilon} A_{11} & 0 \\
0 & A_{22}
\end{array} \right) + B^{(1)} u_1 + F^{(1)},
\]

where

\[
B^{(1)} = S^{-1}BS - S^{-1}S_t, \quad F^{(1)} = S^{-1}F.
\]

There is a slowly varying transformation \( I + \varepsilon S_1 \) such that

\[
(I + \varepsilon S_1)^{-1} \left( \begin{array}{cc}
\frac{1}{2} A_{11} & 0 \\
0 & A_{22}
\end{array} \right) + B^{(1)} (I + \varepsilon S_1) = \left( \begin{array}{cc}
\frac{1}{\varepsilon} (A_{11} + \varepsilon C_{11}^{(1)}) & 0 \\
0 & A_{22} + \varepsilon C_{22}^{(1)}
\end{array} \right) =: D.
\]

Here \( C_{11}^{(1)} \) is diagonal. Therefore, \( u_2 = (I + \varepsilon S_1)^{-1} u_1 \) satisfies

\[
u_{2t} = (D + \varepsilon B^{(2)}) u_2 + F^{(2)}.
\]

We can repeat the process and after \( p + 1 \) transformations we obtain a system of the form

\[
\left( \begin{array}{c}
u^I \\
u^{II}
\end{array} \right)_t = \left( \begin{array}{cc}
\frac{1}{\varepsilon} (A_{11} + \varepsilon C_{11}) & \varepsilon p C_{12}
\varepsilon p C_{21} & B_{22} + \varepsilon C_{22}
\end{array} \right) \left( \begin{array}{c}
u^I \\
u^{II}
\end{array} \right) + F_2.
\]

Thus, except for terms of order \( \varepsilon^p \), we obtain the decoupled system

\[
(2.2a) \quad u^I_t = \frac{1}{\varepsilon} (A_{11} + \varepsilon C_{11}) u^I + F^I, \quad C_{11} \text{ diagonal},
\]

\[
(2.2b) \quad u^{II}_t = (B_{22} + \varepsilon C_{22}) u^{II} + F^{III}.
\]

We shall now derive an asymptotic expansion for the solutions of (2.2a). We want to show that it consists of a slowly varying and a rapidly varying part.
If we neglect \( u^I_t \), then \( u^I = -\varepsilon (A_{11} + \varepsilon C_{11})^{-1} F^I \). Therefore, we make the substitution

\[
u^I = \varepsilon \varphi_1 + u^I_1, \quad \varphi_1 = -(A_{11} + \varepsilon C_{11})^{-1} F^1
\]

and obtain

\[
u^I_{1t} = \frac{1}{\varepsilon} (A_{11} + \varepsilon C_{11}) u^I + \varepsilon F^I_1, \quad F^I_1 = \left( (A_{11} + \varepsilon C_{11})^{-1} F \right)_t.
\]

Thus, we have reduced the forcing to order \( O(\varepsilon) \). After \( p \) steps we obtain

\[
u^I = \sum_{j=1}^{p} \varepsilon^j \varphi_j + u^I_p,
\]

where

\[
u^I_p = \frac{1}{\varepsilon} (A_{11} + \varepsilon C_{11}) u^I_p + \varepsilon^p F^I_p,
\]

\[
u^I_p(0) = u^I(0) - \sum_{j=1}^{p} \varepsilon^j \varphi_j(0).
\]

If the initial data are such that \( u^I_p(0) \equiv O(\varepsilon^p) \), then \( u^I_p(t) = O(\varepsilon^p) \) and has \( p \) derivatives bounded independently of \( \varepsilon \). Otherwise, it is dominated by the rapidly varying part

\[
u^I_p(t) = \varepsilon^t \int_0^t (A_{11} + \varepsilon C_{11}) d\xi u^I_p(0).
\]

Since the solutions of (2.2b) are slowly varying we have sketched a proof of (for more details, see [4],[5] and [6])

**Theorem 2.1.** The solution of (1.1) can be written as

\[
u = \nu_S + \nu_F.
\]

Here \( \nu_S \) is slowly and \( \nu_F \) is rapidly varying. Any initial data \( u(0) \) can be split into

\[
u(0) = \nu_S(0) + \nu_F(0).
\]

\( \nu_S(0) \) generates the slowly varying and \( \nu_F(0) \) the rapidly varying part. In particular, \( \nu_S(t) \)

is determined by (2.2b) and (2.3) with \( u^I_p \equiv 0 \). Also, \( \nu_S \) is a smooth function of \( \varepsilon \).
3. Numerical solution by asymptotic expansion

To use asymptotic expansions to solve (1.1) we need to calculate the transformation (1.3) efficiently. Techniques to do so are described in [5]. We assume that we have executed this transformation and that the equations are given in the form

\begin{align}
(3.1a) \quad u_t^I &= \varepsilon^{-1} (A_{11} + \varepsilon B_{11}) u^I + B_{12} u^{II} + F^I, \\
(3.1b) \quad u_t^{II} &= (A_{22} + B_{22}) u^{II} + B_{21} u^I + F^{II}.
\end{align}

For slowly varying solutions, we can, to first approximation, neglect $u_t^I$. Therefore, we solve

\begin{equation}
(A_{11} + \varepsilon B_{11}) \psi^I_0 + \varepsilon B_{12} \psi^{II}_0 + \varepsilon F^I = 0,
\end{equation}

\begin{equation}
\psi^{II}_0 = (A_{22} + B_{22}) \psi^I_0 + B_{21} \psi^I_0 + F^{II},
\end{equation}

\begin{equation}
\psi^I_0(0) = u^{II}(0).
\end{equation}

The remainder

\begin{equation}
u_1 = u - \psi_0
\end{equation}

is a solution of

\begin{align}
(3.3) \quad u_t^I &= \varepsilon^{-1} (A_{11} + \varepsilon B_{11}) u^I + B_{12} u^{II} - \psi^I_0, \\
&= (A_{22} + \varepsilon B_{22}) u^I + B_{21} u^I,
\end{align}

\begin{equation}
u_1^{II}(0) = 0.
\end{equation}

Now we solve

\begin{equation}
(A_{11} + \varepsilon B_{11}) \psi^I_1 + \varepsilon B_{12} \psi^{II}_1 - \varepsilon^{-1} \psi^I_0 = 0,
\end{equation}

\begin{equation}
\psi^{II}_1 = (A_{22} + B_{22}) \psi^I_1 + B_{21} \psi^I_1,
\end{equation}

\begin{equation}
\psi^I_1(0) = 0.
\end{equation}

(Observe that $\psi^I_0 = O(\varepsilon)$ and, therefore, $\psi^I_1 = O(1)$.) Then

\begin{equation}
u_2 = u_1 - \varepsilon^2 \psi^I_1
\end{equation}
is a solution of

\[ u_{2t}^{II} = \varepsilon^{-1}(A_{11} + \varepsilon B_{11})u_2^I + B_{12}u_2^{II} - \varepsilon^2 \psi_{1t}, \]

(3.5)

\[ u_{2t}^{II} = (A_{22} + \varepsilon B_{22})u_2^I + B_{21}u_2^I, \]

\[ u_2^{II}(0) = 0. \]

The reduction process can be continued. After \( p \) steps we obtain

\[ u = \psi^{(p)} + w, \quad \psi^{(p)} = \psi_0 + \varepsilon \sum_{j=1}^{p-1} \varepsilon^j \psi_j, \]

where, except for terms of order \( O(\varepsilon^{p+1}) \), \( w \) solves

\[ \begin{pmatrix} w^I \\ w^{II} \end{pmatrix}_t = \begin{pmatrix} \frac{1}{\varepsilon}(A_{11} + \varepsilon B_{11}) \\ B_{21} \\ \varepsilon B_{12} \\ A_{22} + B_{22} \end{pmatrix} \begin{pmatrix} w^I \\ w^{II} \end{pmatrix} =: \begin{pmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{pmatrix} \begin{pmatrix} w^I \\ w^{II} \end{pmatrix} \]

\[ w^I(0) = u^I(0) - (\psi^{(p)}(0))^I, \quad w^{II}(0) = 0. \]

If \( w^I(0) = 0 \), then \( w \equiv 0 \) and we have solved our problem, which, in this case, has no fast part. If \( w^I(0) \neq 0 \), then we have to separate the scales further. We make a variable substitution of type

\[ w = \begin{pmatrix} I & S \\ 0 & I \end{pmatrix} \hat{w}, \]

and obtain

\[ \hat{w}_t + \begin{pmatrix} 0 & S_t \\ 0 & 0 \end{pmatrix} \hat{w} = \begin{pmatrix} I & -S \\ 0 & I \end{pmatrix} \begin{pmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{pmatrix} \begin{pmatrix} I & S \\ 0 & I \end{pmatrix} \hat{w} \]

\[ = \begin{pmatrix} D_{11} - SD_{21} & D_{12} - SD_{22} \\ D_{21} & D_{22} \end{pmatrix} \begin{pmatrix} I & S \\ 0 & I \end{pmatrix} \hat{w} = \begin{pmatrix} D_{11} - SD_{21} & D_{11}S - SD_{22} + D_{12} - SD_{21}S \\ D_{21} & D_{21}S + D_{22} \end{pmatrix} \hat{w}. \]

Thus,

\[ \hat{w}_t = \begin{pmatrix} D_{11} - SD_{21} & 0 \\ D_{21} & D_{21}S + D_{22} \end{pmatrix} + O(\varepsilon^{p+1}) \hat{w}. \]

(3.7)

\[ \hat{w}^I(0) = w^I(0), \quad \hat{w}^{II}(0) = 0, \]
if we choose $S$ such that

$$S_i = D_{11}S - SD_{22} + D_{12} - SD_{21}S + O(\varepsilon^{p+1})$$

(3.8)

$$= \frac{1}{\varepsilon}(A_{11} + \varepsilon B_{11})S - S(A_{22} + B_{22}) + B_{12} - SB_{21}S + O(\varepsilon^{p+1}).$$

(3.8) is satisfied if we use $p + 1$ steps of the iteration

$$\varepsilon S_i^{(j)} = A_{11}S_{i}^{(j+1)} + \varepsilon B_{12} + \varepsilon B_{11}S^{(j)} - \varepsilon S^{(j)}(A_{22} + B_{22}) - \varepsilon S^{(j)}B_{21}S^{(j)}$$

$$S^{(1)} = -\varepsilon A_{11}^{-1}B_{12}.$$

Now we neglect the term $O(\varepsilon^{p+1})$ in (3.7) and make the substitution

$$\tilde{w} = \begin{pmatrix} I & 0 \\ T & I \end{pmatrix} \tilde{v}.$$

In the same way as above, neglecting terms of order $O(\varepsilon^{p+1}),$ we obtain

$$\tilde{w}_i = \begin{pmatrix} D_{11} - SD_{21} & 0 \\ 0 & D_{21}S + D_{22} \end{pmatrix} \tilde{v}$$

(3.9)

$$= \begin{pmatrix} \frac{1}{\varepsilon}(A_{11} + \varepsilon B_{11}) - SB_{21} & 0 \\ 0 & A_{22} + B_{22} + B_{21}S \end{pmatrix} \tilde{v}$$

$$\tilde{w}^{I}(0) = w^{I}(0), \quad \tilde{w}^{II}(0) = Tw^{I}(0).$$

if we choose $T$ such that

$$T_i = -T(D_{11} - SD_{21}) + D_{21} + (D_{21}S + D_{22})T + O(\varepsilon^{p+1})$$

(3.10)

$$= -T\left(\frac{1}{\varepsilon}(A_{11} + \varepsilon B_{11}) - SB_{21}\right) + B_{21} + (B_{21}S + A_{22} + B_{22})T + O(\varepsilon^{p+1}).$$

Again, we can determine $T$ by iteration starting with

$$T^{(1)} = \varepsilon B_{21}A_{11}^{-1}.$$ (3.11)

As before, the system for $\tilde{w}^{I}$ can be solved by analytic techniques. To determine $\tilde{w}^{II}$ we can use a standard multistep or Runge-Kutta type method.
Except for terms of order $O(\varepsilon^{p+1})$ we have separated the scales. The slow and the fast parts of the solution of (3.9) are obtained by choosing $\tilde{w}^I(0) = 0$ and $\tilde{w}^{II}(0) = 0$, respectively. Since

$$w = \begin{pmatrix} I & S \\ 0 & I \end{pmatrix} \begin{pmatrix} I & 0 \\ T & I \end{pmatrix} \tilde{w} = \begin{pmatrix} I + ST & S \\ T & I \end{pmatrix} \tilde{w},$$

we have, therefore,

$$u^I_S = (\psi^{(p)})^I + w^I_S + O(\varepsilon^{p+1}) = (\psi^{(p)})^I + S\tilde{w}^{II} + O(\varepsilon^{p+1}),$$

(3.12)

$$u^{II}_S = (\psi^{(p)})^{II} + w^{II}_S + O(\varepsilon^{p+1}) = (\psi^{(p)})^{II} + \tilde{w}^{II} + O(\varepsilon^{p+1}),$$

$$u^I_F = w^I_F + O(\varepsilon^{p+1}) = (I + ST)\tilde{w}^I + O(\varepsilon^{p+1}),$$

(3.13)

$$u^{II}_F = w^{II}_F + O(\varepsilon^{p+1}) = T\tilde{w}^I + O(\varepsilon^{p+1}),$$

Observe that $S = O(\varepsilon), T = O(\varepsilon), \tilde{w}^{II} = O(\varepsilon)$ and, therefore,

$$u^I_S = (\psi^{(0)})^I + O(\varepsilon^2), \quad u^{II}_S = (\psi^{(0)})^{II} + \varepsilon \varphi^{II} + O(\varepsilon^2)$$

where

$$\varphi^{II} = (A_{22} + B_{22})\varphi^{II}, \quad \varphi^{II}(0) = B_{21}A_{11}^{-1}u^I(0).$$
4. Initialization

If the solution of our problem varies also on the fast scale, then we must either separate the scales as explained in the previous section or use a standard explicit multistep or Runge-Kutta method directly with a timestep $k \ll \varepsilon$.

In many applications one is not interested in the fast scale. Often, the energy contained in the fast scale solution is small and might also be introduced through observational errors. Therefore, one initializes the data, i.e., one changes the the initial data such that the resulting solution varies only on the slow scale. There are different method to accomplish this.

1) **Separation of scales.** We use the technique shown in the previous section to obtain initialized data $u^{I}_{f}(0)$, $u^{II}_{f}(0)$. The easiest way is to use

$$u^{I}_{f}(0) = \psi^{I}_{0}(0) \approx -\varepsilon A^{-1}_{11}(B_{12}u^{II}(0) + F^{I}(0)),$$

$$u^{II}_{f}(0) = \psi^{II}_{0}(0) = u^{II}(0).$$

If the fast scale is only introduced through observational errors, we commit an error of order $O(\varepsilon^2)$. If the fast scale is "real", then we should use a more accurate initialization. Neglecting terms of order $O(\varepsilon^2)$, we obtain

$$u^{I}_{f}(0) = \psi^{I}_{0}(0),$$

$$u^{II}_{f}(0) = \psi^{II}_{0}(0) + \tilde{w}^{II}(0) = u^{II}(0) + \varepsilon B_{21} A^{-1}_{11} u^{I}(0).$$

The term $\varepsilon B_{21} A^{-1}_{11} u^{I}(0)$ represents the effect of the fast scale on the slow scale solution.

2) **The bounded derivative principle.** We determine the initial data such that $p$ time derivatives of the solution are bounded independently of $\varepsilon$ at $t = 0$. Typically $p = 2$. and then it is equivalent with (4.1). For details, see [5].
3) Richardson extrapolation. Let \( k > 0 \) denote a timestep which defines gridpoints \( t_\nu = \nu k, \nu = 0, 1, 2, \ldots \) and gridfunctions \( y_\nu = y(\nu k) \). We approximate (1.1) by

\[
(I - \frac{k}{\varepsilon} A)y(t_{n+1}) = (I + k \tilde{B})y(t_n) + kF(t_n),
\]

(4.3)

\[
y(0) = u(0).
\]

Here \( A = A(t_{n+1}, \varepsilon) \), \( \tilde{B} = B(t_n, \varepsilon) + kB^{(1)}(t_n, \varepsilon, k) \) are smooth functions of all variables.

**Remark:** In actual applications we use \( \tilde{B} = B \). We have added \( B^{(1)} \) to simplify the discussion below.

Our aim is to prove

**Theorem 4.1.** Let \( u_S = u_S(t, \varepsilon) \) be the smooth part of the solution of (1.1). For any integer \( p > 0 \), the solution \( y = y(t_n, k, \varepsilon) \) of (4.3) can be expanded into a series

\[
y(t_n, k, \varepsilon) = u_S(t_n, k, \varepsilon) + kE + O(k^{p+1} + \varepsilon^{p+1} + (\varepsilon/k)^n).
\]

Here \( kE \) stands for a Taylor expansion

\[
kE = k\epsilon_1(t_n, \varepsilon) + \cdots + k^p\epsilon_p(t_n, \varepsilon),
\]

where \( \epsilon_j(t, \varepsilon) \) are smooth functions of all variables. Therefore, for all \( n \) with \( (\varepsilon/k)^n \ll k^{p+1} \), we can use Richardson extrapolation to calculate \( u_S \) accurately to order \( O(k^p) \).

The proof consists of a number of steps.

a) We use the transformation (1.2) to make a change of variables \( y_{n+1} = S_{n+1}\hat{y}_{n+1} \). Then we obtain an approximation of the same type for (2.1). Therefore, we can assume that \( A \) already has the blockdiagonal form (1.2).
b) Corresponding to the previous section, we can construct a particular slowly varying solution such that we can neglect the forcing $F$ in (4.3). We solve
\[ A_{11} \varphi_0^I(t_{n+1}) + \varepsilon B_{11} \varphi_0^I(t_n) + \varepsilon \tilde{B}_{12} \varphi_0^{II}(t_n) + \varepsilon F^I(t_n) = 0, \]
\[ (I - kA_{22}) \varphi_0^{II}(t_{n+1}) = (I + k \tilde{B}_{22}) \varphi_0^{II}(t_n) + k \tilde{B}_{21} \varphi_0^I(t_n) + F^{II}(t_n), \]
\[ \varphi_0^{II}(0) = u^{II}(0). \]
(4.6) is a regular approximation of (3.2). Therefore, standard techniques show that there is a solution of the form
\[ (4.7) \quad \varphi_0 = \psi_0 + kE_1 + \mathcal{O}(k^{p+1}), \]
where $kE_1$ represents a Taylor expansion of type (4.5). The remainder
\[ y_1 = y - \varphi_0 \]
is a solution of
\[ (I - \frac{k}{\varepsilon} A_{11}) y_1^I(t_{n+1}) = (I + k \tilde{B}_{11}) y_1^I(t_n) + k \tilde{B}_{12} y_1^{II}(t_n) - (\varphi_0^I(t_{n+1}) - \varphi_0^I(t_n)), \]
\[ (I - kA_{22}) y_1^{II}(t_{n+1}) = (I + k \tilde{B}_{22}) y_1^{II}(t_n) + k \tilde{B}_{21} y_1^I(t_n), \]
\[ y_1^{II}(0) = 0, \]
which is an approximation of (3.3). Observing that
\[ \varphi_0^I(t_{n+1}) - \varphi_0^I(t_n) = \psi_0 + kE_1 + \mathcal{O}(k^{p+1}), \]
we repeat the construction and obtain
\[ \varphi_1 = \psi_1 + kE_2 + \mathcal{O}(k^{p+1}). \]
This process can be continued and, therefore, we have proved
Lemma 4.1. Corresponding to the procedure in the previous section, we can construct a solution

$$\varphi^{(p)} = \psi^{(p)} + kE + \mathcal{O}(k^{p+1})$$

such that, neglecting terms of order $\mathcal{O}(\varepsilon^{p+1} + k^{p+1})$,

$$v = y - \varphi^{(p)}$$

solves the homogeneous system (4.8) which we write as

$$v(t_{n+1}) = \begin{pmatrix}
(I - \frac{k}{\varepsilon}A_{11})^{-1}(I + k\tilde{B}_{11}) & k(I - \frac{k}{\varepsilon}A_{11})^{-1}\tilde{B}_{12} \\
k(I - kA_{22})^{-1}\tilde{B}_{21} & (I - kA_{22})^{-1}(I + k\tilde{B}_{22})
\end{pmatrix}v(t_n)$$

$$=:\begin{pmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{pmatrix}v(t_n).$$

We now introduce a transformation

$$v(t_n) = \begin{pmatrix} I & \tilde{S}_n \\ 0 & I \end{pmatrix}\tilde{v}(t_n)$$

and obtain

$$\tilde{v}(t_{n+1}) = \begin{pmatrix} I & -\tilde{S}_{n+1} \\ 0 & I \end{pmatrix}\begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix}\begin{pmatrix} I & \tilde{S}_n \\ 0 & I \end{pmatrix}\tilde{v}(t_n)$$

$$=\begin{pmatrix} C_{11} - \tilde{S}_{n+1} & C_{12} - \tilde{S}_{n+1}C_{22} \\ \frac{C_{21}}{C_{22}} & C_{22} + \frac{C_{21}\tilde{S}_n}{C_{22}} \end{pmatrix}\begin{pmatrix} I & \tilde{S}_n \\ 0 & I \end{pmatrix}\tilde{v}(t_n)$$

$$=\begin{pmatrix} C_{11} - \tilde{S}_{n+1} & \tilde{C}_{12} \\ \frac{C_{21}}{C_{22} + C_{21}\tilde{S}_n} & C_{22} + \tilde{C}_{21}\tilde{S}_n \end{pmatrix}\tilde{v}(t_n).$$

We choose $\tilde{S}_n$ such that

$$\tilde{C}_{12} =: C_{11}\tilde{S}_n - \tilde{S}_{n+1}C_{21}\tilde{S}_n + C_{12} - \tilde{S}_{n+1}C_{22}$$

$$= (C_{11} - I)\tilde{S}_n + C_{12} - \tilde{S}_{n+1}(C_{22} - I) + (\tilde{S}_n - \tilde{S}_{n+1}) + \tilde{S}_{n+1}C_{21}\tilde{S}_n$$

$$= \mathcal{O}(k^{p+2}).$$
We multiply the last equation by $\frac{\epsilon}{k}(I - \frac{k}{\epsilon}A_{11})$. Since

$$\tilde{B}_{ij} = B_{ij} + kB_{ij}^{(1)},$$

$$C_{11} - I = \frac{k}{\epsilon}(I - \frac{k}{\epsilon}A_{11})^{-1}(A_{11} + \epsilon\tilde{B}_{11}),$$

$$C_{12} = k(I - \frac{k}{\epsilon}A_{11})^{-1}\tilde{B}_{12},$$

$$C_{22} - I = k(A_{22} + B_{22}) + k^2\tilde{B}_{22},$$

$$C_{21} = kB_{21} + k^2\tilde{B}_{21},$$

we obtain

$$(A_{11} + \epsilon\tilde{B}_{11})\hat{S}_n + \epsilon\tilde{B}_{12} - (\epsilon I - k A_{11})\hat{S}_{n+1}(A_{22} + B_{22} + k\tilde{B}_{22})$$

$$+ (\epsilon I - k A_{11})\frac{\hat{S}_{n+1} - \hat{S}_n}{k} + (\epsilon I - k A_{11})\hat{S}_{n+1}(B_{21} + k\tilde{B}_{21})\hat{S}_n$$

$$= \mathcal{O}(\epsilon k^{p+1} + k^{p+2}).$$

(4.10) is a $\mathcal{O}(k)$ approximation of (3.8). By iteration, we obtain

**Lemma 4.2.** There is a transformation

$$\hat{S} = S + \epsilon k E + \mathcal{O}(k^{p+1})$$

such that, neglecting terms of order $\mathcal{O}(k^{p+1}).$

(4.11) $$\tilde{v}(t_{n+1}) = \left( \begin{array}{ccc} C_{11} - \hat{S}_{n+1}C_{21} & 0 \\
C_{21} & C_{22} + C_{21}\hat{S}_n \end{array} \right) \tilde{v}(t_n).$$

As in the previous section, we transform (4.11) to blockdiagonal form by a substitution

$$\tilde{v}(t_n) = \left( \begin{array}{c} I \\
T_n \end{array} \right) \tilde{v}(t_n).$$

We obtain

$$\tilde{v}(t_{n+1}) = \left( \begin{array}{cc} C_{11} - \hat{S}_{n+1}C_{21} & 0 \\
C_{21} & C_{22} + C_{21}\hat{S}_n \end{array} \right) \tilde{v}(t_n).$$
where, by (4.9),

$$
\dot{C}_{21} = -\hat{T}_{n+1}(C_{11} - \hat{S}_{n+1}C_{21}) + C_{21} + C_{22}\hat{T}_{n} + C_{21}\hat{S}_{n}\hat{T}_{n}
$$

$$
= \hat{T}_{n+1}(I - C_{11}) + C_{21} + (C_{22} - I)\hat{T}_{n} - (\hat{T}_{n+1} - \hat{T}_{n})
$$

$$
+ \hat{T}_{n+1}\hat{S}_{n+1}C_{21} + C_{21}\hat{S}_{n}\hat{T}_{n}
$$

$$
= -\frac{k}{\varepsilon}\hat{T}_{n+1}(I - \frac{k}{\varepsilon}A_{11})^{-1}(A_{11} + \varepsilon\hat{B}_{11}) + k\hat{B}_{21} + k^{2}\hat{B}_{21}
$$

$$
+ (k(A_{22} + \hat{B}_{22}) + k^{2}\hat{B}_{22})\hat{T}_{n} - \frac{\hat{T}_{n+1} - \hat{T}_{n}}{k}
$$

$$
+ k\hat{T}_{n+1}\hat{S}_{n+1}(\hat{B}_{21} + k\hat{B}_{21}) + k(\hat{B}_{21} + k\hat{B}_{21})\hat{S}_{n}\hat{T}_{n}.
$$

We choose $\hat{T}$ such that $\dot{C}_{21} = O(k^{p+2})$. We divide the above relation by $k$. Observing that

$$
\frac{1}{\varepsilon}(I - \frac{k}{\varepsilon}A_{11})^{-1} = (\varepsilon I - kA_{11})^{-1}
$$

and, neglecting all terms of order $O(k)$, we obtain

$$
- \hat{T}_{n+1}(\varepsilon I - kA_{11})^{-1}(A_{11} + \varepsilon\hat{B}_{11}) + B_{21} + (A_{22} + B_{22})\hat{T}_{n+1}
$$

$$
+ \frac{\hat{T}_{n+1} - \hat{T}_{n}}{k} + \hat{T}_{n+1}\hat{S}_{n+1}B_{21} + B_{21}\hat{S}_{n}\hat{T}_{n} = O(k^{p+1}).
$$

(4.13)

The last relation is a first order accurate approximation of (3.10). We solve it by iteration, starting with

$$
\hat{T}^{(1)}(t_{n+1}) = B_{21}(A_{11} + \varepsilon\hat{B}_{11})^{-1}(\varepsilon I - kA_{11}) = T + O(k).
$$

We have proved

**Lemma 4.3.** There is a transformation

$$
\hat{T} = T + kE + O(k^{p+1})
$$

such that, neglecting terms of order $O(k^{p+1})$,

$$
\hat{v}(t_{n+1}) = \begin{pmatrix}
C_{11} - \hat{S}_{n+1}C_{21} & 0 \\
0 & C_{22} + C_{21}\hat{S}_{n}
\end{pmatrix}\hat{v}(t_{n}).
$$
Since

$$|C_{11} - \hat{S}_{n+1} C_{21}| = O(\varepsilon / k + k \varepsilon),$$

the first components $\tilde{v}^I(t_n)$ decay rapidly. Also,

$$C_{22} + C_{21} \hat{S}_n = I + k(A_{22} + B_{22} + B_{21} S) + O(k^2)$$

and, therefore, by (3.9), there is an expansion

$$\tilde{v}^{II} = \tilde{w} + k \tilde{E} + O(k^{p+1}).$$

Thus, we have proved Theorem 4.1.

The results in this section show that we can always initialize the data effectively and, therefore, we shall in the following sections only consider slowly varying solutions.

Remark: One could use Richardson extrapolation not only to initialize the data, i.e., use it for a limited number of timesteps, but as a numerical method for all times. However, there are stability problems, especially when $A, B$ do not commute.
5. Backward differentiation methods

Let $k > 0$ denote the time step which defines gridpoints $t_\nu = \nu k$ and gridfunctions $y_\nu = y(\nu k)$. We are interested in the backward differentiation formulas

\[(5.1) \quad (I - k\alpha_{-1}(\frac{1}{\varepsilon}A + B))y_{n+1} = \sum_{j=0}^{p-1} \alpha_j y_{n-j} + k\alpha_{-1}F_{n+1}.\]

Here $A, B$ are evaluated at $t_{n+1} = (n + 1)k$. Let $u$ be a slowly varying solution of (1.1). Taylor expansion gives us

\[(5.2) \quad u_{n-j} = u_{n+1} - (j + 1)ku'_{n+1} + \frac{(j + 1)^2}{2}u''_{n+1} + \ldots.\]

Therefore,

\[(5.3) \quad L[u] = (I - k\alpha_{-1}(\frac{1}{\varepsilon}A_{11} + B_{11}))u_{n+1} - \sum_{j=0}^{p-1} \alpha_j y_{n-j} - k\alpha_{-1}F_{n+1} \]

\[= (1 - \sum_{j=0}^{p-1} \alpha_j)u_{n+1} + k\left\{ (\sum_{j=0}^{p-1} (j + 1)\alpha_j)u'_{n+1} - \alpha_{-1}(\frac{1}{\varepsilon}A + B)u_{n+1} - \alpha_{-1}F_{n+1} \right\}.\]

\[+ \sum_{l=2}^{p} k^l \left( \sum_{j=0}^{p-1} \frac{(j + 1)^l}{l!} \alpha_j \right)(-1)^l \frac{d^lu_{n+1}}{dt^l} + k^{p+1}R^{(p+1)}_{n+1},\]

where

\[R^{(p+1)} = c_1 \frac{d^{p+1}u}{dt^{p+1}} + kc_2 \frac{d^{p+2}u}{dt^{p+2}} + O(k^2 \frac{d^{p+3}u}{dt^{p+3}})\]

with

\[c_\nu = \frac{(-1)^p \nu}{(p + \nu)!} \sum_{j=0}^{p-1} (j + 1)^{p+\nu} \alpha_j, \quad \nu = 1, 2.\]

We choose

\[(5.4) \quad \sum_{j=0}^{p-1} \alpha_j = 1, \quad \sum_{j=0}^{p-1} (j + 1)\alpha_j = \alpha_{-1}, \quad \sum_{j=0}^{p-1} (j + 1)^l\alpha_j = 0, \quad l = 2, 3, \ldots, p.\]
Then

\[ L[u] = k^{p+1} R^{(p+1)} \]

and (5.1) is accurate of order \( p \) for slowly varying solutions. The methods are the usual BDF methods and the coefficients can be found in [3].

To obtain useful error estimates the method needs to be stable. For the stability investigation we assume that \( A, B \) are constant matrices. In the same way as for the continuous problem, we can separate the slow and the fast scales by transformation. Therefore, we need to investigate stability only for the decoupled systems (2.2a) and (2.2b). The stability question is governed by the stability region of the method when applied to the scalar differential equation

\[ y' = \lambda y \]

with constant coefficients. We want to use our results also for the solution of hyperbolic partial differential equations, i.e., we want to apply it to systems of ordinary differential equations obtained by discretizing the space operators. As we have shown in [7], a desirable property of the multistep method is that it is locally stable, defined by

**Definition 5.1.** A multistep method is called locally stable if the stability region \( \Omega \) in the complex \( \mu = k \lambda \) plane contains a halfdisc

\[ |\mu| = |k \lambda| \leq R, \quad \text{Re} \ k \lambda \leq 0. \]

See Figure 1.
For $p = 1$ the scheme (5.1) represents the implicit Euler method which is A-stable and therefore also locally stable. The same is true for $p = 2$.

We shall discuss the stability region for the other values of $p$ in a neighborhood of $\mu = 0$. The solutions of the difference approximation (5.1) are of the form

\[(5.7) \quad y_n = \kappa^n y_0,\]

where $\kappa$ satisfies

\[(5.8) \quad (1 - \alpha_{-1} \lambda k)\kappa^p - \sum_{j=0}^{p-1} \alpha_j \kappa^{p-j-1} = 0.\]

The basic characteristic equation

\[(5.9) \quad \kappa^p - \sum_{j=0}^{p-1} \alpha_j \kappa^{p-j-1} = 0\]

has exactly one root $\kappa = 1$ while all other roots satisfy

\[|\kappa_j| < 1, \quad j = 2, 3, \ldots, p.\]

Therefore, in a neighborhood of $\mu = 0$ we need only consider solutions of (5.8) which are of the form

\[(5.10) \quad \kappa = e^{\lambda k} + k^{p+1} \tau.\]

Introducing (5.10) into (5.8) gives us

\[(1 - \alpha_{-1} \lambda k)(e^{\lambda k} + k^{p+1} \tau)^p - \sum_{j=0}^{p-1} \alpha_j (e^{\lambda k} + k^{p+1} \tau)^{p-j-1} = 0.\]

Thus, we obtain the linearized equation

\[(5.11) \quad \left( p(1 - \alpha_{-1} \lambda k)(e^{(p-1)\lambda k} - \sum_{j=0}^{p-1} \alpha_j e^{(p-j-2)\lambda k}(p - j - 1)) \right) k^{p+1} \tau = -\tilde{R}.\]
where
\[ \tilde{R} = (1 - \alpha_{-1} \lambda k)e^{\lambda pk} - \sum_{j=0}^{p-1} \alpha_j e^{(p-j-1)\lambda k}. \]

By (5.6) and (5.3), truncation error analysis shows that
\[ \tilde{R}_{n+1} = L[e^{\lambda t}] = \left( (1 - \alpha_{-1} \lambda k)e^{\lambda pk} - \sum_{j=0}^{p-1} \alpha_j e^{(p-j-1)\lambda k} \right)e^{(n+1-p)\lambda k} \]
\[ = \tilde{R} \cdot e^{(n+1-p)\lambda k}. \]

Therefore, from (5.11) we obtain, using Taylor expansion and (5.4),
\[ (\alpha_{-1} + d_0 \lambda k + O((\lambda k)^2))\tau = c_1 \lambda^{p+1} + d_1 \lambda^{p+2}k + O(\lambda^{p+3}k^2). \]

Here \( d_0, d_1 \) are real constants which can easily be calculated. The last relation finally gives us
\[ \kappa = e^{\lambda k} + k^{p+1}\tau \]
\[ = e^{\lambda k} + (\lambda k)^{p+1} \frac{c_1 + d_1 \lambda k}{\alpha_{-1} + d_0 \lambda k} + O((\lambda k)^{p+3}) \]
\[ = e^{\lambda k} + a_1(\lambda k)^{p+1} + a_2(\lambda k)^{p+2} + O((\lambda k)^{p+3}). \]

We now assume that \( \lambda k = i\mu \) is purely imaginary. Then
\[ |\kappa|^2 = \begin{cases} 1 + 2a_1(-1)^{\frac{p+1}{2}}|\mu|^{p+1} + O(|\mu|^{p+2}) & \text{if } p \equiv 1(2), \\ 1 - 2(a_1 - a_2)(-1)^{\frac{p+2}{2}}|\mu|^{p+2} + O(|\mu|^{p+3}) & \text{if } p \equiv 0(2). \end{cases} \]

Thus, an interval on the imaginary axis belongs to \( \Omega \) if
\[ (-1)^{\frac{p+1}{2}} a_1 < 0 \quad \text{for} \quad p \equiv 1(2), \]
\[ (-1)^{\frac{p+2}{2}} (a_1 - a_2) > 0 \quad \text{for} \quad p \equiv 0(2). \]

In this case the method is locally stable. Simple calculations show that the method is not locally stable for \( p = 3, 4 \) but it is locally stable for \( p = 5, 6 \). See, for example, [3].

For \( p = 3, 4, 5, 6 \) we shall discuss another property of the stability region. Assume that
\[ \lambda k = i\mu - \tau \mu', \quad l = 2\left[ \frac{p+1}{2} \right], \quad ([x] \text{ largest integer } \leq x), \]
\[ l = 2\left[ \frac{p+1}{2} \right], \quad ([x] \text{ largest integer } \leq x), \]
where \( \tau > 0 \) is a constant which we choose later. In this case (5.13) becomes

\[
|\kappa|^2 = \begin{cases}
1 - 2(\tau - a_1(-1)^{p+1})\mu^{p+1} + \mathcal{O}(\mu^{p+2}) & \text{if } p \equiv 1(2), \\
1 - 2(\tau + (a_1 - a_2)(-1)^{p+2})\mu^{p+2} + \mathcal{O}(\mu^{p+3}) & \text{if } p \equiv 0(2).
\end{cases}
\]

Thus, the stability region \( \Omega \) always contains a region \( \Omega_0 = \Omega_1 \cap \Omega_0 \), where

\[
\Omega_0 : \begin{cases}
\Re \lambda k \leq 0, \\
|\Re \lambda k| \geq \tau |\Im \lambda k|, \\
l = 2 \left[ \frac{p+1}{2} \right]
\end{cases}, \\
\Omega_1 : \{|\lambda k| \leq R\},
\]

provided \( R > 0 \) is sufficiently small and \( \tau \) sufficiently large. (\( \tau = 0 \) for \( p = 5, 6 \).)

The usual calculations show that, for sufficiently large \( \tau \), the whole region \( \Omega_0 \subset \Omega \). In Table 5.1 the minimum values of \( \tau \) are calculated.

<table>
<thead>
<tr>
<th>( p )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>0.22</td>
<td>0.3</td>
<td>0.3</td>
<td>190</td>
</tr>
</tbody>
</table>

Table 5.1

It shows that, for \( p = 6 \), \( \tau \) has to be very large and the method is not useful.

We want to express the relation (5.16) also in another way. We assume that \( A + B \) is blockdiagonal and consider the slow part

\[
(I - k(A_{22} + B_{22}))y^{II}_{n+1} = \sum_{j=0}^{p-1} a_j y^{II}_{n-j}.
\]

We shall prove

**Theorem 5.1.** Consider (5.17) for sufficiently small \( k(|A_{22}| + |B_{22}|) \). We can stabilize (5.17) by changing \( A_{22} + B_{22} \) to \( A_{22} + B_{22} - \sigma(k(|A_{22}| + |B_{22}|))^\frac{1}{l}I \), \( l = 2[(p+1)/2], \) provided \( \sigma \) is sufficiently large.
Proof. The eigenvalues $\lambda k$ are changed to $\lambda k - \sigma (k(|A_{22}| + |B_{22}|))^l$. Observing that $|\text{Im} \lambda k| \leq k(|A_{22}| + |B_{22}|)$ the theorem follows from (5.16).
6. Applications

Consider the scalar wave equation

$$w_t = aw_x, \quad 0 \leq x \leq 2\pi,$$

(6.1)

$$w(x,0) = f,$$

with periodic initial and boundary conditions. We discretize space by introducing grid-points \(x_\nu = \nu h, \nu = 0, \pm 1, \pm 2, \ldots; \ h = 2\pi/N,\) and gridfunctions \(u_\nu(t) = u(x_\nu, t)\) and approximate (6.1) by the dissipative approximation

$$u_t = aD_0 u - \sigma h^3 D^2_+ D^-_u, \quad u = u_\nu,$$

(6.2)

$$u(0) = f.$$

Here \(D_0, D_+, D_-\) are the usual centered, forward and backward difference operators, respectively. After Fourier transform (6.2) becomes

$$\hat{u}_t = (a \frac{i \sin \omega h}{h} - \frac{16 \sigma}{h} \sin^4 \frac{\omega h}{2}) \hat{u} =: \hat{Q} \hat{u}.$$  

(6.3)

For time integration we choose the BDF methods. For \(p = 1, 2,\) the approximations are unconditionally stable. For \(p = 3, 4,\) we have to choose the timestep \(k\) and the dissipative coefficient \(\sigma\) such that \(\hat{Q}\) belongs to the stability region. By (4.16) and Table 5.1, we need that

$$k \frac{16\sigma}{h} \sin^4 \frac{\omega h}{2} \geq \frac{\tau k^4 \sin^4 \omega h}{h^4} a^4,$$

for all \(\omega h,\) i.e.,

$$\frac{k}{h} \geq \tau \left(\frac{k a}{h}\right)^4 \quad \text{or} \quad \sigma \geq \tau |a| \left(\frac{k a}{h}\right)^3.$$  

(6.4)

Thus, the amount of dissipation becomes rather large if we want to beat the speed of propagation, i.e., choose the timestep \(k\) such that \(k|a|/h >> 1.\)
For $p = 5, 6$, we can also choose $\tau$ such that (6.4) holds. For $p = 6$, we need to choose $\tau$ very large and, therefore, the method is not useful. Since for $p = 5, 6$, the schemes are locally stable, we can use $\tau = 0$, but then

\begin{equation}
|a \frac{k}{h}| \leq R.
\end{equation}

(6.5)

The restriction (6.5) is more severe than the stability restriction for a good explicit method and, therefore, we shall not pursue this possibility further.

Now consider a hyperbolic system

\begin{equation}
w_t = Aw_x, \quad 0 \leq x \leq 2\pi,
\end{equation}

(6.6)

\[ w(x, 0) = f, \]

and approximate it by

\begin{equation}
u_t = AD_0 u - \sigma h^3 D_+ D_- u.
\end{equation}

(6.7)

Let $a_1, \ldots, a_n$ denote the eigenvalues of $A$. By (6.4) we need to choose

\begin{equation}
\sigma \geq \tau \max_j |a_j| \left( \frac{k}{h} \max_j |a_j| \right)^3.
\end{equation}

(6.8)

If all the $a_j$ are of the same order of magnitude, this is not a severe restriction. However, for problems with different time scales, they are of different orders of magnitude. Then (6.7) is useless because the dissipation becomes too large. We can replace (6.7) by

\[ u_t = AD_0 u - \sigma A^4 h^3 D_+ D_- u. \]

We transform the system to diagonal form and obtain

\[ u_t = a D_0 u - \sigma a^4 h^3 D_+ D_- u, \quad a = a_j. \]
Our condition (6.8) now becomes

\[(6.9) \quad \sigma \geq \tau \left( \frac{k}{h} \right)^3.\]

(6.9) is satisfactory. However, it is expensive to calculate the dissipation term. This is particularly true for problems in more than one space dimension. Therefore, we believe that only the first and second order BDF methods are useful to solve hyperbolic partial differential equations with different time scales.
7. Examples of semi-implicit methods

In many applications it is much easier to calculate \((I - \alpha_{-1} \frac{k}{\varepsilon} A)^{-1}\) than \((I - k\alpha_{-1}(\frac{1}{\varepsilon} A + B))^{-1}\). We can still use the backward differentiation formulas but we solve them by iteration.

\[
(I - \alpha_{-1} \frac{k}{\varepsilon} A_{n+1})y_{n+1}^{[j+1]} = \sum_{j=0}^{p-1} \alpha_j y_{n-j} + \alpha_{-1} kB_{n+1} y_{n+1}^{[j]}, \quad y^{[0]} = 0.
\]

(For simplicity only, we assume that \(F \equiv 0\.).

Now assume that \(A = -A^*\), \(B = -B^*\) are skew-Hermitean. Without restriction we can also assume that \(A\) is blockdiagonal.

We want to investigate how many iterations we need to make such that the resulting method is stable. As we have seen in the previous section, only the first and second order BDF methods are useful for our purposes. We consider the second order method. Since there are no stability problems with the large part, we need only consider

\[
(I - \frac{2k}{3} A)y_{n+1}^{[j+1]} = \frac{4}{3} y_n - \frac{1}{3} y_{n-1} + \frac{2}{3} kB y_{n+1}^{[j]}, \quad y^{[0]} = 0.
\]

Here we have deleted the index 22. We stop after \(s\) iterations and obtain

\[
y_{n+1} = (I - \frac{2k}{3} A)^{-1} \sum_{j=0}^{s-1} (\frac{2k}{3} B(I - \frac{2k}{3} A)^{-1})^j \left(\frac{4}{3} y_n - \frac{1}{3} y_{n-1}\right) - \mathcal{O}(s)\frac{4}{3} y_n - \frac{1}{3} y_{n-1}.
\]

The worst stability situation occurs when \(A = -B\). Then, to first approximation,

\[
y_{n+1} = (I - \frac{2k}{3} B)^s \left(\frac{4}{3} y_n - \frac{1}{3} y_{n-1}\right).
\]
Clearly, the approximation is not stable for \( s = 1, 2 \). For \( s > 2 \), we can write the approximation as

\[
(I - kC)y_{n+1} = \frac{4}{3} y_n - \frac{1}{3} y_{n-1},
\]

where

\[
kC = \frac{2k}{3} (A + B) + \left( \frac{2k}{3} B \right)^* + \mathcal{O}(k^{s+1}|B|^{s+1} |A|).
\]

The approximation is stable if \( C + C^* \geq 0 \). For \( s \geq 3 \) and \( k(|A| + |B|) \) sufficiently small, we can, corresponding to the previous section, always stabilize the method by changing \( A + B \) to \( A + B - \sigma k^4 I \). Here \( \sigma = \text{const.} (|A^4| + |B^4|) \). If \( s = 4 \), we do not need the extra stabilization if \( B \) is nonsingular. The disadvantage of the method is that we need to invert the operator \( I - \frac{2k}{3} A \) at least three times.

Another approach is to split the operator and use a mixed implicit-explicit approximation. The classic method is a combination of the Leap-frog and Crank-Nicholson methods.

\[
(I - \frac{k}{\varepsilon} A_{n+1})y_{n+1} = (I + \frac{k}{\varepsilon} A_{n-1})y_{n-1} + 2kB_n y_n.
\]

It has been used for a long time and is second order accurate for slowly varying solutions and stable if \( A + A^* \leq 0 \), \( B = -B^* \), \( |Bk| \leq 1 \). As in the previous section, one needs a small timestep to calculate the solutions on the fast scale.

Let us discuss the behavior of the method with respect to the fast scale when \( k \gg \varepsilon \). Without restriction we can assume that \( A \) already has the blockdiagonal form (1.3). Then, neglecting terms of order \( \mathcal{O}(\varepsilon) \), the equation for the fast scale becomes

\[
y_{n+1}^f = (I - \frac{k}{\varepsilon} A_{11})^{-1} (I + \frac{k}{\varepsilon} A_{11}) y_{n-1}^f,
\]
and, therefore, for $k \gg \varepsilon$,

\begin{equation}
(7.3) \quad y_{n+1}^I \simeq -y_{n-1}^I.
\end{equation}

Thus, the fast scale behaves like a ±1-wave and will not be rapidly damped.

If we have initialized the data properly, then the fast scale solution is not present and waves are not excited. However, if the initialization has not been done carefully or if fast waves are generated by, for example, rough data, then we will have difficulties. The remedy is to use time filters (see, for example, [8]) or use the Richardson extrapolation of Section 4 to re-initialize the solution periodically. To avoid this problem altogether one often uses a combination of the backward Euler and Leap-frog methods. Again, assuming that $A$ is blockdiagonal, the scheme is given by

\begin{align}
(7.4a) \quad & (I - \frac{2k}{\varepsilon}A_{11})y_{n+1}^I = y_{n-1}^I + 2k(B_{11}y_n^I + B_{12}y_{n}^{II}), \\
(7.4b) \quad & (I - 2kA_{22})y_{n+1}^{II} = y_{n-1}^{II} + 2k(B_{21}y_n^I + B_{22}y_{n}^{II}).
\end{align}

As in Section 4, we can derive an asymptotic expansion and obtain, for $y^I$,

\begin{align}
(7.5a) \quad & y_{n}^I = \hat{y}_{n}^I + \varphi_0^I(t_n), \\
\end{align}

where

\begin{align}
\varphi_0^I(t_{n+1}) &= -\varepsilon A_{11}^{-1}B_{12}y_{n}^{II} + \mathcal{O}(\varepsilon^2), \\
(I - \frac{2k}{\varepsilon}A_{11})\hat{y}_{n+1}^I &= \hat{y}_{n-1}^I.
\end{align}

Now the rapidly varying part is decaying quickly. Introducing (7.5a) into (7.4b), neglecting terms of order $\mathcal{O}(k\varepsilon^2)$, gives us

\begin{equation}
(7.5b) \quad (I - 2kA_{22})y_{n+1}^{II} = (I + 2k\varepsilon\tilde{B}_{22})y_{n-1}^{II} + 2k(B_{21}\hat{y}_{n}^I + B_{22}y_{n}^{II}),
\end{equation}
where
\[ \dot{B}_{22} = -B_{21}A_{11}^{-1}B_{12}. \]

Now we will discuss the accuracy and the stability of (7.5b) for slowly varying solutions \((y'^n = 0)\). If \(A_{22} \neq 0\), then (7.5b) is only a first order approximation of (1.1). Also, we cannot expect it to be stable. To show this we apply it to a scalar problem:

\[ A_{22} = ia, \quad B_{21} = 0, \quad B_{22} = ib, \]

i.e.,
\[ (1 - 2ika)y_{n+1} = y_{n-1} + 2ikby_n. \]

We construct solutions of the form
\[ y_n = \kappa^n y_0, \]

where \(\kappa\) are the solutions of the characteristic equation

\[ (1 - 2ika)\kappa^2 - 2ikb\kappa - 1 = 0, \]

i.e.,
\[ \kappa = \frac{1}{1 - 2ika} (kbi \pm \sqrt{1 - 2ika - k^2b^2}) \]
\[ = \frac{1}{1 - 2ika} (ikb \pm (1 - ika - \frac{k^2b^2}{2} + \frac{k^2a^2}{2} + \mathcal{O}(k^3))). \]

Therefore,
\[ |\kappa|^2 = \frac{1}{1 + 4k^2a^2} \left(1 + k^2(b \mp a)^2 - k^2b^2 + k^2a^2\right) + \mathcal{O}(k^4) \]
\[ = \frac{1 \mp 2k^2ab + 2k^2a^2}{1 + 4k^2a^2} + \mathcal{O}(k^4). \]

If \(ab \neq 0\) and \(|b| > |a|\), then there is a \(k_0\) such that \(|\kappa| > 1\) for \(0 < k < k_0\). Thus, the method is not locally stable.
Remark: One can prove the following theorem which is important for reaction-diffusion equations.

**Theorem 7.1.** Assume that $A_{11} = A_{11}^* \leq 0$, $\hat{B}_{22} = \hat{B}_{22}^* \leq 0$, $B_{22} = -B_{22}^*$. Then the method (7.5b) is stable if $k(|B_{22}| + \varepsilon|\hat{B}_{22}|) < 1$.

If $A_{22} \equiv 0$, then the method is, formally, still first order, but since $\varepsilon \hat{B}_{22}$ is of order $\mathcal{O}(\varepsilon)$, the error is of order $\mathcal{O}(\varepsilon k + k^2)$. By assumption, $\varepsilon << k$ and, therefore, it is a second order method.

In order to investigate the stability problems of (7.5b) we consider the scalar equation

\[(7.6)\quad y_{n+1} = (1 + 2k\varepsilon \tilde{b})y_{n-1} + 2kiby_n, \quad \tilde{b} = \tilde{b}_1 + ib_2, \quad b_1, b_2 \text{ real.}\]

The characteristic equation now becomes

\[\kappa^2 - 2kib\kappa - (1 + 2k\varepsilon \tilde{b}) = 0.\]

Therefore, for $1 - k^2b^2 >> |k\varepsilon \tilde{b}|$,

\[
\kappa = kib \pm \sqrt{1 - k^2b^2 + 2k\varepsilon \tilde{b}}
\]

\[= kib \pm \left(\sqrt{1 - k^2b^2 + \frac{k\varepsilon \tilde{b}}{\sqrt{1 - k^2b^2}}} + \mathcal{O}(\varepsilon^2k^2)\right),\]

i.e.,

\[|\kappa|^2 = (kb \pm k\varepsilon \tilde{b})^2 + 1 - k^2b^2 + 2k\varepsilon \tilde{b}_1 + \mathcal{O}(\varepsilon k^4 + \varepsilon^2k^2)\]

\[= 1 \pm 2k^2\varepsilon b\tilde{b}_1 + 2k\varepsilon \tilde{b}_1 + \mathcal{O}(\varepsilon k^4 + \varepsilon^2k^2).\]

Thus, neglecting terms of order $\mathcal{O}(\varepsilon k^4 + \varepsilon^2k^2)$,

\[|\kappa| \leq 1 \quad \text{if} \quad \tilde{b}_1 \leq -k|b\tilde{b}_2|.
\]

(See Theorem 7.1.) If $\tilde{b}_1 = 0$, and $|b\tilde{b}_2| \neq 0$, then there is growth. However, $|\kappa|^2 = 1 + k^2\mathcal{O}(\varepsilon)$ and, therefore, the amplification is weak and does not destroy the calculations in time intervals of length $\mathcal{O}(1/\varepsilon)$. Similar results hold for systems.
8. General multistep methods

In this section we consider general approximations of the form

$$ (I - \alpha_{-1} - \varepsilon A_n + 1)y_{n+1} = \sum_{j=0}^{r-1} \alpha_j y_{n-j} + k \sum_{j=0}^{q-1} \beta_j B_{n-j} y_{n-j}. $$

(For simplicity only, we assume that $F \equiv 0$.) We are interested in methods which are accurate of order $p$ and we first look at the case when $B \equiv 0$. We determine the coefficients $\alpha_j$ such that

$$ u_{n+1} = u_{n+1} \frac{du_{n+1}}{dt} - \sum_{j=0}^{r-1} \alpha_j u_{n-j} $$

$$ = c_{p+1} \frac{k^{p+1} d^{p+1} u_{n+1}}{dt^{p+1}} + c_{p+2} \frac{k^{p+2} d^{p+2} u_{n+1}}{dt^{p+2}} + O(k^{p+3}), $$

for all smooth functions. Using Taylor expansion, this leads to the linear equations

$$ \sum_{j=0}^{r-1} \alpha_j = 1, \quad \sum_{j=0}^{r-1} (j+1) \alpha_j = \alpha_{-1}, \quad \sum_{j=0}^{r-1} (j+1)^l \alpha_j = 0, \quad l = 2, 3, \ldots, p. $$

Also,

$$ c_\nu = -(-1)^\nu \sum_{j=0}^{r-1} (j+1)^\nu \alpha_j. $$

If we set $r = p$ we recover the BDF formulas (4.2).

Now assume that we have chosen $\alpha_j$ such that (8.2) holds. We will apply the method for the case that $A \equiv 0$. We want to choose the $\beta_j$ such that the resulting method

$$ y_{n+1} = \sum_{j=0}^{r-1} \alpha_j y_{n-j} + k \sum_{j=0}^{q-1} \beta_j B_{n-j} y_{n-j} $$

is accurate of order $s$ with $p \leq s \leq q$. In this case $B y = dy/dt$ and, therefore, we have to choose $\beta_j$ such that, for all functions $u$,

$$ u_{n+1} - \sum_{j=0}^{r-1} \alpha_j u_{n-j} - k \sum_{j=0}^{q-1} \beta_j \frac{du_{n-j}}{dt} = O(k^{s+1}). $$
Using (8.2), we have,

\[ u_{n+1} - \sum_{j=0}^{r-1} \alpha_j u_{n-j} - k \sum_{j=0}^{q-1} \beta_j \frac{du_{n-j}}{dt} \]

\[ = k\alpha_{-1} \frac{d_n}{dt} - \sum_{l=p+1}^{s} \frac{(-1)^l k^l}{l!} \left( \sum_{j=0}^{r-1} (j+1)^l \alpha_j \right) \frac{d^l u_{n+1}}{dt^{l+1}} - k \left( \sum_{j=0}^{q-1} \beta_j \right) \frac{du_{n+1}}{dt} \]

\[ - \sum_{l=2}^{s} \frac{(-1)^l k^l}{(l-1)!} \sum_{j=0}^{q-1} (j+1)^{l-1} \beta_j \frac{d^l u_{n+1}}{dt^l} + \mathcal{O}(k^{s+1}). \]

Therefore, (8.5) is satisfied if

\[ \sum_{j=0}^{q-1} \beta_j = \alpha_{-1}, \quad \sum_{j=0}^{q-1} (j+1)^{l-1} \beta_j = 0, \quad l = 2, \ldots, p, \]

(8.6)

\[ - \frac{1}{l} \sum_{j=0}^{r-1} (j+1)^l \alpha_j = \sum_{j=0}^{q-1} (j+1)^{l-1} \beta_j, \quad l = p + 1, \ldots, s. \]

If the conditions (8.3),(8.6) are satisfied, then we obtain, for smooth functions,

\[ L[u] := (I - \frac{k}{\varepsilon} A_{n+1}) u_{n+1} - \sum_{j=0}^{r-1} \alpha_j u_{n-j} - k \sum_{j=0}^{q-1} \beta_j B_{n-j} u_{n-j} \]

(8.7)

\[ = k\alpha_{-1} \left( \frac{du_{n+1}}{dt} - \left( \frac{1}{\varepsilon} A_{n+1} + B_{n+1} \right) u_{n+1} \right) \]

\[ + k^{p+1} R_{n+1}^{(p+1)} + k^{p+2} R_{n+1}^{(p+2)} + \mathcal{O}(k^{p+3}), \]

where

\[ R^{(\nu)} = c_{\nu} \frac{d^\nu u}{dt^\nu} + \frac{d_{\nu-1}}{(\nu-1)!} \frac{d^{\nu-1} (Bu)}{dt^{\nu-1}}. \]

(8.8)

Corresponding to (8.3),

(8.9)

\[ d_{\nu} = -(-1)^{\nu} \sum_{j=0}^{q-1} (j+1)^{\nu} \beta_j \]

Thus, for slowly varying solutions, the error is at most \( \mathcal{O}(k^{p+1}) \).
As we have seen in the previous sections, the most interesting methods are obtained when \( r = p = 2 \) and \( s = q = 2, 3, 4, 5, 6 \). In this case

\[
\alpha_{-1} = \frac{2}{3}, \quad \alpha_0 = \frac{4}{3}, \quad \alpha_1 = -\frac{1}{3}.
\]

We have calculated the \( \beta_j \) in Table 8.1.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( \beta_0 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
<th>( \beta_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.3333</td>
<td>-0.6667</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.7778</td>
<td>-1.5556</td>
<td>0.4444</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.1667</td>
<td>-2.7222</td>
<td>1.6111</td>
<td>-0.3889</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.5241</td>
<td>-4.1519</td>
<td>3.7556</td>
<td>-1.8185</td>
<td>0.3574</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.8602</td>
<td>-5.8324</td>
<td>7.1167</td>
<td>-5.1796</td>
<td>2.0380</td>
<td>-0.3361</td>
</tr>
</tbody>
</table>

Table 8.1

We will now discuss the stability of

\[
(I - \frac{2}{3} \frac{k}{\varepsilon} A) u_{n+1} = \frac{4}{3} u_n - \frac{1}{3} u_{n-1} + kB \sum_{j=0}^{q-1} \beta_j u_{n-j}.
\]

(8.10)

We assume that \( A, B \) are constant matrices.

If \( A \equiv 0 \), then the stability question is reduced to the usual scalar problem, i.e., the behavior of the roots of the characteristic equation

\[
\kappa^q - \sum_{j=0}^{q-1} (\alpha_j + \lambda k \beta_j) \kappa^{q-j-1} = 0, \quad \alpha_j = 0 \text{ for } j > 1.
\]
Since the basic characteristic equation ($\lambda k = 0$) is the same as for the BDF methods, we need only consider the perturbation

$$\kappa = e^{\lambda k} + k^{p+1} \tau.$$ 

For $\tau, |\kappa|^2$ we obtain relations of type (5.12) and (5.13), respectively. For $q = 3, 4$, the methods are locally stable and (5.13a) holds. For $q = 2, 5, 6$, they are not locally stable. In Figure 2 we have calculated part of the stability region.

Now let $A \neq 0$. Without restriction we can assume that $A$ has the blockdiagonal form (1.3). Then the first components ($\alpha_0 = 4/3, \alpha_1 = -1/3, \alpha_j = 0$ for $j > 1$) of the system satisfy

$$(I - \frac{2k}{3\varepsilon} A_{11}) y_{n+1}^I = \sum_{j=0}^{q-1} \left( (\alpha_j I + k\beta_j B) y_{n-j}^I \right).$$

As in the previous section, neglecting terms of order $O(\varepsilon^2)$, the solution of (8.11) is

$$(8.12a) \quad y_{n+1}^I = -\varepsilon \sum_{j=0}^{q-1} \beta_j A_{11}^{-1} B_{12} y_{n-j}^{II} + \tilde{y}^I,$$

$$(8.12b) \quad (I - \frac{2k}{3\varepsilon} A_{11}) \tilde{y}_{n+1}^I = \sum_{j=0}^{q-1} \alpha_j \tilde{y}_{n-j}^I.$$ 

(8.12b) is the second order BDF method which is unconditionally stable. Neglecting terms of order $O(\varepsilon)$, we obtain, for the other components,

$$(8.13) \quad (I - \frac{2k}{3} A_{22}) \tilde{y}_{n+1}^{II} = \sum_{j=0}^{q-1} (\alpha_j I + k\beta_j B_{22}) y_{n-j}^{II}.$$ 

If $A_{22} = 0$, the above stability results apply. If $A_{22} \neq 0$ and $A_{22}$ does not commute with $B_{22}$, we cannot reduce the stability question to a scalar equation. Instead, we must consider solutions of (8.13) which are of the form

$$(8.14) \quad y_n = \kappa^n y_0, \quad y_0 \text{ vector},$$
where

\[ \kappa = e^{\lambda k} + (\lambda k)^3 \tau, \quad y_0 = u_0 + (\lambda k)^2 y_1, \]

and \( u = e^{\lambda t} u_0 \) is the corresponding solution of

\[ u_t = (A_{22} + B_{22})u, \]

i.e.,

\[ (A_{22} + B_{22})u_0 = \lambda u_0. \tag{8.15} \]

Let

\[ (\lambda k)^3 \tilde{R} = \left( (I - \frac{2k}{3} A_{22}) e^{\lambda k} - \sum_{j=0}^{q-1} (\alpha_j I + k \beta_j B_{22}) e^{\lambda (q-j-1)k} \right) u_0. \]

Introducing (8.14) into (8.13) and deleting the index 22, we obtain, using (8.2) and (8.6),

\[
0 = \left( (I - \frac{2k}{3} A) (e^{\lambda k} + (\lambda k)^3 \tau)^q \right) \\
- \left( \sum_{j=0}^{q-1} (\alpha_j I + k \beta_j B) (e^{\lambda k} + (\lambda k)^3 \tau)^{q-j-1} \right) (u_0 + (\lambda k)^2 y_1) \\
= (\lambda k)^{p+1} \tilde{R} + (\lambda k)^3 \tau \left( q - \sum_{j=0}^{q-1} \alpha_j (q-j-1) \right) y_0 \\
+ \lambda k (q(q-1) - \sum_{j=0}^{q-1} \alpha_j (q-(j+1))(q-1-(j+1))) u_0 \\
- (\lambda k)^3 \tau \left( \frac{2}{3} qk A + kB \sum_{j=0}^{q-1} \beta_j (q-j-1) \right) u_0 \\
+ (\lambda k)^2 \left( \lambda kq + \frac{1}{2} \lambda^2 q^2 k^2 - \lambda k \sum_{j=0}^{q-1} \alpha_j (q-j-1) - \frac{1}{2} \lambda^2 k^2 \sum_{j=0}^{q-1} \alpha_j (q-j-1)^2 \right) y_1 \\
- (\lambda k)^2 k \left( \frac{2}{3} A(1 + \lambda kq) + B \sum_{j=0}^{q-1} \beta_j (1 + \lambda k(q-j-1)) \right) y_1 + O(\lambda k)^5 \\
= (\lambda k)^3 \tilde{R} + \frac{2}{3} (\lambda k)^3 \tau (1 + (2q-1)\lambda k) u_0 - \frac{2}{3} (\lambda k)^3 \tau qk(A + B) u_0 \\
+ \frac{2}{3} (\lambda k)^3 (1 + \lambda k) y_1 - \frac{2}{3} (\lambda k)^2 k (1 + \lambda k)(A + B) y_1 + O((\lambda k)^5).
Therefore, (8.15) gives us,
\[
\tau(1 - (q - 1)\lambda k)u_0 + \frac{1}{\lambda}(1 + \lambda qk)(\lambda I - (A + B))y_1
\]
(8.16)
\[= -\frac{3}{2} \hat{R} + O(k^2). \]

We can express \( \hat{R} \) in terms of the truncation error. By (8.7), replacing \( \frac{1}{\varepsilon} A_{n+1} \) by \( A \) and \( B_{n-j} \) by \( B \) we obtain, using (8.15),
\[
(\lambda k)^3 \hat{R} = L[e^{\lambda t}u_0]e^{-\lambda(n+1-q)k}
\]
\[= \left( k^3 R_{n+1}^{(3)} + k^4 R_{n+1}^{(4)} \right) e^{-(n+1-q)k} + O(k^5) \]
(8.17)
\[= \frac{(\lambda k)^3}{3!} e^{\lambda qk} \left( c_3 I + 3d_2 \frac{1}{\lambda} B \right) u_0 + \frac{(\lambda k)^4}{4!} \left( c_4 I + 4d_3 \frac{1}{\lambda} B \right) u_0 \]
\[= \frac{(\lambda k)^3}{3!} e^{\lambda qk} \left( c_3 + 3d_2 \frac{1}{\lambda} A \right) u_0 \]
\[+ \frac{(\lambda k)^4}{4!} \left( c_4 + 4d_3 \frac{1}{\lambda} A \right) u_0 + O(k^5). \]

We now make

**Assumption 8.1.** \( A = -A^* \). \( B = -B^* \) are skew-Hermitean.

Normalizing the eigenvector \( u_0 \) such that \( |u_0| = 1 \), we obtain, from (8.16) and (8.17),
\[
\tau = (\lambda k)^3(a_1 + a_2<u_0, \frac{1}{\lambda} Au_0>) + (\lambda k)^4(b_1 + b_2<u_0, \frac{1}{\lambda} Au_0>) + O(k^5).
\]

Here the real constants \( a_j, b_j, j = 1,2 \), can easily be calculated from the previous expressions. Therefore, \( |\kappa|^2 \) is of the form (5.13) and, corresponding to Theorem 5.1, we have

**Theorem 8.1.** For sufficiently small \( k(|A_{22}| + |B_{22}|) \), the methods
\[
(I - \frac{2k}{3\varepsilon} A)y_{n+1} = \sum_{j=0}^{q-1}(\alpha_j I + k\beta_j B)y_{n-j}
\]
are stabilized if we replace $B$ by $B - \sigma (k(|A_{22}| + |B_{22}|))^4 I$, provided $\sigma$ is sufficiently large.

Since, for $q = 3$ and $A = 0$, the method is locally stable, we can use $\sigma = 0$ if $\langle \hat{u}_0, \frac{1}{\lambda} A_{22} \hat{u}_0 \rangle$ is sufficiently small. As an example, we have considered the differential equation

$$y' = (ig|c| + c)y, \quad c = c_1 + ic_2, \quad c_1, c_2 \text{ real}, \quad c_1 \leq 0,$$

and approximated it by the combination of second order BDF with the third order explicit method

$$(8.18) \quad (1 - \frac{2k}{3}g|c|)y_{n+1} = \sum_{j=0}^{3} (\alpha_j I + k\beta_j c)y_{n-j}.$$  

In Figure 3 we have calculated part of the stability region for different values of $g$. 
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