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Abstract

This article is concerned with the study of approximate controllability for the semilinear heat equation in a bounded domain \( \Omega \) when the control acts on any open and nonempty subset of \( \Omega \) or on a part of the boundary. Both, in the case of an internal and a boundary control, the approximate controllability in \( L^p(\Omega) \) for \( 1 \leq p < +\infty \) is proved when the nonlinearity is globally Lipschitz with a control in \( L^\infty \). In the case of the interior control we also prove the approximate controllability in \( C_0(\Omega) \). The proof combines a variational approach to the controllability problem for linear equations and a fixed point method. We also prove that the control can be taken to be of “quasi bang-bang” form.

1 Introduction

In this paper, we consider the approximate controllability problem for the semilinear heat equation and we develop results which have been announced in [5]. We consider both the case where the controls act in the interior of the domain and the case of boundary control. Let us state the problem in the case where the control acts in the interior of the domain:

Let \( \Omega \) be an open and bounded set of \( \mathbb{R}^N \), \( N \geq 1 \), with \( C^2 \) boundary and \( \omega \) an open and nonempty subset of \( \Omega \). Let \( f \) be a real and globally Lipschitz function. Let \( c > 0 \) and \( d > 0 \) be such that

\[
|f(s)| \leq c|s| + d.
\]

We consider the following semilinear heat equation:

\[
\begin{aligned}
\left\{ \\
y' - \Delta y + f(y) = h\chi_\omega & \text{ in } Q = \Omega \times (0,T) \\
y = 0 & \text{ on } \Sigma = \partial \Omega \times (0,T) \\
y(0) = y^0 & \text{ in } \Omega.
\end{aligned}
\]  

(1.2)

In (1.2), \( h = h(x,t) \) represents the control function and \( \chi_\omega \) is the characteristic function of \( \omega \), the set where controls are supported. By \( \prime \) we denote the derivative with respect to the time variable.

We say that system (1.2) is approximately controllable in \( L^p(\Omega) \) at time \( T > 0 \) if the following holds: “For every \( y^0 \in L^p(\Omega) \) the set of reachable states at time \( T > 0 \),

\[
E(T) = \{ y(x,T), \quad y \text{ is solution of (1.2) with } h \in L^p(Q) \},
\]

is dense in \( L^p(\Omega) \).”
On the other hand, (1.2) is approximately controllable in \( C_0(\Omega) \) (the space of uniformly continuous functions in \( \Omega \) that vanish on \( \partial \Omega \), endowed with the norm of the supremum) at time \( T > 0 \) if for every \( y^0 \in C_0(\Omega) \) the set

\[
E(T) = \{ y(x,T) : y \text{ solution of (1.2) with } h \in L^\infty(Q) \}
\]

is dense in \( C_0(\Omega) \).

We recall that \( v \in sgn(s) \) if \( v(x,t) = \frac{s(x,t)}{|s(x,t)|} \) if \( s(x,t) \neq 0 \) and \( |v(x,t)| \leq 1 \) on the set \( \{(x,t) : s(x,t) = 0\} \). Furthermore, we will denote by \( sgn_0(s) \) the element of \( sgn(s) \) which is equal to 0 on \( \{(x,t) : s(x,t) = 0\} \).

The main results of this paper are as follows:

**Theorem 1.1**

*Under the above assumptions on \( f \), system (1.2) is approximately controllable in \( L^p(\Omega) \) for \( 1 \leq p < \infty \) and in \( C_0(\Omega) \) at any time \( T > 0 \). Moreover we can reach a dense set of final states by using controls of the form

\[
h(x,t) \in \left( \int_{\omega \times (0,T)} |\varphi(x,t)| \text{d}x \text{d}t \right) sgn(\varphi) \chi_{\omega \times (0,T)},
\]

where \( \varphi \) is solution of a suitable heat equation.*

*In the sequel, controls of this form will be referred to as “quasi bang-bang” controls.*

**Remark 1.1**

In order to ensure that our control is of bang-bang form we have to prove that the zero set of \( \varphi \):

\[
\{(x,t) \in Q : \varphi(x,t) = 0\}
\]

is of zero \((n+1)\)-dimensional Lebesgue measure. By unique continuation ([15], [19]) and backward ([6]) and forward uniqueness it is easy to see that this set has empty interior since \( \varphi \) satisfies a heat equation with a bounded potential. In space dimension \( n = 1 \), the results of S. Angenet [1] imply that this zero set is of zero measure. Such a result seems to be unknown in several space dimensions. \( \Box \)

As an immediate consequence of Theorem 1.1 and the smoothing effect of the heat equation we have the following result:

**Corollary 1.1**

*Under the hypotheses of Theorem 1.1, for every \( y^0 \in L^1(\Omega) \) the reachable set

\[
E(T) = \{ y(x,T) : y \text{ solution of (1.2) with } h \in L^\infty(Q) \}
\]

is dense in \( C_0(\Omega) \).

When \( f = 0 \) (or more generally, when \( f \) is linear) the approximate controllability problem can
be reduced to the following uniqueness property:

\[
\begin{aligned}
-\varphi' - \Delta \varphi &= 0 \quad \text{in} \quad Q \\
\varphi &= 0 \quad \text{in} \quad \omega \times (0, T) \\
\varphi &= 0 \quad \text{on} \quad \Sigma \\
\varphi &\in L^p(Q) \quad \left(\frac{1}{p} + \frac{1}{p'} = 1\right)
\end{aligned}
\]

(1.3) \Rightarrow \varphi = 0 \quad \text{in} \quad \Omega \times (0, T).

This uniqueness property is shown to be a consequence of Holmgren’s uniqueness Theorem.

However, when \( f \) is nonlinear, the approximate controllability problem does not seem to be reducible to a unique continuation property.

Our method of proof of Theorem 1.1 is inspired by recent works by J.L. Lions [13] and [14]. In these works the approximate controllability of linear heat equation is formulated in the following equivalent way in the case \( p = 2 \): Fix \( y^0 \in L^2(\Omega), y^1 \in L^2(\Omega) \) and \( \varepsilon > 0 \) and find \( h \in L^2(Q) \) so that

\[
|y(T) - y^1|_{L^2(\Omega)} \leq \varepsilon.
\]

(1.4)

The optimal control \( h \) satisfying this with minimum \( L^2(Q) \)-norm is shown to satisfy an optimality system. More precisely, if, for instance, \( y^0 = 0 \),

\[
h = \varphi \chi_\omega
\]

(1.5)

where \( \varphi = \varphi(x, t) \) is the solution of the linear heat equation

\[
\begin{aligned}
-\varphi' - \Delta \varphi &= 0 \quad \text{in} \quad Q \\
\varphi &= 0 \quad \text{on} \quad \Sigma \\
\varphi(T) &= \varphi^0
\end{aligned}
\]

(1.6)

where \( \varphi^0 \in L^2(\Omega) \) minimizes

\[
J_\varepsilon(\psi^0) = \frac{1}{2} \int_{\omega \times (0, T)} |\psi|^2 dx dt + \varepsilon |\psi^0|_{L^2(\Omega)} - \int_\Omega y^1 \psi^0 dx
\]

(1.7)

over the solutions of (1.6) with \( \psi(T) = \psi^0 \in L^2(\Omega) \).

J.L. Lions in [13] and [14] proved that if the approximate controllability holds, then the optimal control exists and is given by (1.5), (1.6) and (1.7).

In the present paper, we show how one can prove directly approximate controllability results for linear systems by minimizing functionals like (1.7). Once the coercivity of (1.7) is understood one can introduce a number of variants of (1.7) to deal with the approximate controllability in \( L^p(\Omega) \) for \( 1 \leq p < +\infty \) and in \( C_0(\Omega) \). Let us point out that the proof of the coercivity requires a unique continuation result. This method only applies to linear systems but combining it with
a fixed point technique one can prove Theorem 1.1. This fixed point method was used in [20] to prove the exact controllability of the wave equation under globally Lipschitz perturbations. In order to implement this fixed point argument we must study the approximate controllability of the heat equation perturbed by a bounded potential, obtaining some estimates on the dependence of the control function with respect to the potential. At this level the unique continuation results by S. Mizohata [15] and J.C. Saut and B. Scheurer [19] play a crucial role.

It is important to observe that the assumption on the Lipschitz character of $f$ is optimal in the following sense: when $f(s) = |s|^r s$ with $r > 1$, system (1.2) is not approximately controllable in any $L^p(\Omega)$ with $p < \infty$ or in $C_0(\Omega)$ since all the reachable states are uniformly bounded on any closed subset of $\Omega - \hat{\omega}$ at any time $t > 0$ (see A. Bamberger's result in J. Henry [7]; see also J.I. Diaz [4] where a number of related counterexamples are given). Of course, when the control acts in all $\Omega$, $\omega = \Omega$, no restriction on $f$ is needed, except those ensuring the well-posedness of system (1.2)(see [7]). In this case it is easy to check that if $1 < p < \infty$,

$$E(T) = W^{2,p}(\Omega) \cap W_0^{1,p}(\Omega).$$

When $f$ is sublinear at infinity (i.e. $|f(s)| \leq a|s|^r + b$, $\forall s \in \mathbb{R}$, $a, b > 0$ and $0 < r < 1$), K. Naito and T. Seidman (see [17]) prove that the approximate controllability of the semilinear system can be reduced to the study of the approximate controllability of the linear heat equation perturbed by an affine term. In this sense, our result is close to those of [17] but our methods are different and provide more general results since $f$ is allowed to be any Lipschitz function and it gives “quasi bang-bang” controls.

We are also interested in the approximate boundary controllability of the semilinear heat equation: If $\Gamma_0$ is a nonempty and open subset of the boundary $\Gamma$, the system considered is

$$
\begin{align*}
\begin{cases}
y' - \Delta y + f(y) &= 0 \quad \text{in } Q = \Omega \times (0,T) \\
y &= g\chi_{\Sigma_0} \quad \text{on } \Sigma = \partial\Omega \times (0,T) \\
y(0) &= y^0 \quad \text{in } \Omega.
\end{cases}
\end{align*}
$$

(1.8)

In (1.8), $g = g(\sigma, t)$ represents the control function, $\sigma$ is the boundary variable and $\chi_{\Sigma_0}$ is the characteristic function of $\Sigma_0 = \Gamma_0 \times (0,T)$, the set where controls are supported.

We say that system (1.8) is approximately controllable in $L^p(\Omega)$ at time $T > 0$ if the following holds: “For every $y^0 \in L^p(\Omega)$ the set of reachable states at time $T > 0$

$$E(T) = \{y(x, T), \ y \text{ is solution of (1.8) with } g \in L^\infty(\Sigma)\}$$

is dense in $L^p(\Omega)$.”

We will prove the following

**Theorem 1.2**

Under the above assumptions on $f$, system (1.8) is approximately controllable in $L^p(\Omega)$ for any $1 \leq p < \infty$, at any time $T > 0$. Moreover one can take a control of the form

$$g \in \left(\int_{\Sigma_0} (T-t)^{\beta} |\frac{\partial \varphi}{\partial \nu}(\sigma, t)|d\sigma dt\right) \text{sgn} \left(\frac{\partial \varphi}{\partial \nu}\right) \chi_{\Sigma_0},$$

where $\varphi$ is solution of a suitable heat equation and $\beta$ is some positive constant that depends on $p$ and the space dimension.
One has to remark that it is not obvious that the solution of (1.8) when \(g \in L^\infty(\Sigma)\) and \(y^0 \in L^p(\Omega)\) satisfies \(y(T) \in L^p(\Omega)\). For example, if \(g \in L^2(\Sigma)\) and \(y^0 \in L^2(\Omega)\), (although claimed in [4]) we don’t have \(y(T) \in L^2(\Omega)\) (one can see a counter example in [9], p. 217), which explains why we took the space \(L^\infty(\Sigma)\) for the controls in the definition of the approximate boundary controllability of (1.8).

The rest of the article is organized as follows. In section 2, we state (in an abstract form) preliminary results concerning the existence and properties of the minima of certain functionals arising in the approximate controllability of linear systems in \(L^p(\Omega)\) with \(1 < p < \infty\). In section 3, we combine the results of section 2 with a fixed point method mentioned above to prove Theorem 1.1 when \(1 < p < \infty\). In Section 4 we prove Theorem 1.1 in \(L^1(\Omega)\) and \(C_0(\Omega)\). We finish with the section 5 where the boundary control problem is studied and Theorem 1.2 is proved.

2 Study of a functional arising in controllability of linear systems

For sake of simplicity we only consider here the \(L^p(\Omega)\)-case, with \(1 < p < \infty\). We will denote by \(|\theta|_p\) the \(L^p(\Omega)\)-norm of a function \(\theta\) and by \(p'\) the conjugate of \(p\left(\frac{1}{p} + \frac{1}{p'} = 1\right)\). We denote by \((f,g)\) the integral \(\int_Q f(x,t)g(x,t)dxdt\).

For \(0 < t_1 < t_2\), we denote by \(X^p(t_1,t_2)\) the following Banach space:

\[
X^p(t_1,t_2) = L^p(t_1,t_2; W^{1,p}_0(\Omega)) \cap W^{1,p}(t_1,t_2; L^p(\Omega)),
\]

(2.1)

endowed with the natural norm

\[
\|\cdot\|_{X^p(t_1,t_2)} = \|\cdot\|_{L^p(t_1,t_2; W^{1,p}_0(\Omega))} + \|\cdot\|_{W^{1,p}(t_1,t_2; L^p(\Omega))}.
\]

Let \(a = a(x,t) \in L^\infty(Q)\). We recall that there exist (see [8], Theorem 9.1, page 341 and [18], pages 226 - 228) constants \(C > 0\) (depending on \(a, \Omega\) and \(T\)) and \(C_{t_1,t_2}\) (depending on \(a, \Omega, \ t_1\) and \(t_2\)) such that, for every \(k \in L^p(Q)\) and \(w^0 \in L^p(\Omega)\), the solution \(w\) of

\[
\begin{cases}
  w' - \Delta w + a(x,t)w = k & \\
  w = 0 & \text{on } \Sigma \\
  w(0) = w^0 & \text{in } \Omega
\end{cases}
\]

(2.2)

satisfies

\[
\begin{align*}
  &\|w\|_{L^\infty(0,T;L^p(\Omega))} \leq C(|w^0|_p + \|k\|_{L^p(Q)}) \\
  &\|w\|_{X^p(t_1,t_2)} \leq C_{t_1,t_2}(|w^0|_p + \|k\|_{L^p(Q)}).
\end{align*}
\]

(2.3)

Furthermore, if \(w^0 = 0\), we have (see [8], pages 341-342) : and \(k \in L^p(Q)\), the solution \(w\) of
\[ \begin{cases} w' - \Delta w = k & \text{in } Q \\ w = 0 & \text{on } \Sigma \\ w(0) = 0 & \text{in } \Omega, \end{cases} \]

satisfies
\[ \begin{cases} w \in X^p(0, T) \\ \text{the mapping } k \in L^p(Q) \to w \in X^p(0, T) \text{ is linear continuous.} \end{cases} \]

From (2.5) and by using Gronwall's Lemma, one can easily prove that for \( k \in L^p(Q) \), the solution \( w \) of
\[ \begin{cases} w' - \Delta w + a(x, t)w = k & \text{in } Q \\ w = 0 & \text{on } \Sigma \\ w(0) = 0 & \text{in } \Omega, \end{cases} \]

satisfies
\[ \begin{cases} w \in X^p(0, T) \\ |w|_{X^p(0, T)} \leq C_a(||k||_{L^p(Q)}) \quad \text{with } C_a = O(1 + |a|_\infty\exp(|a|_\infty)). \end{cases} \]

We consider a set \( q \) which has the following form: \( q = \omega \times (0, T) \) where \( \omega \) is a nonempty and open subset of \( \Omega \) or \( q = \Gamma_0 \times (0, T) \) where \( \Gamma_0 \) is a nonempty and open subset of \( \Gamma \). The set \( q \) is endowed with its natural measure \( dxdt \) in the first case and \( d\sigma dt \) (where \( d\sigma \) is the boundary measure on \( \partial \Omega \)) in the second one. For simplicity, we will denote it in this section only by \( dxdt \) in both cases.

We introduce a mapping \( L \) from \( L^{p'}(\Omega) \times L^{\infty}(Q) \) into \( L^1(q) \) which satisfies:

\((H_1)\) \quad \forall a \in L^{\infty}(Q), \quad L(\cdot, a) \text{ is linear continuous from } L^{p'}(\Omega) \text{ in } L^1(q)

and if \( \varphi \) is solution of
\[ \begin{cases} -\varphi' - \Delta \varphi + a(x, t)\varphi = 0 & \text{in } Q \\ \varphi = 0 & \text{on } \Sigma \\ \varphi(T) = \varphi^0 \in L^{p'}(\Omega) & \text{in } \Omega, \end{cases} \]

then
\((H_2)\) \quad \( L(\varphi^0, a) = 0 \) almost everywhere in \( q \Rightarrow \varphi = 0 \) almost everywhere in \( Q \);

\((H_3)\) \quad \begin{cases} \varphi^0 \rightharpoonup \varphi^0 \text{ in } L^{p'}(\Omega) \text{ weak} \\ a_n \rightharpoonup a \text{ in } L^{\infty}(Q) \text{ weak} - * \Rightarrow L(\varphi^0_n, a_n) \rightharpoonup L(\varphi^0, a) \text{ in } L^1(q) \text{ weak}; \end{cases}

\((H_4)\) \quad \forall \varphi^0 \in L^{p'}(\Omega), \quad L(\varphi^0, \cdot) \text{ is compact from } L^{\infty}(Q) \text{ into } L^1(q).

We will often write \( L_a(\varphi^0) \) instead of \( L(\varphi^0, a) \).
Remark 2.1
Hypothesis $(H_2)$ is a property of unique continuation for the solutions of (2.8). As we will see in Section 3 and 4, for the mappings $L$ that we consider, they have been proved by Mizohata (see [15]) and Saut-Scheurer (see [19]).

Let $\alpha > 0$ and $y^1 \in L^p(\Omega)$. For $\varphi^0 \in L^{p'}(\Omega)$ and the solution $\varphi$ of (2.8) with $\varphi(T) = \varphi^0$, we introduce the functional

\begin{equation}
J(\varphi^0; a, y^1) = \frac{1}{2} \left( \int_\Omega |L_a(\varphi^0)(x,t)|dxdt \right)^2 + \alpha |\varphi^0|_{p'} - \int_\Omega y^1 \varphi^0 dx.
\end{equation}

and we have the following

Proposition 2.1
For every $\alpha > 0$, $y^1 \in L^p(\Omega)$ and $a \in L^{\infty}(Q)$, $J(\cdot; a, y^1)$ is a real strictly convex continuous function on $L^p(\Omega)$ and satisfies

\begin{equation}
\lim \inf_{|\varphi|_{p'} \to \infty} \frac{J(\varphi; a, y^1)}{|\varphi|_{p'}} \geq \alpha.
\end{equation}

The functional $J(\cdot; a, y^1)$ achieves its minimum at a unique point $\varphi^0$ in $L^{p'}(\Omega)$. Furthermore,

\begin{equation}
\varphi^0 = 0 \Leftrightarrow |y^1|_p \leq \alpha.
\end{equation}

Proof of Proposition 2.1
Since the $L^{p'}(\Omega)$-norm is strictly convex and $L_a$ is linear, it is clear that $J(a, y^1, \cdot)$ is strictly convex. On the other hand, (2.3) and the continuity of $L_a$ imply the continuity of $J_a$. In order to prove (2.10), we suppose that there exists a sequence $\varphi^0_n$ in $L^{p'}(\Omega)$ such that

\begin{equation}
|\varphi^0_n|_{p'} \to +\infty
\end{equation}

and

\begin{equation}
\lim \inf_{n \to +\infty} \frac{J(\varphi^0_n; a, y^1)}{|\varphi^0_n|_{p'}} < \alpha.
\end{equation}

For $\widetilde{\varphi}_n = \frac{\varphi^0_n}{|\varphi^0_n|_{p'}}$ we write $\widetilde{\varphi}_n$ the solution of (2.8) with $\widetilde{\varphi}_n(T) = \varphi^0_n$. Since $|\varphi^0_n|_{p'} = 1$, we can extract a subsequence (still denoted by $\widetilde{\varphi}_n$), which weakly converges in $L^{p'}(\Omega)$ to an element $\widetilde{\varphi}^0$ in $L^{p'}(\Omega)$. From (2.3), $(\widetilde{\varphi}_n)_n$ converges weakly in $L^{p'}(Q)$ to the solution $\varphi$ of (2.8) with $\varphi(T) = \varphi^0$. From $(H_1)$, $L_a(\varphi^0_n)$ weakly converges in $L^1(Q)$ to $L_a(\varphi^0)$. But (2.11) and (2.12) imply that there exists a subsequence (still denoted by $(\widetilde{\varphi}_n)_n$) such that

\begin{equation}
\int_q |L_a(\varphi^0_n)|dxdt \to 0 \quad \text{if} \quad n \to +\infty.
\end{equation}
This proves that \( L_\alpha(\tilde{\varphi}^0) = 0 \) in \( Q \) hence, by \((H_2), \tilde{\varphi} = 0 \) in \( Q \) and
\[
(2.14) \quad \tilde{\varphi}^0 = 0.
\]
We now write
\[
(2.15) \quad J(\varphi_n^0; a, y^1) \geq |\varphi_n^0|_{p'} \left( \alpha - \int_{\Omega} y^1 \tilde{\varphi}_n^0 \, dx \right),
\]
and as \( \varphi_n^0 \) weakly converges to \( 0 \) in \( L^{p'}(\Omega) \), we obtain using (2.11)
\[
\liminf_{n \to +\infty} \frac{J(\varphi_n^0; a, y^1)}{|\varphi_n^0|_{p'}} \geq \alpha,
\]
which contradicts (2.12) and proves (2.10).

Now, if \( |y^1|_p \leq \alpha \), we have \( J(\varphi^0; a, y^1) \geq 0 \) for every \( \varphi^0 \in L^{p'}(\Omega) \) and hence \( \varphi^0 = 0 \).
If \( \varphi^0 = 0 \), then
\[
\forall \varphi^0 \in L^{p'}(\Omega), \quad \forall t > 0, \quad \lim_{t \to 0^+} \frac{J(t \varphi^0; a, y^1)}{t} \geq 0.
\]
One can easily prove that this implies \( |y^1|_p \leq \alpha \). Proposition 2.1 is proved. \( \Box \)

In order to study the nonlinear case, we need to make precise the dependence of the minima with respect to the potential. This is gathered in the following

**Proposition 2.2**

(i) If we denote by \( M \) the mapping
\[
(2.16) \quad M : L^{\infty}(Q) \times L^p(\Omega) \to L^{p'}(\Omega)
\]
and if \( K \) is a compact subset of \( L^p(\Omega) \) and \( B \) is a bounded subset of \( L^{\infty}(Q) \), then \( M(B \times K) \) is a bounded subset of \( L^{p'}(\Omega) \).

(ii) Moreover, if \( a_n \to a \) in \( L^{\infty}(Q) \) weak-* and if \( y_n \to y^1 \) strongly in \( L^p(\Omega) \) then \( \varphi_n^0 \) strongly converges in \( L^{p'}(\Omega) \) to \( \varphi^0 \).

**Proof of Proposition 2.2**

In order to get (i), we are going to prove first that (2.10) is uniform in \((a, y^1) \in B \times K \). We again argue by contradiction and we follow the same argument as above : suppose that there exist sequences of functions \((a_n)_n \) of \( L^{\infty}(Q) \), \((y^1_n)_n \) in \( L^p(\Omega) \) and \((\varphi_n^0)_n \) of \( L^{p'}(\Omega) \) such that (we denote by \( \varphi_n \) the solution of (2.8) with respect to the function \( a_n \) satisfying \( \varphi_n(T) = \varphi_n^0 \) and by \( L_n(\cdot) \) the function \( L_{\alpha_n}(\cdot) \))

\[
(2.17) \quad \exists a \in L^{\infty}(Q), \quad a_n \rightharpoonup a \quad \text{in} \quad L^{\infty}(Q) \quad \text{weak} - *
\]
and
\[
(2.18) \quad \exists y^1 \in L^p(\Omega), \quad y^1_n \rightharpoonup y^1 \quad \text{strongly} \quad \text{in} \quad L^p(\Omega),
\]
and
such that (2.11) holds and

$$\liminf_{n \to +\infty} \frac{J(\varphi_n^0; a_n, y_n^1)}{|\varphi_n^0|^p} < \alpha.$$  \tag{2.19}$$

As above, we denote by $\tilde{\varphi}_n^0 = \frac{\varphi_n^0}{|\varphi_n^0|^p}$ and $\varphi_n$ the solution of (2.8) with respect to $a_n$ and with $\varphi_n(T) = \varphi_n^0$. As $|\tilde{\varphi}_n^0|^p = 1$, we can extract a subsequence, that we still denote by $\tilde{\varphi}_n^0$, which weakly converges in $L^p(\Omega)$ to an element $\tilde{\varphi}^0$ of $L^p(\Omega)$ and (from $(H_3)$) $L_n(\varphi_n^0)$ weakly converges in $L^1(q)$ to $L_a(\varphi^0)$. We denote by $\tilde{\varphi}$ the weak limit in $L^p(Q)$ of $\tilde{\varphi}_n$. Using (2.3) and passing to the limit in the equation satisfied by $\varphi_n$, one can easily prove that $\tilde{\varphi}$ is the solution of (2.8) with respect to $a$ and with $\tilde{\varphi}(T) = \tilde{\varphi}^0$.

To finish the proof, we just have now to follow what was done before: briefly, from (2.11) and (2.19), we have (after extraction of a subsequence)

$$\int_{\Omega} |L_n(\tilde{\varphi}_n^0)| dx dt \to -n \to +\infty 0.$$  \tag{2.20}$$

By $(H_3)$ and $(H_2)$, we get

$$\tilde{\varphi}^0 = 0.$$  \tag{2.21}$$

Let us now prove that if $J_n = \frac{J(\varphi_n^0; a_n, y_n^1)}{|\varphi_n^0|^p}$, $\liminf_{n \to +\infty} J_n \geq \alpha$. For this, we write

$$J_n \geq \left( \alpha - \int_{\Omega} y_n^1 \bar{\varphi}_n^0 dx \right),$$  \tag{2.22}$$

and as $\tilde{\varphi}_n^0$ weakly converges to 0 in $L^p(\Omega)$ and $y_n^1$ strongly converges in $L^p(\Omega)$, we have

$$\liminf_{n \to +\infty} J_n \geq \alpha,$$

which contradicts (2.19).

Now, $J(0; a, y^1) = 0$ and therefore

$$J(\varphi^0; a, y^1) \leq 0,$$

so that one can easily prove that the range of $M$ is a bounded set of $L^p'(\Omega)$. This ends the proof of (i).

We now prove (ii). From (i), the functions $\varphi_n^0$ are bounded in $L^p'(\Omega)$ hence they weakly converge to an element $\tilde{\varphi}^0 \in L^p'(\Omega)$ and $\varphi_n$ weakly converge in $L^p(Q)$ to the solution $\tilde{\varphi}$ of (2.8) with $\tilde{\varphi}(T) = \tilde{\varphi}^0$. Furthermore, $(H_3)$ implies that $L_n(\varphi_n^0)$ weakly converges in $L^1(q)$ to $L_a(\varphi^0)$.

Let us prove that for every $\varphi^0 \in L^p'(\Omega)$,

$$\lim_{n \to +\infty} J(\varphi_n^0; a_n, y_n^1) = J(\varphi^0; a, y^1).$$  \tag{2.23}$$

We denote by $\varphi_n$ the solution of (2.8) with the potential $a_n$ and $\varphi_n(T) = \varphi^0$. From (2.7) and since these functions have the same final data, one can prove that they weakly converge in $X^p'(0, T)$
(hence strongly in $L^{p'}(Q)$) to the solution $\varphi$ of (2.8) with potential $a$ and $\varphi(T) = \varphi^0$. Using $(H_4)$, one can pass to the limit in each term of the functional, and prove (2.23).

Now, we write

$$\forall \varphi^0 \in L^{p'}(\Omega), \quad J(\varphi^0_n; a_n, y_n^1) \leq J(\varphi^0; a_n, y_n^1).$$

Since $y_n^1 \to y^1$ strongly in $L^p(\Omega)$, we have

$$J(\varphi^0, a, y^1) \leq \lim_{n \to +\infty} J(\varphi^0_n; a_n, y_n^1).$$

From (2.24) and (2.25), we get

$$\forall \varphi^0 \in L^{p'}(\Omega), \quad J(\varphi^0, a, y^1) \leq \liminf_{n \to +\infty} J(\varphi^0_n, a_n, y_n^1) \leq \limsup_{n \to +\infty} J(\varphi^0_n; a_n, y_n^1) \leq \lim_{n \to +\infty} J(\varphi^0; a_n, y_n^1)$$

(2.26)

hence we obtain

$$\forall \varphi^0 \in L^{p'}(\Omega), \quad J(\varphi^0, a, y^1) \leq J(\varphi^0, a, y^1),$$

(2.27)

which implies, since $J(\cdot; a, y^1)$ is strictly convex, that $\varphi^0 = \varphi^0$. But, having this equality, (2.26) gives

$$J(\varphi^0, a, y^1) = \lim_{n \to +\infty} J(\varphi^0_n; a_n, y_n^1).$$

(2.28)

On the other hand, we have

$$\lim_{n \to +\infty} \int_\Omega y_n^1(x)\varphi_n^0(x)dx = \int_\Omega y^1(x)\varphi^0(x)dx,$$

and

$$\int q L_a(\varphi^0)(x,t)|dxdt \leq \liminf_{n \to +\infty} \int q L_n(\varphi_n^0)(x,t)|dxdt$$

and

$$|\varphi^0|_{p'} \leq \liminf_{n \to +\infty} |\varphi_n^0|_{p'}.$$

Equation (2.28) then implies that

$$\lim_{n \to +\infty} |\varphi_n^0|_{p'} = |\varphi^0|_{p'}.$$

As $L^{p'}(\Omega)$ is uniformly convex and $\varphi_n^0$ is weakly convergent to $\varphi^0$ in $L^{p'}(\Omega)$, we deduce that the convergence is strong in $L^{p'}(\Omega)$ which ends the proof of Proposition 2.2. □

We now are going to interpret the results of Proposition 2.1.

Since the functional $J(\cdot; a, y^1)$ is convex continuous with real values, it possesses a subdifferential at every point of $L^{p'}(\Omega)$. At its minimum, we have $0 \in \partial J(\varphi^0; a, y^1)$. Let us now prove the
Proposition 2.3
For every $\varphi^0 \in L^p'(\Omega), \varphi^0 \neq 0$, denoting by $\varphi$ the solution of (2.8) with $\varphi(T) = \varphi^0$, we have

$$
\partial J(\varphi^0; a, y^1) = \left\{ \xi \in L^p(\Omega), \exists v \in \text{sgn}(L_a(\varphi^0)) \chi_\Omega \text{ satisfying} \right.$$

$$
\int_\Omega \xi(x)\theta^0(x)dx = \left( \int_q |L_a(\varphi^0)(x, t)|dxdt \right) \left[ \int_q v(x, t)L_a(\theta^0)(x, t)dxdt + \alpha \int_\Omega \frac{|\varphi^0(x)|^{p'-2}\varphi^0(x)}{|\varphi^0(x)|^{p'-1}} \theta^0(x)dx - \int_\Omega y^1(x)\theta^0(x)dx \right],
$$

(2.29)

for every $\theta^0 \in L^p'(\Omega)$, where $\theta$ is solution of (1.6) with $\theta(T) = \theta^0$.

Proof of Proposition 2.3
Since the functions $a$ and $y^1$ are fixed, we write $J(\varphi^0) = J(\varphi^0; a, y^1)$ and $L = L_a$. We have $J(\varphi^0) = j_1(\varphi^0) + j_2(\varphi^0)$ where

$$
j_1(\varphi^0) = \frac{1}{2} \left( \int_q |L(\varphi^0)(x, t)|dxdt \right)^2
$$

and

$$
j_2(\varphi^0) = \alpha|\varphi^0|_{p'} - \int_q y^1(x)\varphi^0(x)dx.
$$

Since $j_2$ is Gateaux-differentiable at every $\varphi^0 \neq 0$ in $L^p'(\Omega)$ and $j_1$ subdifferentiable at every $\varphi^0 \neq 0$ in $L^p'(\Omega)$, we have for every $\varphi^0 \neq 0$ in $L^p'(\Omega)$:

$$
\partial J(\varphi^0) = \partial j_1(\varphi^0) + \partial j_2(\varphi^0).
$$

It is easy to check that

$$
(2.30) \quad \forall \theta^0 \in L^p'(\Omega), \; (\partial j_2(\varphi^0), \theta^0) = \alpha \int_\Omega \frac{|\varphi^0(x)|^{p'-2}\varphi^0(x)}{|\varphi^0(x)|^{p'-1}} \theta^0(x)dx - \int_\Omega y^1(x)\theta^0(x)dx.
$$

We now determine the set $\partial j_1(\varphi^0)$. Let $\xi \in \partial j_1(\varphi^0)$. By definition, we have

$$
(2.31) \quad \forall \theta^0 \in L^p'(\Omega), J(\xi, \theta^0) \leq \lim_{\varepsilon \to 0} \frac{j_1(\varphi^0 + \varepsilon \theta^0) - j_1(\varphi^0)}{\varepsilon}.
$$

Now, since $L$ is linear, one can prove that

$$
(2.32) \quad \lim_{\varepsilon \to 0} \frac{j_1(\varphi^0 + \varepsilon \theta^0) - j_1(\varphi^0)}{\varepsilon} = |L(\varphi^0)|_{L^1(\Omega)} \left( \int_{[L(\varphi^0) \neq 0] \cap \Omega} \text{sgn}(L(\varphi^0))L(\theta^0)dxdt \right) + \int_{[L(\varphi^0) = 0] \cap \Omega} |L(\theta^0)|dxdt.
$$

11
Using (2.31) and (2.32), we get

\begin{align}
(\xi, \theta^0) & \leq |L(\varphi^0)|_{L^1(\Omega)} \left( \int_{\{L(\varphi^0) \neq 0\} \cap \eta_q} sgn(L(\varphi^0))L(\theta^0) \, dx \, dt \right) + \int_{\{L(\varphi^0) = 0\} \cap \eta_q} |L(\theta^0)| \, dx \, dt. 
\end{align}

The mapping \( \theta^0 \to (\xi, \theta^0) \) is then a linear form on \( R(L) = L(L^p(\Omega)) \) and applying Hahn-Banach Theorem, there exists a linear form \( V \) on \( L^1(\eta_q) \) such that

\begin{align}
\forall \theta^0 \in L^p(\Omega), \quad (\xi, \theta^0) = V(\theta) 
\end{align}

and

\begin{align}
\forall \Theta \in L^1(\eta_q), 
V(\Theta) & \leq |L(\varphi^0)|_{L^1(\eta_q)} \left( \int_{\{L(\varphi^0) \neq 0\} \cap \eta_q} sgn(L(\varphi^0))\Theta \, dx \, dt \right) + \int_{\{L(\varphi^0) = 0\} \cap \eta_q} |\Theta| \, dx \, dt \right). 
\end{align}

From (2.35), we deduce that \( V \) is continuous on \( L^1(\eta_q) \) hence \( V \in L^\infty(\eta_q) \) and that

\begin{align}
\forall \Theta \in L^1(\eta_q), 
|\int_q V(x,t)\Theta(x,t) \, dx \, dt - |L(\varphi^0)|_{L^1(\eta_q)} \int_{\{L(\varphi^0) \neq 0\} \cap \eta_q} sgn(L(\varphi^0))\Theta \, dx \, dt| & \leq |L(\varphi^0)|_{L^1(\eta_q)} \left( \int_{\{L(\varphi^0) = 0\} \cap \eta_q} |\Theta| \, dx \, dt \right). 
\end{align}

Take first \( \Theta \in L^1(\eta_q) \) whose support is contained in \( \{L(\varphi^0) \neq 0\} \cap \eta_q \) to obtain that \( V = |L(\varphi^0)|_{L^1(\eta_q)} \frac{L(\varphi^0)}{|L(\varphi^0)|_{L^1(\eta_q)}} \) almost everywhere on \( \{L(\varphi^0) \neq 0\} \cap \eta_q \) and then \( \Theta \in L^1(\{L(\varphi^0) = 0\} \cap \eta_q) \) to obtain that \( |V(x,t)| \leq |L(\varphi^0)|_{L^1(\eta_q)} \) almost everywhere on \( \{L(\varphi^0) = 0\} \cap \eta_q \). This proves that \( V = |L(\varphi^0)|_{L^1(\eta_q)} v \) with \( v \in sgn(L(\varphi^0))\chi_q \).

For the reciprocal, if a function \( V \in |L(\varphi^0)|_{L^1(\eta_q)} sgn(L(\varphi^0))\chi_q \) then \( (\theta \text{ is the solution of (2.8) with } \theta(T) = \theta^0) \)

\[ \theta^0 \to \int_q V(x,t)\theta(x,t) \, dx \, dt \]

is a linear continuous form on \( L^p(\Omega) \). Thus there exists an unique \( \xi \in L^p(\Omega) \) such that

\[ (\xi, \theta^0) = \int_q V(x,t)\theta(x,t) \, dx \, dt. \]

One can easily prove that \( \xi \) satisfies the right hand side of (2.33) and hence \( \xi \in \partial J(\varphi^0) \). This ends the proof of (2.29). $\blacksquare$
3 Internal controllability of the semilinear heat equation: case $1 < p < \infty$.

3.1 The linear heat equation with a potential

In this section, we prove the approximate controllability of the linear heat equation with a potential with "quasi bang-bang" controls. This is a direct consequence of the results of section 2.

We take $q = \omega \times ]0,T[$ where $\omega$ is an open and nonempty subset of $\Omega$ and

$$L(\varphi^0, a) = \varphi \chi_{\omega},$$

where $\varphi$ is the solution of (2.8) with $\varphi(T) = \varphi^0$.

Let us prove that $L$ satisfies the hypotheses $(H_1), (H_2), (H_3)$ and $(H_4)$:

$(H_1)$: It is a simple corollary of (2.3).

$(H_2)$: It can be written here as follows:

$$\begin{cases}
- \varphi' - \Delta \varphi + a \varphi = 0 \quad \text{in } Q \\
\varphi = 0 \quad \text{in } \omega \times (0,T) \\
\varphi = 0 \quad \text{on } \Sigma \\
\varphi \in L^p(Q)
\end{cases} \Rightarrow \varphi = 0 \quad \text{in } \Omega \times (0,T).$$

(3.1)

This uniqueness property has been proved by Mizohata (see [15]) and Saut and Scheurer (see [19]).

$(H_3)$: We write $\varphi = \phi + \psi$ where $\phi$ is solution of (1.6) with $\phi(T) = \varphi^0$ and $\psi$ is solution of (2.5) with $k = -a\phi$. It is then a consequence of (2.3) and (2.7).

$(H_4)$: We do the same decomposition as above. The function $\phi$ is fixed and using (2.7), the functions $\psi_n$ are uniformly bounded in $H^p(0,T)$ with respect to the potential $a_n$.

Applying the results and the notations of Section 2, we obtain

**Proposition 3.1**

If $|y^1|_p > \alpha$, denoting by $\hat{\varphi}$ the solution of (2.8) with $\hat{\varphi}(T) = \varphi^0$, there exists $v \in sgn(\hat{\varphi})\chi_{\omega}$ such that the solution $y$ of

$$\begin{cases}
y' - \Delta y + a(x,t)y = |\hat{\varphi}|_{L^1(\omega)}v\chi_\omega \\
y = 0 \quad \text{on } \Sigma \\
y(0) = 0 \quad \text{in } \Omega,
\end{cases} \quad (3.2)
$$

satisfies $y(T) = y^1 - \alpha \frac{|y^0|^{p'-2}y^0}{|\varphi^0|^{p'-2}}$ and hence $|y(T) - y^1|_p = \alpha$.

**Remark 3.1**

If $|y^1|_p \leq \alpha$, then we can take $y = 0$ to obtain $|y(T) - y^1|_p \leq \alpha$ with the null control. □
Proof of Proposition 3.1

As \(|y^1|_p > \alpha, \varphi^0\) realizes the minimum of \(J(\varphi^0; a, y^1)\) and \(J(; a, y^1)\) is subdifferentiable at \(\varphi^0 \neq 0\), then \(0 \in \partial J(\varphi^0; a, y^1)\). From (2.29), there exists \(v \in |\varphi|_{L^1(\varphi)} \sigma(\varphi) \xi_\varphi\) such that

\[
\forall \theta^0 \in L^p(\Omega),
|\varphi|_{L^1(\varphi)} \int_\varphi v(x, t) \theta(x, t) dx dt + \left( \alpha \frac{|\varphi^0|^{p'-2} \varphi^0}{|\varphi^0|^{p'-1}_{p'}} - y^1, \theta^0 \right) = 0,
\]

where \(\theta\) is the solution of (2.8) with \(\theta(T) = \theta^0\). Now, if we multiply equation (3.2) by \(\theta\), we obtain

\[
(y(T), \theta^0) = |\varphi|_{L^1(\varphi)} \int_\varphi v(x, t) \theta(x, t) dx dt.
\]

Equations (3.3) and (3.4) imply

\[
\forall \theta^0 \in L^p(\Omega), \quad (y(T), \theta^0) = \left( y^1 - \alpha \frac{|\varphi^0|^{p'-2} \varphi^0}{|\varphi^0|^{p'-1}_{p'}}, \theta^0 \right)
\]

hence \(y(T) = y^1 - \alpha \frac{|\varphi^0|^{p'-2} \varphi^0}{|\varphi^0|^{p'-1}_{p'}}\) which ends the proof of Proposition 3.1. □

We now consider the nonlinear case.

3. 2 The nonlinear case

In order to prove the approximate controllability of system (1.2), we first suppose that \(f\) is in \(C^1(\mathbb{R})\) and we use a fixed point argument applying Kakutani’s Theorem (see [2], p. 126). The general case of a globally Lipschitz function \(f\) will be obtained later on by a density argument. Our hypotheses on \(f\) imply that the function \(g\) defined by

\[
g(s) = \frac{f(s) - f(0)}{s}, \text{ if } s \neq 0, \text{ and } g(0) = f'(0)
\]

is continuous and, in view of (1.1), belongs to \(L^\infty(\mathbb{R})\).

For \(z \in L^p(Q)\), we write \(y\) as \(y = u + Y\) where \(u\) is solution of

\[
\begin{cases}
u' - \Delta u + g(z)u = -f(0) & \text{in } Q, \\u = 0 & \text{on } \Sigma \\u(0) = y^0 & \text{in } \Omega.
\end{cases}
\]

Since \(g\) is in \(L^\infty(\mathbb{R})\) and due to the smoothing effects of the heat equation, the set

\[
\{y^1 - u(T), \text{ when } z \in L^p(Q)\}
\]
is a compact subset of $L^p(\Omega)$.

From Propositions 2.1, 2.2 and 2.3, the functional

\begin{equation}
L^p(\Omega) \to \mathbb{R}
\end{equation}

\[ \varphi^0 \to J(\varphi^0; g(z), y^1-u(T)) \]

possesses a unique minimum $\varphi^0(z, y^0, y^1)$ and there exists $v(z, y^0, y^1) \in \text{sgn}(\varphi(z, y^0, y^1))\chi_\varphi$ such that the solution $Y$ of

\begin{equation}
\begin{aligned}
& Y'' - \Delta Y + g(z)Y = |\varphi(z, y^0, y^1)|_{L^1(\mathbb{Q})}v(z, y^0, y^1)\chi_\varphi \quad \text{in} \quad Q
\quad Y = 0 \quad \text{on} \quad \Sigma
\quad Y(0) = 0 \quad \text{in} \quad \Omega,
\end{aligned}
\end{equation}

satisfies $|Y(T) - y^1 + u(T)|_p \leq \alpha$. We then deduce that $y = u + Y$ is solution of

\begin{equation}
\begin{aligned}
& y' - \Delta y + g(z)y = -f(0) + |\varphi(z, y^0, y^1)|_{L^1(\mathbb{Q})}v(z, y^0, y^1)\chi_\varphi \quad \text{in} \quad Q
\quad y = 0 \quad \text{on} \quad \Sigma
\quad y(0) = y^0 \quad \text{in} \quad \Omega,
\quad |y(T) - y^1|_p \leq \alpha.
\end{aligned}
\end{equation}

For $v \in \text{sgn}(\varphi(z, y^0, y^1))\chi_\varphi$, we denote by $y(v)$ the solution of

\begin{equation}
\begin{aligned}
& y' - \Delta y + g(z)y = -f(0) + |\varphi(z, y^0, y^1)|_{L^1(\mathbb{Q})}v\chi_\varphi \quad \text{in} \quad Q
\quad y = 0 \quad \text{on} \quad \Sigma
\quad y(0) = y^0 \quad \text{in} \quad \Omega.
\end{aligned}
\end{equation}

and we consider the following mapping with set values : $\Lambda : L^p(Q) \to \mathcal{P}(L^p(Q))$ with

\[ \Lambda(z) = \{ y(v), \quad v \in \text{sgn}(\varphi(z, y^0, y^1))\chi_\varphi \quad \text{and} \quad |y(T) - y^1|_p \leq \alpha. \} . \]

From (3.10), $\Lambda(z)$ is always a nonempty subset of $L^p(Q)$ and we have the

**Proposition 3.2**

If $f$ is $C^1$ and satisfies (1.1), then

(i) There exists a compact subset $X$ of $L^p(Q)$, such that for every $z \in L^p(Q)$, $\Lambda(z) \subset X$,

(ii) For all $z \in L^p(Q)$, $\Lambda(z)$ is a nonempty convex compact subset of $L^p(Q)$,

(iii) $\Lambda$ is upper hemicontinuous on $L^p(Q)$.
Proof of Proposition 3.2

(i) : Since \( g \in L^\infty(Q) \) and from Propositions 2.1 and 2.2 (i), the solutions of (2.8) with initial data \( \varphi^0(x,y^0,y^1) \) are bounded in \( L^p(Q) \). From (3.3), one can easily deduce that

\[
\{ |\varphi(z,y^0,y^1)|_{L^1(Q)} v, v \in sgn(\varphi(z,y^0,y^1)), z \in L^p(Q) \}
\]
is bounded in \( L^\infty(Q) \) hence there exists a bounded set \( X \) in \( L^p(Q) \) such that for every \( z \in L^p(Q) \), \( \Lambda(z) \subset X \). Let us now prove that we can choose \( X \) being compact. For this, it is sufficient to prove that the set \( \mathcal{Y} = \{ y(v), v \in sgn(\varphi(z,y^0,y^1)), z \in L^p(Q) \} \) is relatively compact in \( L^p(Q) \).

If \( y = y(v) \in \mathcal{Y} \), there exist \( z \in L^p(Q) \) and \( v \in sgn(\varphi(z,y^0,y^1)) \chi_\delta \) such that we can write \( y = u_1 + u_2 + Y(v) \) where \( u_1 \) and \( u_2 \) and \( Y = Y(v) \) are defined by the following equations:

\[
\begin{align*}
& \begin{cases}
  u'_1 - \Delta u_1 = -f(0) \quad \text{in} \quad Q \\
  u_1 = 0 \quad \text{on} \quad \Sigma \\
  u_1(0) = y^0 \quad \text{in} \quad \Omega
\end{cases} \\
& \begin{cases}
  u'_2 - \Delta u_2 + g(z)(u_1 + u_2) = 0 \quad \text{in} \quad Q \\
  u_2 = 0 \quad \text{on} \quad \Sigma \\
  u_2(0) = 0 \quad \text{in} \quad \Omega
\end{cases}
\end{align*}
\]

(3.12) (3.13)

\[
\begin{align*}
& \begin{cases}
  Y' - \Delta Y + g(z)Y = |\varphi(z,y^0,y^1)|_{L^1(Q)} v \chi_\omega \quad \text{in} \quad Q \\
  Y = 0 \quad \text{on} \quad \Sigma \\
  Y = 0 \quad \text{in} \quad \Omega.
\end{cases}
\end{align*}
\]

(3.14)

The function \( u_1 \) is fixed in \( L^p(Q) \). When \( z \) takes its values in \( L^p(Q) \), \( g(z)u_1 \) describes a bounded set of \( L^p(Q) \). It follows from (2.7) that \( u_2 \) is in a bounded set of \( X^p(0,T) \). As \( X^p(0,T) \) is compactly imbedded in \( L^p(Q) \), the function \( u_2 \) describes a compact set \( K_1 \) of \( L^p(Q) \).

As the functions \( \varphi(z,y^0,y^1) \) are bounded in \( L^p(Q) \), the functions \( |\varphi(z,y^0,y^1)|_{L^1(Q)} v \) are bounded in \( L^\infty(Q) \) thus (using again (2.7)) \( Y(v) \) describes a bounded set of \( X^p(0,T) \) hence a compact set \( K_2 \) of \( L^p(Q) \). This proves that \( \mathcal{Y} \subset u_1 + K_1 + K_2 \) is relatively compact in \( L^p(Q) \). It suffices to choose for \( X \) the closure of \( \mathcal{Y} \) in \( L^p(Q) \) to obtain (i).

(ii) : We have already seen that for all \( z \in L^p(Q) \), \( \Lambda(z) \) is a nonempty subset of \( L^p(Q) \). Since the sets \( sgn(\varphi(z,y^0,y^1)) \) and \( B(y^1,\alpha) \) are convex, it is easy to prove that \( \Lambda(z) \) is convex so we are just going to prove that it is compact. As we already have \( \Lambda(z) \subset X \) with \( X \) compact, we just have to prove that it is closed. Let \( (y_n)_n \) be a sequence of elements of \( \Lambda(z) \) which converges in \( L^p(Q) \) to an element \( y \in X \). Let us prove that \( y \in \Lambda(z) \). There exist functions \( v_n \in sgn(\varphi(z,y^0,y^1)) \) such that

\[
\begin{align*}
& \begin{cases}
  y'_n - \Delta y_n + g(z)y_n = |\varphi(z,y^0,y^1)|_{L^1(Q)} v_n \chi_\omega \quad \text{in} \quad Q \\
  y_n = 0 \quad \text{on} \quad \Sigma \\
  y_n(0) = y^0 \quad \text{in} \quad \Omega \\
  |y_n(T) - y^1|_p \leq \alpha.
\end{cases}
\end{align*}
\]

(3.15)
Since $|v_n|_\infty \leq 1$, the functions $v_n$ converge for the weak* topology (and after extraction of a subsequence) to an element $v \in L^\infty_{\ast}(Q)$. Furthermore, as $v_n$ are in the same set $sgn(\varphi(z,y^0,y^1))$, we have $|v|_\infty \leq 1$ and $v = sgn_0(\varphi(z,y^0,y^1))$ on $\{\varphi(z,y^0,y^1) \neq 0\} \cap Q$. This proves that $v \in sgn(\varphi(z,y^0,y^1))$. Now, using (2.3) and passing to the limit in (3.15), we obtain

$$
\begin{cases}
y' - \Delta y + g(z)y = |\varphi(z,y^0,y^1)|_{L^1(Q)}v\chi_\omega & \text{in } Q \\
y = 0 & \text{on } \Sigma \\
y(0) = y^0 & \text{in } \Omega.
\end{cases}
$$

(3.16)

Due to the smoothing effects, $y_n(T)$ converges in $L^p(\Omega)$ to $y(T)$ and therefore $|y(T) - y^1|_p \leq \alpha$. This proves that $y \in \Lambda(z)$ and ends the proof of (ii).

(iii) : We first recall that $\Lambda$ is hemicontinuous at $z_0 \in L^p(Q)$ if

$$
\forall k \in L^{p'}(Q), \quad z \to \sigma(\Lambda(z), k) = \sup_{y \in \Lambda(z)} \int_Q k(x,t)y(x,t)dxdt
$$

(3.17)

is upper semicontinuous at $z_0$.

We then have to show that

$$
\forall z_0 \in L^p(Q), \quad \limsup_{z_n \to z_0} \sigma(\Lambda(z_n), k) \leq \sigma(\Lambda(z_0), k).
$$

(3.18)

We denote by $\langle u, v \rangle$ the integral $\int_Q u(x,t)v(x,t)dxdt$. From (ii), $\Lambda(z)$ is compact thus for every $n \in \mathbb{N}$, there exist $y_n \in \Lambda(z_n)$ such that

$$
\sigma(\Lambda(z_n), k) = \langle y_n, k \rangle.
$$

From (i), $(y_n)_n \subset X$ which is compact in $L^p(Q)$ and hence there exists $y \in L^p(Q)$ such that (after extraction of a subsequence) $y_n \to y$ in $L^p(Q)$. Let us prove that $y \in \Lambda(z_0)$.

We denote by $\varphi_n = \varphi(z_n,y^0,y^1)$. There exist $v_n \in sgn(\varphi_n)$ such that $y_n$ satisfies

$$
\begin{cases}
y_n' - \Delta y_n + g(z_n)y_n = |\varphi_n|_{L^1(Q)}v_n\chi_\omega & \text{in } Q \\
y_n = 0 & \text{on } \Sigma \\
y_n(0) = y^0 & \text{in } \Omega \\
|y_n(T) - y^1|_p \leq \alpha.
\end{cases}
$$

(3.19)

We will need the following

Lemma 3.1

We have

$$
\varphi^0(z_n,y^0,y^1) \to \varphi^0(z_0,y^0,y^1) \text{ strongly in } L^{p'}(\Omega) \text{ when } z_n \to z_0 \text{ strongly in } L^p(Q)
$$

(3.20)
Proof of Lemma 3.1

We denote by \( u_n \) (resp. \( u \)) the solution of (3.7) with the potential \( g(z_n) \) (resp. \( g(z_0) \)). The functions \( g(z_n) \) are bounded in \( L^\infty(Q) \) hence they converge for the weak-* topology (and after extraction of a subsequence) to an element \( Z \in L^\infty(Q) \). But, since \( g \) is continuous and \( z_n \to z_0 \) almost everywhere, we have \( Z = g(z_0) \). We deduce that (after extraction of a subsequence) \( u_n \) weakly converges to \( u \) in \( L^p(Q) \). Due to the smoothing effects of the heat equation \( u_n(T) \to u(T) \) strongly in \( L^p(\Omega) \), hence (3.20) is proved if we apply Proposition 3.2 (ii). □

End of the proof of Proposition 3.2

From Lemma 3.1 and (2.7), \( \varphi_n \) converges strongly in \( L^p'(Q) \) to \( \varphi(z_0, a, y^1) \) hence

\[
|\varphi_n|_{L^1(q)} \to |\varphi(z_0; y^0, y^1)|_{L^1(q)}
\]

and \( \varphi_n \to \varphi(z_0; y^0, y^1) \) almost everywhere in \( Q \). One can easily prove that \( v_n \in \text{sgn}(\varphi_n) \) implies that the functions \( v_n \) converge (after extraction of a subsequence) for the weak-* topology of \( L^\infty(q) \) and almost everywhere to a function \( v \in \text{sgn}(\varphi(z_0; y^0, y^1)) \). We then deduce that \( y \) is the solution of

\[
\begin{aligned}
&y' - \Delta y + g(z_0)y = |\varphi(z_0; y^0, y^1)|_{L^1(q)}v\chi_\omega \quad \text{in} \quad Q \\
y = 0 \quad \text{on} \quad \Sigma \\
y(0) = y^0 \quad \text{in} \quad \Omega
\end{aligned}
\]

(3.21)

Moreover, due to the smoothing effects of the heat equation, we keep the condition \( y(T) \in B(y^1, \alpha) \) thus \( y \in \Lambda(z_0) \).

Now, we have \( \langle k, y_n \rangle \to \langle k, y \rangle \) with \( y \in \Lambda(z_0) \), which proves that \( \Lambda \) is upper semicontinuous in \( z_0 \) and ends the proof of Proposition 3.2. □

We now prove the

Proposition 3.3

If \( f \) is \( C^1 \) and satisfies (1.1), there exist \( y \in L^p(Q) \) such that \( y \in \Lambda(y) \). Furthermore, \( y \) is solution of (1.2).

Proof of Proposition 3.3

The restriction of the mapping \( \Lambda \) to the convex hull \( \text{conv}(X) \) of \( X \) (which is compact in \( L^p(Q) \)) satisfies the hypotheses of Kakutani’s Theorem. We deduce that \( \Lambda \) has a fixed point \( y \). We then have the existence of \( \varphi^0 \in L^p'(\Omega) \) and \( v \in \text{sgn}(\varphi)\chi_\omega \) such that

\[
\begin{aligned}
&-\varphi' - \Delta \varphi + g(y)\varphi = 0 \quad \text{in} \quad Q \\
&\varphi = 0 \quad \text{on} \quad \Sigma \\
&\varphi(T) = \varphi^0 \quad \text{in} \quad \Omega, \\
y' - \Delta y + f(y) = |\varphi|_{L^1(q)}v\chi_\omega \quad \text{in} \quad Q \\
y = 0 \quad \text{on} \quad \Sigma \\
y(0) = y^0 \quad \text{in} \quad \Omega, \\
|y(T) - y^1|_p \leq \alpha,
\end{aligned}
\]

(3.22)

which proves that \( y \) is solution to the controllability problem stated in Theorem 1.1. □
Remark 3.2

If we suppose that \( f \) is globally Lipschitz and that \( f'(s_0) \) exists for some \( s_0 \in \mathbb{R} \), all what we have done before is valid for the following new function \( g_{s_0} \) instead of \( g : g_{s_0}(s) = \frac{f(s) - f(s_0)}{s - s_0} \) if \( s \neq s_0 \) and \( g_{s_0}(s_0) = f'(s_0) \). □

In order to complete the proof of Theorem 1.1, we have to get the general case of a globally Lipschitz function \( f \). This is gathered in the following

Proposition 3.4

Let \( f \) be a globally Lipschitz function. There exist \( A > 0 \) and a sequence \( (f_n)_n \) in \( C^1(\mathbb{R}) \) such that

\[
\forall n \in \mathbb{N}, \quad \forall s \in \mathbb{R}, \quad \left| \frac{f_n(s) - f_n(0)}{s} \right| \leq A,
\]

\[
\lim_{n \to +\infty} f_n = f \quad \text{in} \quad C_c(\mathbb{R}).
\]

For each \( n \in \mathbb{N} \), if we denote by \( \varphi_n, v_n \in \text{sgn}(\varphi_n) \) and \( y_n \) the solutions of (3.22) associated to \( f_n \), there exists \( G \in L^\infty(Q) \) such that \( \varphi_n \) converges strongly in \( L^p(\Omega) \) to the minimum \( \varphi^0 \) of \( J(\cdot; G, y^1 - u(T)) \) and \( (\varphi_n, y_n) \) converges strongly in \( L^p(Q) \times L^p(Q) \) to the solution of

\[
\begin{align*}
-\varphi' - \Delta \varphi + G\varphi &= 0 \quad \text{in} \quad Q \\
\varphi &= 0 \quad \text{on} \quad \Sigma \\
\varphi(T) &= \varphi^0 \quad \text{in} \quad \Omega, \\
y' - \Delta y + f(y) &= |\varphi|_{L^1(\Omega)} v \chi_{\omega} \quad \text{in} \quad Q \\
y &= 0 \quad \text{on} \quad \Sigma \\
y(0) &= y^0 \quad \text{in} \quad \Omega, \\
|y(T) - y^1|_p &\leq \alpha,
\end{align*}
\]

where \( v \in \text{sgn}(\varphi) \chi_\Omega \). Furthermore, \( G(x, t) = g(y(x, t)) \) on the set \( [y(x, t) \neq 0] \).

Proof of Proposition 3.4

For a regularizing sequence \( \rho_n \) (\( \rho_n \in C^\infty(\mathbb{R}) \), \( \rho_n \geq 0 \), supp(\( \rho_n \)) \subseteq [-1/n, 1/n] \) and \( \int_{-1/n}^{1/n} \rho_n(s) ds = 1 \), we take \( f_n(s) = \rho_n * f(s) = \int_{-1/n}^{1/n} f(s - \tau) \rho_n(\tau) d\tau \). It is well-known that \( f_n \in C^1(\mathbb{R}) \) and that \( f_n \to f \) uniformly in compact intervals. On the other hand, we have (denoting \( g_n(s) = \frac{f(s) - f(0)}{s} \))

\[
g_n(s) = \int_{-1/n}^{1/n} \frac{f(s - \tau) - f(-\tau)}{s} \rho_n(\tau) d\tau.
\]

There exist \( \beta > 0, k > 0 \) such that

\[
\forall (s_1, s_2) \in [-\beta, \beta], \quad |f(s_1) - f(s_2)| \leq k|s_1 - s_2|,
\]
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\begin{align*}
|s| \leq \frac{\theta}{2} & \quad \Rightarrow \quad |g_n(s)| \leq k.
\end{align*}

Now, for \( |s| \geq \frac{\theta}{2} \), using (1.1), we get
\begin{equation*}
|g_n(s)| \leq \frac{2}{\beta} (a \beta + 2a + 2b)
\end{equation*}
which proves (3.23).

In order to prove (3.24), we write again \( y_n = u_n + Y_n \) where
\begin{equation}
\begin{cases}
    u_n' - \Delta u_n + g_n(y_n)u_n = -f_n(0) & \text{in } Q \\
    u_n = 0 & \text{on } \Sigma \\
    u_n(0) = y^0 & \text{in } \Omega,
\end{cases}
\end{equation}
and
\begin{equation}
\begin{cases}
    Y_n' - \Delta Y_n + g_n(Y_n + u_n)Y_n = |\varphi_n|_{L^1(\Sigma)} u_n \chi_\omega & \text{in } Q \\
    Y_n = 0 & \text{on } \Sigma \\
    Y_n(0) = 0 & \text{in } \Omega.
\end{cases}
\end{equation}

Since the norms \( |g_n|_\infty \) are uniformly bounded, there exists \( G \in L^\infty(Q) \) such that \( g_n(y_n) \rightharpoonup G \) in \( L^\infty(Q) \) weak-*. As \( f_n(0) \rightharpoonup f(0) \), if \( u_0 \) denotes the solution of
\begin{equation}
\begin{cases}
    u_0' - \Delta u_0 = 0 & \text{in } Q \\
    u_0 = 0 & \text{on } \Sigma \\
    u_0(0) = y^0 & \text{in } \Omega,
\end{cases}
\end{equation}
one can easily see (using (2.7)) that (after extraction of a subsequence) \( u_n - u_0 \) converges in \( X^p(0, T) \) to the solution \( U \) of
\begin{equation}
\begin{cases}
    U' - \Delta U + GU = -Gu_0 - f(0) & \text{in } Q \\
    U = 0 & \text{on } \Sigma \\
    U(0) = 0 & \text{in } \Omega,
\end{cases}
\end{equation}
hence \( u_n \) strongly converges in \( L^p(Q) \) to the solution \( u \) of
\begin{equation}
\begin{cases}
    u' - \Delta u + Gu = -f(0) & \text{in } Q \\
    u = 0 & \text{on } \Sigma \\
    u(0) = y^0 & \text{in } \Omega.
\end{cases}
\end{equation}

Due to the smoothing effects of the heat equation, \( u_n(T) \) converges strongly in \( L^p(\Omega) \) to \( u(T) \). From this, (3.23) and Proposition 2.2, we deduce that the functions \( \varphi_n^0 \) strongly converge in \( L^p(\Omega) \) to
the minimum $\varphi^0 \in L^p(\Omega)$ of the functional $J(\cdot;G,y^1-u(T))$ and $\varphi_n$ strongly converges in $L^p(Q)$ to the solution $\varphi$ of

$$
\begin{aligned}
&-\varphi' - \Delta \varphi + G\varphi = 0 \quad \text{in} \quad Q \\
&\varphi = 0 \quad \text{on} \quad \Sigma \\
&\varphi(T) = \varphi^0 \quad \text{in} \quad \Omega.
\end{aligned}
$$

(3.30)

This proves that there exists $v \in \text{sgn}(\varphi)\chi_\omega$ such that the functions $|\varphi_n|_{L^1(\Sigma)} v \chi_\omega$ converges in $L^p(Q)$ to $|\varphi|_{L^1(\Sigma)} v \chi_\omega$. From (2.7), $Y_n$ weakly converges in $X^p(0,T)$ to the solution $Y$ of

$$
\begin{aligned}
&Y' - \Delta Y + GY = |\varphi|_{L^1(\Sigma)} v \chi_\omega \quad \text{in} \quad Q \\
&Y = 0 \quad \text{on} \quad \Sigma \\
&Y(0) = 0 \quad \text{in} \quad \Omega.
\end{aligned}
$$

(3.31)

We saw that $u_n$ and $Y_n$ converge strongly in $L^p(Q)$ hence $v_n = u_n + Y_n$ also converges strongly in $L^p(Q)$. This proves (using Tonelli’s Theorem, (3.23) and Lebesgue’s Theorem) that $f_n(y_n) \to f(y)$ almost everywhere and in $L^p(Q)$. Having this strong convergence, one can easily prove that $g_n(y_n) \to g(y)$ almost everywhere on the set $[y(x,t) \neq 0]$ hence $G = g(y)$ on this set.

We can pass to the limit directly in the equation satisfied by $Y_n$ and we obtain that there exist $G \in L^\infty(Q), G = g(y)$ on $[y(x,t) \neq 0]$ such that $(y, \varphi)$ is solution of

$$
\begin{aligned}
&-\varphi' - \Delta \varphi + G\varphi = 0 \quad \text{in} \quad Q \\
&\varphi = 0 \quad \text{on} \quad \Sigma \\
&\varphi(T) = \varphi^0 \quad \text{in} \quad \Omega,
\end{aligned}
$$

(3.32)

$$
\begin{aligned}
&y' - \Delta y + f(y) = |\varphi|_{L^1(\Sigma)} v \chi_\omega \quad \text{in} \quad Q \\
y = 0 \quad \text{on} \quad \Sigma \\
y(0) = y^0 \quad \text{in} \quad \Omega, \\
|y(T) - y^1|_p \leq \alpha,
\end{aligned}
$$

and Proposition 3.3 is proved. $\Box$

**Remark 3.3**

One can prove that if $f'(s_0)$ exists for some $s_0 \in \mathbb{R}$, then if we take the function $g_{s_0}$ defined in Remark 3.2, we have $G = g_{s_0}(y)$. $\Box$

**Remark 3.4**

In order to prove Theorem 1.1, one can use a method which avoids the use of the subdifferential and multi-valued mappings. Indeed, if we consider for $r > 1$

$$
J_r(\varphi^0; a, y^1) = \frac{1}{2} \left( \int_{\eta} |\varphi(x,t)|^r \, dx \right)^2 + \alpha |\varphi^0|^r_{L^r} - \int_{\Omega} y^1 \varphi^0 \, dx,
$$
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the functional \( J_r \) is strictly convex continuous and coercive hence it possesses a unique minimum \( \varphi^0 \). Furthermore, \( J_r \) is differentiable at \( \varphi^0 \neq 0 \). We then obtain a control in the linear problems of the form

\[
h(x, t) = \left( \int_q |\varphi_r(x, t)|^r \, dx \, dt \right) r |\varphi_r(x, t)|^{r-2} \varphi_r(x, t) \in L^{\frac{q}{r-q}}(Q).
\]

We can then pass to the limit when \( r \to 1 \) to obtain (3.2) or else we can apply a fixed point argument (which will be here the Schauder's Theorem) with fixed \( r \) and then pass to the limit in the nonlinear problems when \( r \to 1 \) to obtain (3.22). \( \diamond \)

**Remark 3.5**

The method used here is flexible and can be adapted to other situations: it suffices essentially to have a unique continuation property as (1.3) to obtain the coercivity of the functional \( J \). For example, Theorem 1.1 is valid for parabolic equations with variable coefficients if the continuation property is fulfilled. \( \diamond \)

### 4 Internal controllability for the semilinear heat equation: Cases \( L^1(\Omega) \) and \( C_0(\Omega) \)

#### 4.1 The \( L^1(\Omega) \)-case

The results obtained in sections 2 and 3.1 concerning approximated controllability in \( L^p(\Omega) \), \( 1 < p < \infty \), of the linear heat equation with a potential can be adapted without major changes to the \( L^1(\Omega) \)-case.

We consider the solution \( \varphi \) of (2.8) with final data \( \varphi^0 \in L^\infty(\Omega) \). Then \( \varphi \in L^\infty(Q) \) and \( \varphi \in C([0, T]; L^p(\Omega)) \) for every \( 1 \leq p < \infty \). Given \( y^1 \in L^1(\Omega) \) and \( \alpha > 0 \) we define

\[
J(\varphi^0; a, y^1) = \frac{1}{2} \left( \int_q |\varphi| \, dx \, dt \right)^2 + \alpha |\varphi^0|_{L^\infty} - \int_\Omega \mid y^1 \varphi^0 \mid \, dx.
\]

As a consequence of the unique-continuation property (2.8) we deduce that \( J \) is strictly convex. The analogous of Propositions 2.1 and 2.2 for \( p = 1 \) and \( p' = \infty \) may be proved making use of course of the weak-* topology in \( L^\infty(\Omega) \). However, in part (ii) of Proposition 2.2 we can only prove the convergence of \( \varphi^0_n \) to \( \varphi^0 \) in the weak-* topology of \( L^\infty(\Omega) \). We obtain then:

**Proposition 4.1**

If \( |y^1|_{L^1} > \alpha \), denoting by \( \varphi \) the solution of (2.8) with \( \varphi(T) = \varphi^0 \) where \( \varphi^0 \) is the minimum in \( L^\infty(\Omega) \) of \( J(\varphi; a, y^1) \), there exists \( v \in \text{sgn}(\varphi) \chi_\Omega \) such that the solution \( y \) of

\[
\begin{cases}
\chi - \Delta y + ay = |\varphi| L^1(\Omega) \chi_\Omega & \text{in } Q \\
y = 0 & \text{on } \Gamma \\
y(0) = 0 & \text{in } \Omega
\end{cases}
\]

satisfies \( |y(T) - y^1|_{L^1} \leq \alpha \).
Proof of Proposition 4.1

Notice that the $L^\infty(\Omega)$-norm is not differentiable but, as $\varphi^0$ is the minimum of $J(\cdot; a, y^1)$, there exists $v \in |\varphi|_{L^1(\Omega)} \text{sgn}(\varphi)\chi_\varphi$ such that, for every $\theta^0 \in L^\infty(\Omega)$

(4.3) \[ |\varphi|_{L^1(\Omega)} \int_\Omega v \theta_0 dx + \alpha \left[ |\varphi^0 + \theta^0|_{\infty} - |\varphi^0|_{\infty} \right] - \int_\Omega y^1 \theta^0 dx \geq 0 \]

where $\theta$ is the solution of (2.8) with $\theta(T) = \theta^0$.

Multiplying (4.2) by $\theta$ we obtain

\[ \int_\Omega y(T) \theta^0 dx = |\varphi|_{L^1(\delta)} \int_\gamma v \theta dx dt \]

so that

(4.4) \[ \forall \theta^0 \in L^\infty(\Omega), \quad \int_\Omega (y^1 - y(T)) \theta^0 dx \leq \alpha |\theta^0|_{\infty}. \]

As we know that $y(T) - y^1 \in L^1(\Omega)$, this proves that

\[ |y^1 - y(T)|_1 \leq \alpha. \quad \square \]

Concerning the nonlinear case, we follow the same procedure as in section 3.2. The main difference lies in the compactness property, due to the fact that the initial data for $y$ belongs to $L^1(\Omega)$ (analogous of (2.3) and (2.7) are no longer valid). Nevertheless we can prove the following result:

Lemma 4.1

Let $a = a(x, t)$ be an element of a bounded set in $L^\infty(Q)$ and $h$ be bounded in $L^\infty(0, T; L^1(\Omega))$. Then, if $y^0 \in L^1(\Omega)$ the solution $y$ of

(4.5) \[ \begin{cases} y - \Delta y + ay = h & \text{in } Q \\ y = 0 & \text{on } \Sigma \\ y(0) = y^0 & \text{in } \Omega \end{cases} \]

stays in a compact set of $C([0, T]; L^1(\Omega))$, uniformly in $a$ and $h$.

Proof of Lemma 4.2

It is standard to show that $y$ is uniformly bounded in $L^\infty(0, T; L^1(\Omega))$. Thus, it is sufficient to consider the case where $a \equiv 0$ and $y^0 \equiv 0$. By using the smoothing effect of the heat equation it is easy to see that $y$ is uniformly bounded in $L^\infty(\delta, T; L^p(\Omega))$ for some $p > 1$ and for every $\delta > 0$. The results of section 2 show that $y$ remains in a compact set of $C([\delta, T]; L^1(\Omega))$ for every $\delta > 0$. Since $y$ is continuous at $t = 0$ with values in $L^1(\Omega)$, uniformly on $h$, we deduce that $y$ remains in a compact set of $C([0, T]; L^1(\Omega))$. \quad \square

Lemma 4.2 enables us to proceed as in section 3.2 and to prove Theorem 1.1 for the case $p = 1$.

Remark 4.1

In this case we can also use the method described in Remark 3.4 that avoids the use of the subdifferential and multivalued mappings. \quad \square
4.2 The $C_0(\Omega)$-case

We begin with the linear case for which, again, the method developed in sections 2 and 3.1 can be easily adapted.

Let us introduce the dual space of $C_0(\Omega)$, $M(\Omega)$, which is the space of bounded measures on $\Omega$. The norm in $M(\Omega)$ will be denoted by $| \cdot |$ and it is defined as follows

$$|\mu| = \sup_{\varphi \in C_0(\Omega)} |\langle \mu, \varphi \rangle|/||\varphi||_{\infty}$$

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $M(\Omega)$ and $C_0(\Omega)$.

For every $\varphi^0 \in M(\Omega)$, (2.8) has a unique solution $\varphi \in L^\infty(0, T; L^1(\Omega)) \cap C([0, T); L^1(\Omega))$ that takes the final data $\varphi^0$ in the following weak sense:

$$\forall \theta \in C_0(\Omega), \quad \int_{\Omega} \varphi(x, t)\theta(x)dx \to \langle \varphi^0, \theta \rangle, \quad as \quad t \to T.$$

For $y^1 \in C_0(\Omega)$ and $\alpha > 0$ fixed we define

$$(4.6) \quad J(\varphi^0; a, y^1) = \frac{1}{2} \left( \int_{\Omega} |\varphi|dxdt \right)^2 + \alpha |\varphi^0| - \langle \varphi^0, y^1 \rangle.$$

In view of the unique-continuation property, $J$ is strictly convex. We can prove its coercivity without changes using the fact that the unit ball of $M(\Omega)$ is relatively compact with respect to the weak-* topology of $M(\Omega)$. Thus $J$ achieves its minimum on $M(\Omega)$ at a unique $\varphi^0 \in M(\Omega)$ and we obtain the analogous of Proposition 4.1.

**Proposition 4.2**

If $|y^1|_{\infty} > \alpha$ and $\tilde{\varphi}$ is the solution of (2.8) with $\tilde{\varphi}(T) = \varphi^0$, there exists $v \in \text{sgn}(\tilde{\varphi})\chi_\omega$ such that the solution $y$ of

$$\begin{cases}
y' - \Delta y + ay = |\tilde{\varphi}|_{L^1(\Omega)}v\chi_\omega & \text{in} \quad \Theta \\
y = 0 & \text{on} \quad \Sigma \\
y(0) = 0 & \text{in} \quad \Omega
\end{cases}$$

(4.7)

satisfies $|y(T) - y^1|_{\infty} \leq \alpha$.

For the nonlinear case, the proof of the uniform coercivity of $J$ with respect to $a$ in a bounded set of $L^\infty(Q)$ and $y^1$ in a compact set of $C_0(\Omega)$ being excepted, the application of the fixed point argument is straightforward.

Thus, let us conclude the proof of Theorem 1.1 giving a sketch of the proof of the uniform coercivity of $J$. Arguing, as usual, by contradiction, the key point consists in proving that if

$$a_n \to a \quad \text{in} \quad L^\infty(Q) \quad \text{weak*}$$

$$\varphi^0_n \to \varphi^0 \quad \text{in} \quad M(\Omega) \quad \text{weak*}$$
then, \( \varphi_n \) (solution of (2.8) corresponding to the potential \( a_n \) and the final data \( \varphi_0^n \)) converges to \( \varphi \) (solution of (2.8) with the potential \( a \) and final data \( \varphi_0 \)) in \( L^\infty(0,T;\mathcal{M}(\Omega)) \) weak*. The smoothing effect of the heat equation allows us to prove easily that \( \varphi_n \) converges to \( \varphi \) strongly in \( C([0,T-\delta];L^1(\Omega)) \) for every \( \delta > 0 \). This allows us to pass to the limit in the equation. On the other hand, this implies that \( \varphi \in L^\infty(0,T;L^1(\Omega)) \cap C([0,T];L^1(\Omega)) \) even if, a priori, \( \varphi_n \) only converges to \( \varphi \) in \( L^\infty(0,T;\mathcal{M}(\Omega)) \) weak*.

Let us finally show that \( \varphi \) takes the data \( \varphi^0 \) at time \( t = T \). We have

\[
\forall \theta \in C^2(\overline{\Omega}) \cap C_0(\Omega) : \int_{\Omega} \varphi_n(t) \theta dx - \langle \varphi_0^n, \theta \rangle - \int_0^T \int_{\Omega} \varphi_n \Delta \theta dx dt + \int_0^T \int_{\Omega} a_n \varphi_n \theta dx dt = 0
\]

so that, when \( n \to \infty \), we obtain

\[
| \int_{\Omega} \varphi(t) \theta dx - \langle \varphi^0, \theta \rangle | \leq c(T - t), \quad \forall \theta \in C^2(\overline{\Omega}) \cap C_0(\Omega)
\]

where \( c \) is a constant that only depends on the uniform \( L^\infty(0,T;L^1(\Omega)) \)-bound of \( \varphi_n \) and the \( L^\infty(Q) \)-bound of \( a_n \). As \( \varphi \in L^\infty(0,T;L^1(\Omega)) \), this implies that

\[
\int_{\Omega} \varphi(t) \theta dx \to \int \langle \varphi^0, \theta \rangle \quad \text{as} \quad t \to T^- \quad \forall \theta \in C_0(\Omega).
\]

5 Boundary approximate controllability

Before proving Theorem 1.2, we begin by a subsection where we prove regularity results concerning the non-homogeneous linear heat equation. For example, it is not obvious that the solution of (1.8) exists but moreover satisfies \( y(T) \in L^p(\Omega) \). Furthermore, if we take a boundary term in \( L^2(\Sigma) \) in (1.8) (with \( f = 0 \) !) and \( y^0 \in L^2(\Omega) \) then we don’t have \( y(T) \in L^2(\Omega) \) and we refer to [9], p. 217 for a counter example.

In order to chose \( L(\varphi^0,a) = \frac{\partial \varphi}{\partial t}(\sigma,t)\chi_{\Sigma_0} \), we will then have to prove regularity results for the linear homogeneous heat equation with a potential. This is done in a second subsection where we also prove that, with this choice of \( L \), hypotheses \((H_1),(H_2),(H_3),(H_4)\) are fulfilled.

We then end with the approximate boundary controllability problem of (1.8) : we first study the case of the linear equation with a potential and then we will apply again Kakutani’s Theorem to treat the nonlinear case.

In all this section \( 1 < p < \infty \).

5. 1 Regularity for the nonhomogeneous heat equation

We denote by \( H^{\frac{1}{2}}(Q) \) the set \( L^2(0,T;H^\frac{1}{2}(\Omega)) \cap H^\frac{1}{2}(0,T;L^2(\Omega)) \). We first recall that J. L. Lions and E. Magenes proved in [10], vol. 2, p. 86 that for \( g \in L^2(\Sigma) \), there exists a unique solution \( Y \in H^{\frac{1}{2}}(Q) \) of
\[ \begin{align*}
Y' - \Delta Y &= 0 \quad \text{in } Q \\
Y &= g \quad \text{on } \Sigma \\
Y(0) &= 0 \quad \text{in } \Omega.
\end{align*} \]

Such a solution does not satisfy \( y(T) \in L^2(\Omega) \) hence one can not hope to obtain a result of approximate controllability in \( L^2(\Omega) \) with controls in \( L^2(\Sigma) \).

This explains why we need the following

**Proposition 5.1**

If \( g \in L^\infty(\Sigma) \) and \( y^0 \in L^p(\Omega) \), there exists a unique solution \( y \in L^p(Q) \) of

\[ \begin{align*}
y' - \Delta y + ay &= 0 \quad \text{in } Q \\
y &= g \quad \text{on } \Sigma \\
y(0) &= y^0 \quad \text{in } \Omega.
\end{align*} \]

Furthermore,

(i) If \( p = 2, y \in H^{\frac{3}{2}, \frac{1}{2}}(Q) \) and there exists a constant \( c > 0 \) such that

\[ ||y||_{H^{\frac{3}{2}, \frac{1}{2}}(Q)} \leq c(||g||_{L^\infty(\Sigma)} + |y^0|_2). \]

(ii) \( \forall t > 0, y(t) \in L^p(\Omega) \) and there exists a constant \( d > 0 \) such that

\[ \forall t > 0, \quad |y(t)|_p \leq d(||g||_{L^\infty(\Sigma)} + |y^0|_p). \]

**Proof of Proposition 5.1**

We write \( y = Y + Z \) where \( Y \) is solution of (5.1) and

\[ \begin{align*}
Z' - \Delta Z + aZ &= -aY \quad \text{in } Q \\
Z &= 0 \quad \text{on } \Sigma \\
Z(0) &= y^0 \quad \text{in } \Omega.
\end{align*} \]

From J. L. Lions and E. Magenes' result just mentioned above, we have \( Y \in H^{\frac{3}{2}, \frac{1}{2}}(Q) \). Hence \( aY \in L^2(Q) \) which proves that \( Z \in L^2(0,T; H^1_0(\Omega) \cap H^1(0,T; L^2(\Omega))) \). One, now, can easily deduce (i).

Let us now prove (ii) for \( p = 2 \). We already have \( Z(t) \in L^2(\Omega) \) with

\[ |Z(t)|_2 \leq c_1(|y^0|_2 + |Y|_{L^2(Q)}). \]
Let us prove that $Y(t) \in L^\infty(\Omega)$. By the maximum principle, we have $Y \in L^\infty(Q)$ and $\|Y\|_{L^\infty(Q)} \leq \|g\|_{L^\infty(\Sigma)}$. On the other hand, it is well-known that $Y \in C([0, T]; H^{-1}(\Omega))$. Now, we take regular functions $g_n \in L^\infty(\Sigma)$ converging to $g$ in $L^\infty(\Sigma)$ weak-$. If $Y_n$ is the solution of (5.1) associated to $g_n$, one can easily prove that for every $t > 0$, $Y_n(t)$ is bounded in $H^{-1}(\Omega) \cap L^\infty(\Omega)$. This proves that for every $t > 0$, $Y(t) \in H^{-1}(\Omega) \cap L^\infty(\Omega)$. As $y = Y + Z$, (ii) is proved. Let us now prove (ii) for $p \neq 2$. The solution $y$ of (5.2) can be written as $y = Y + Z$ where $Y$ satisfies (5.2) with $g = 0$ and $Z$ satisfies (5.2) with $Z(0) = 0$. We know that $Y \in C([0, T]; L^p(\Omega))$ and

$$\|Y\|_{L^\infty(0,T;L^p(\Omega))} \leq c|y_0|_p.$$  

On the other hand, from (i) and (ii) above we have

$$\|Z\|_{L^\infty(\Omega)} \leq \|g\|_{L^\infty(\Sigma)}$$

and $Z \in C([0, T]; H^{-1}(\Omega))$. This implies $Z(t) \in L^p(\Omega)$ for every $t$ in $[0, T]$ and concludes the proof of Proposition 4.1. $\Box$

We have given a sense to the non homogeneous linear heat equation.

5. 2 Regularity results for the homogeneous equation and choice of $L$

In order to have controls in $L^\infty(\Sigma)$ we will need regularity results concerning the solutions of (2.8). We begin with some results on the $L^2$-setting.

Lemma 5.1

If $\phi^0 \in L^2(\Omega)$, then the solution $\phi$ of (1.6) satisfies $(T - t)^{\frac{1}{2}} \frac{\partial \phi}{\partial t} \in L^2(\Sigma)$ and there exists $C > 0$ such that

$$||(T - t)^{\frac{1}{2}} \frac{\partial \phi}{\partial t}||_{L^2(\Sigma)} \leq C|\phi^0|_2.$$  

Proof of lemma 5.1

We use a multiplier method. Let $\rho$ be in $(W^{1,\infty}(\Omega))^N$ with $\rho = \nu$ on $\partial \Omega$. If we multiply the equation satisfied by $\phi$ by $(T - t)^{\frac{1}{2}} \rho . \nabla \phi$ and we integrate over $Q$, we obtain

$$- \frac{1}{2} \int_\Sigma (T - t)^{\frac{1}{2}} \frac{\partial \phi}{\partial t} (\sigma, t)^2 d\sigma dt = \frac{1}{2} \sum_{i,k} \int_Q (T - t)^{\frac{1}{2}} \frac{\partial \phi}{\partial x_i} (x, t) \frac{\partial p_k}{\partial x_i} (x, t) \frac{\partial \phi}{\partial x_k} (x, t) dx dt$$

$$- \frac{1}{2} \int_Q (T - t)^{\frac{1}{2}} |\nabla \phi(x, t)|^2 \text{div}(\rho(x)) dx dt - \int_Q (T - t)^{\frac{1}{2}} \phi'(x, t) \rho(x). \nabla \phi(x, t) dx dt.$$  

On the other hand, if we multiply the equation by $(T - t)\phi'$, we get

$$- \int_Q (T - t)\phi'^2(x, t) dx dt - \frac{T}{2} \int_\Omega |\nabla \phi(x, 0)|^2 dx + \frac{1}{2} \int_Q |\nabla \phi(x, t)|^2 dx dt = 0,$$

hence there exists $C > 0$ such that

$$\int_Q (T - t)\phi'^2(x, t) dx dt \leq \frac{1}{2} \int_Q |\nabla \phi(x, t)|^2 dx dt \leq C|\phi^0|_2.$$  

Using this upper bound in (5.8), we obtain Lemma 5.1. $\Box$
Remain 5.1
Lemma 4.1 proves that $\frac{\partial \phi}{\partial v} \in L^1(\Sigma)$.

We deduce from Lemma 5.1 the following

Proposition 5.2
Let $0 < s < \frac{1}{3}$. If $\phi^0 \in H^{-s}(\Omega)$, the solution $\phi$ of (1.6) with $\phi(T) = \phi^0$ satisfies $\frac{\partial \phi}{\partial v} \in L^1(\Sigma)$. Furthermore the mapping

$$
\phi^0 \in H^{-s}(\Omega) \rightarrow \frac{\partial \phi}{\partial v} \in L^1(\Sigma)
$$

is linear continuous.

Proof of Proposition 5.2
Let us first consider $\phi^0 \in H^{-1}(\Omega)$ and denote by $\phi$ the solution of (1.6) with $\phi(T) = \phi^0$. Then, using that $\phi \in L^2(Q)$, one can easily prove that $(T-t)\phi \in L^2(0,T;H^2(\Omega))$ and that there exists a constant $D > 0$ such that

$$
(5.9) \quad \forall \phi^0 \in H^{-1}(\Omega), \quad \|(T-t)\frac{\partial \phi}{\partial v}\|_{L^1(\Sigma)} \leq D \|\phi^0\|_{H^{-1}(\Omega)}.
$$

Consider the mapping $L$ defined by $L(\phi^0) = \frac{\partial \phi}{\partial v}$. We have proved in Lemma 5.1 and just above that $L \in \mathcal{L}(L^2(\Omega;dx),L^2(\Sigma;\sqrt{1-t}dt\sigma))$ and $L \in \mathcal{L}(H^{-1}(\Omega),L^2(\Sigma;(T-t)^2dt\sigma))$. By interpolation, we deduce that

$$
\forall s \in [0,1], \quad L \in \mathcal{L}([L^2(\Omega),H^{-1}(\Omega)],\delta,[L^2(\Sigma;\sqrt{1-t}dt\sigma),L^2(\Sigma;(T-t)^2dt\sigma)],s).
$$

For $0 < s < \frac{1}{2}$, we have (see [10], vol. 1) $H^{-s}(\Omega) = [L^2(\Omega),H^{-1}(\Omega)]_s$ and one can prove that $[L^2(\Sigma;\sqrt{1-t}dt\sigma),L^2(\Sigma;(T-t)^2dt\sigma)]_s = L^2(\Sigma;(T-t)^{\frac{1+s}{2}}dt\sigma)$. Now, for $0 < s < \frac{1}{3}$, $L^2(\Sigma;(T-t)^{\frac{1+s}{2}}dt\sigma) \subset L^1(\Sigma)$. This proves Proposition 5.2. 

Now, for the homogeneous heat equation with a potential, we have

Proposition 5.3
The linear operator $B$:

$$
(5.10) \quad B : \phi^0 \in L^2(\Omega) \rightarrow \frac{\partial \phi}{\partial v} \in L^1(\Sigma),
$$

where $\phi$ is the solution of (2.8) with $\phi(T) = \phi^0$, is continuous and compact. Furthermore

$$
\|B\|_{\mathcal{L}(L^2(\Omega),L^1(\Sigma))} = O(1 + |a|_\infty^2 \exp(C|a|_\infty)).
$$
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Proof of Proposition 5.3
We write $\varphi = \psi + \phi$ where $\phi$ is solution of (1.6) with $\phi(T) = \varphi^0$ and $\psi$ is solution of

$$
\begin{cases}
- \psi' - \Delta \psi + a \psi = a \phi & \text{in } Q \\
\psi = 0 & \text{on } \Sigma \\
\psi(T) = 0 & \text{in } \Omega.
\end{cases}
$$

(5.11)

It is well-known (see [8]) that $\psi \in L^2(0, T; H^2(\Omega)) \cap H^1(0, T; L^2(\Omega))$ hence the mapping

$$
\varphi^0 \in L^2(\Omega) \rightarrow \frac{\partial \psi}{\partial \nu} \in L^1(\Sigma)
$$

is compact. From Proposition 5.2, the operator

$$
\varphi^0 \in L^2(\Omega) \rightarrow \frac{\partial \phi}{\partial \nu} \in L^1(\Sigma),
$$

is continuous and compact. As the estimate on the norm of $B$ can be easily deduced from (2.7) and [8], this ends the proof of Proposition 5.2. □

Having Proposition 5.3, we choose $q = \Sigma_0$ and

$$
L(\varphi^0, a) = \frac{\partial \varphi}{\partial \nu}(\sigma, t) \chi_{\Sigma_0},
$$

where $\varphi^0 \in L^2(\Omega), a \in L^\infty(Q)$ and $\varphi$ is the solution of (2.8) with $\varphi(T) = \varphi^0$.

Let us prove that $L$ satisfies $(H_1), (H_2), (H_3)$ and $(H_4)$.

$(H_1)$ : it is a consequence of Proposition 5.3.

$(H_2)$ : the following uniqueness property is a consequence of the results proved by Mizohata [15] and Saut and Scheurer [19] :

$$
\begin{cases}
- \varphi' - \Delta \varphi + a \varphi = 0 & \text{in } Q \\
\frac{\partial \varphi}{\partial \nu} = 0 & \text{on } \Sigma_0 \\
\varphi = 0 & \text{on } \Sigma \\
\varphi \in L^2(Q)
\end{cases}

\Rightarrow \varphi = 0 \quad \text{in } \Omega \times (0, T)
$$

which is exactly $(H_2)$.

Assertions $(H_3)$ and $(H_4)$ are simple corollaries of Proposition 4.3.

Using Proposition 2.1, 2.2 and 2.3 and the notations of Section 2, we obtain the approximate controllability of the linear heat equation perturbed with a potential :

Proposition 5.4

If $|y'|_2 > \alpha$, denoting by $\check{\varphi}$ the solution of (2.8) with $\check{\varphi}(T) = \varphi^0$, there exists $v \in \text{sgn} \left( \frac{\partial \check{\varphi}}{\partial \nu} \right) \chi_{\Sigma_0}$ such that the solution $y$ of

$$
\begin{cases}
y' - \Delta y + a(x, t)y = 0 \\
y = \left( \frac{\partial \check{\varphi}}{\partial \nu} \right) L^1(\Sigma_0) v \chi_{\Sigma_0} & \text{on } \Sigma \\
y(0) = 0 & \text{in } \Omega,
\end{cases}
$$

is

$$
y' = \nabla \check{\varphi} L^1(\Sigma_0) v \chi_{\Sigma_0} \quad \text{on } \Sigma
$$

$\varphi^0 \in L^2(\Omega) \rightarrow \frac{\partial \psi}{\partial \nu} \in L^1(\Sigma)$

$\varphi^0 \in L^2(\Omega) \rightarrow \frac{\partial \phi}{\partial \nu} \in L^1(\Sigma)$,
satisfies \( y(T) = y^1 - \alpha \frac{\partial \varphi^0}{\partial \nu} \) hence \( |y(T) - y^1|_2 = \alpha \).

We will not give the proof which follows the ideas of Proposition 3.1.

Let us now give the \( L^p \)-version of these results.

Proposition 5.5

Let be \( 1 < p < \infty \) and \( a = a(x,t) \in L^\infty(Q) \). Then,

(i) There exists \( \beta = \beta(p,n) > 0 \) such that for every \( \varphi^0 \in L^p(\Omega) \) the solution \( \varphi = \varphi(x,t) \) of (2.8) satisfies \( (T-t)^\beta \frac{\partial \varphi}{\partial \nu} \in L^1(\Sigma) \).

(ii) The linear operator

\[
B: \varphi^0 \in L^p(\Omega) \rightarrow (T-t)^\beta \frac{\partial \varphi}{\partial \nu} \in L^1(\Sigma)
\]

is continuous and compact.

Proof of Proposition 5.5

(i) We decompose \( \varphi \) as in the proof of Prop. 5.3. We have \( L^p(\Omega) \subset D((-\Delta)^{-k}) \) for some \( k \in \mathbb{N} \) (depending on \( p \) and the dimension \( n \)) with compact embedding. Since \( \varphi^0 \in D((-\Delta)^{-k}) \) there exists some \( \beta > 0 \) such that \( (T-t)^\beta \phi \in L^2(0,T;H^2(\Omega)) \) and therefore \( (T-t)^\beta \frac{\partial \varphi}{\partial \nu} \in L^1(\Sigma) \).

Let us now consider the solution \( \psi \) of (5.11). Clearly

\[-\psi' - \Delta \psi = -a \varphi \in L^p(Q)\]

and therefore

\[
\psi \in L^p(0,T;W^{2,p}(\Omega)) \cap W^{1,p}(0,T;L^p(\Omega)).
\]

This implies that \( \frac{\partial \psi}{\partial \nu} \in L^1(\Sigma) \).

We have proved, in particular, that \( (T-t)^\beta \frac{\partial \varphi}{\partial \nu} \in L^1(\Sigma) \). The continuity of the map \( B \) is obvious from the proof. Its compactness is a consequence of the compactness of the embedding \( L^p(\Omega) \subset D((-\Delta)^{-k}) \) and (5.12). \( \Box \)

Proposition 5.5 allows us to apply the results of section 2 to deduce the approximate controllability in \( L^p(\Omega) \) with "quasi bang-bang" controls. In this case we choose

\[
L(\varphi^0,a) = (T-t)^\beta \frac{\partial \varphi}{\partial \nu}(x,t) \chi_{\Sigma_0}
\]

where \( \beta \) is the exponent that corresponds to \( p' \) in Proposition 5.5. Minimizing the corresponding functional \( J \) in \( L^p(\Omega) \) and denoting \( \phi^0 \in L^p(\Omega) \) the minimizer we obtain the following result:

Proposition 5.6

Let us take \( 1 < p < \infty \), \( \alpha > 0 \) and \( y^1 \in L^p(\Omega) \) with \( |y^1|_p > \alpha \). Let \( \hat{\varphi} \) be the solution of (2.8) with \( \hat{\varphi}(T) = \hat{\varphi}^0 \). Then, there exists \( v \in sgn \left( \frac{\partial \hat{\varphi}}{\partial \nu} \right) \chi_{\Sigma_0} \) such that the solution \( y \) of

\[
y'(T-t)^\beta \frac{\partial \hat{\varphi}}{\partial \nu}|_{L^1(\Sigma_0)} \left( sgn \frac{\partial \hat{\varphi}}{\partial \nu} \right) \chi_{\Sigma_0} \quad \text{on} \quad \Sigma
\]

\[
y(0) = 0
\]

\[
y'(x,t) + a(x,t)y = 0 \quad \text{in} \quad Q
\]

\[
y = |(T-t)^\beta \frac{\partial \hat{\varphi}}{\partial \nu}|_{L^1(\Sigma_0)} \left( sgn \frac{\partial \hat{\varphi}}{\partial \nu} \right) \chi_{\Sigma_0} \quad \text{on} \quad \Sigma
\]

\[
y(0) = 0
\]
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satisfies \( y(T) = y^1 - \alpha \frac{\|D\varphi^0\|^2}{\|D\varphi^0\|_{L^2}} \) and hence \( |y(T) - y^1| = \alpha \).

If \( y^1 \in L^1(\Omega) \) and \( \alpha > 0 \) with \( |y^1|_1 > \alpha \), there exists a solution \( \varphi \) of (2.8) with final data \( \varphi^0 \in L^\infty(\Omega) \) such that the solution \( y \) of (5.13) with \( \beta = 0 \) satisfies

\[
|y(T) - y^1|_1 \leq \alpha.
\]

We have given the proof of Proposition 5.6 when \( 1 < p < \infty \). The \( L^1(\Omega) \)-case can be proved in a similar way taking into account the developments in section 4.1. This time we have to minimize

\[
J(\varphi^0) = \frac{1}{2} \left( \int_{\Sigma_0} |\partial_\nu \varphi| d\Sigma \right)^2 + \alpha \|\varphi^0\|_\infty - \int_{\Omega} y^1 \varphi^0 dx
\]

over \( L^\infty(\Omega) \). Note that we do not get \( |y^1 - y(T)|_1 = \alpha \).

5.3 The nonlinear case: end of the proof of Theorem 1.2

We give a brief sketch of it in the case \( p = 2 \). When \( 1 \leq p < \infty \) the proof is very similar.

For \( z \in L^2(Q) \), let \( u \) be the solution of (3.7). Since \( g \) is in \( L^\infty(\mathbb{R}) \) and due to the smoothing effects of the heat equation, the set \( \{y^1 - u(T), \quad \text{when} \quad z \in L^2(Q)\} \) is a compact subset of \( L^2(\Omega) \).

From Proposition 5.4, the functional

\[
L^2(\Omega) \to \mathbb{R}
\]

\[\varphi^0 \to J(\varphi^0; g(z), y^1 - u(T))\]

possesses a unique minimum \( \varphi^0(z, y^0, y^1) \) and there exists

\[v(z, y^0, y^1) \in \text{sgn} \left( \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right) \chi_{\Sigma_0} \]

such that the solution \( Y \) of

\[
\begin{aligned}
Y' - \Delta Y + g(z)Y &= 0 \quad \text{in} \quad Q \\
Y &= \left| \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right|_{L^1(\Sigma_0)} v(z, y^0, y^1) \chi_{\Sigma_0} \quad \text{on} \quad \Sigma \\
Y(0) &= 0 \quad \text{in} \quad \Omega,
\end{aligned}
\]

satisfies \( |Y(T) - y^1 + u(T)|_2 \leq \alpha \). We then deduce that \( y = u + Y \) is solution of

\[
\begin{aligned}
y' - \Delta y + g(z)y &= -f(0) \quad \text{in} \quad Q \\
y &= \left| \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right|_{L^1(\Sigma_0)} v(z, y^0, y^1) \chi_{\Sigma_0} \quad \text{on} \quad \Sigma \\
y(0) &= y^0 \quad \text{in} \quad \Omega, \\
|y(T) - y^1|_2 &\leq \alpha.
\end{aligned}
\]
For \( v \in \text{sgn} \left( \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right) \chi_{\Sigma_0} \), we denote by \( y(v) \) the solution of

\[
\begin{cases}
y' - \Delta y + g(z)y = -f(0) & \text{in } Q \\
y = \left| \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right|_{L^1(\Sigma_0)} v \chi_{\Sigma_0} & \text{on } \Sigma \\
y(0) = y^0 & \text{in } \Omega.
\end{cases}
\]

(5.17)

and we consider the following set-valued mapping: \( \Lambda : L^2(Q) \to \mathcal{P}(L^2(Q)) \) with

\[
\Lambda(z) = \left\{ y(v), \quad v \in \text{sgn} \left( \frac{\partial \varphi(z, y^0, y^1)}{\partial \nu} \right) \chi_{\Sigma_0} \quad \text{and} \quad |y(T) - y^1|_2 \leq \alpha. \right\}.
\]

From (5.16), \( \Lambda(z) \) is always a nonempty subset of \( L^2(Q) \) and one can prove (following the proof of Proposition 3.2) the

**Proposition 5.7**

If \( f \) is \( C^1 \) and satisfies (1.1), then

(i) There exists a compact subset \( X \) of \( L^2(Q) \), such that for every \( z \in L^2(Q) \), \( \Lambda(z) \subset X \).

(ii) For all \( z \in L^2(Q) \), \( \Lambda(z) \) is a nonempty convex compact subset of \( L^2(Q) \).

(iii) \( \Lambda \) is upper hemicontinuous on \( L^2(Q) \).

The restriction of the mapping \( \Lambda \) to the convex hull \( \text{conv}(X) \) of \( X \) (which is compact in \( L^2(Q) \)) satisfies the hypotheses of Kakutani's Theorem. We deduce that \( \Lambda \) has a fixed-point \( y \). We then have the existence of \( \varphi^0 \in L^2(\Omega) \) and \( v \in \text{sgn} \left( \frac{\partial \varphi}{\partial \nu} \right) \chi_{\Sigma_0} \) such that

\[
\begin{cases}
-\varphi' - \Delta \varphi + g(y)\varphi = 0 & \text{in } Q \\
\varphi = 0 & \text{on } \Sigma \\
\varphi(T) = \varphi^0 & \text{in } \Omega, \\
y' - \Delta y + f(y) = 0 & \text{in } Q \\
y = \left| \frac{\partial \varphi}{\partial \nu} \right|_{L^1(\Sigma_0)} v \chi_{\Sigma_0} & \text{on } \Sigma \\
y(0) = y^0 & \text{in } \Omega, \\
|y(T) - y^1|_2 \leq \alpha,
\end{cases}
\]

(5.18)

which proves that \( y \) is solution the controllability problem stated in Theorem 1.2 in the case of a \( C^1 \) function \( f \). If \( f \) is just locally Lipschitz and satisfies (1.1) then we obtain (as in Proposition 3.4) the existence of functions \( G \in L^\infty(Q) \), \( \varphi^0 \in L^2(\Omega) \) and \( v \in \text{sgn} \left( \frac{\partial \varphi}{\partial \nu} \right) \chi_{\Sigma_0} \) such that

\[
\begin{cases}
-\varphi' - \Delta \varphi + G\varphi = 0 & \text{in } Q \\
\varphi = 0 & \text{on } \Sigma \\
\varphi(T) = \varphi^0 & \text{in } \Omega, \\
y' - \Delta y + f(y) = 0 & \text{in } Q \\
y = \left| \frac{\partial \varphi}{\partial \nu} \right|_{L^1(\Sigma_0)} v \chi_{\Sigma_0} & \text{on } \Sigma \\
y(0) = y^0 & \text{in } \Omega, \\
|y(T) - y^1|_2 \leq \alpha,
\end{cases}
\]

(5.19)
with $G(x,t) = g(y(x,t))$ on the set $[y(x,t) \neq 0]$. This completes the proof of Theorem 1.2. □

**Remark 5.2**

The arguments of Remark 1.1 allow us to prove that the zero set of $\frac{\partial \phi}{\partial n}$ over $\Sigma_0$ has empty interior on $\Sigma_0$. Whether it has zero boundary-measure seems to be an open problem.

□
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