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Abstract. Some open questions related to convergence of Ritz values and vectors in the Lanczos process are formed and studied. This leads to the feeling that the concept of stabilization of weights in the inner products corresponding to the sequence of related orthogonal polynomials could play an important role in the understanding the behavior of Lanczos process. Stabilization of weights is examined. In the case of exact Lanczos algorithm a simple and almost complete answer to the question is received, while in the finite precision case our attempt to prove the stabilization of weights failed and the question remains open.

1. Introduction. The Lanczos algorithm applied to a given $N$ by $N$ real symmetric matrix $A$ with the initial vector $r^0$ will be considered. It is given e.g. by the recurrence

\[ q^1 = r^0 / \| r^0 \|, \beta_1 = 0 \]
\[ \alpha_k = (Aq^k - \beta_k q^{k-1}, q^k) \]
\[ w^k = Aq^k - \alpha_k q^k - \beta_k q^{k-1} \]
\[ \beta_{k+1} = \| w_k \| \]
\[ q^{k+1} = w^k / \beta_{k+1}, \quad k = 1, 2, \ldots \]

or in the matrix form

\[ AQ_k = Q_k T_k + \beta_{k+1} q^{k+1}(e^k)^T \]

where $Q_k$ is the $N$ by $k$ matrix with orthonormal columns $q^1, q^2, \ldots, q^k$, $e^k = (0, 0, \ldots, 1)^T$, $T_k$ is symmetric tridiagonal matrix

\[ T_k = \begin{pmatrix}
\alpha_1 & \beta_2 & & \\
\beta_2 & \alpha_2 & \ddots & \\
& \ddots & \ddots & \beta_k \\
& & \beta_k & \alpha_k
\end{pmatrix}, \quad T_k = Q_k^T AQ_k. \]
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Let $A = U\Lambda U^T$ and $T_k = S_k \Theta_k S_k^T$ be the eigendecompositions of $A$ and $T$, $\Lambda = \text{diag}(\lambda_i)$, $\Theta_k = \text{diag}(\theta_j^{(k)})$, $U$ and $S_k$ are matrices with the normalized eigenvectors of $A$ and $T_k$ as columns. The eigenvalues $\theta_j^{(k)}$ of $T_k$ (Ritz values) and the vectors $z_j^{(k)} = Q_k s_j^{(k)}$ are then considered as approximations to the eigenvalues and eigenvectors of the matrix $A$. Consistently to the notation introduced above we denote the matrix with columns $z_j^{(k)}$ as $Z_k$. There are many results describing the convergence of Ritz pairs produced by (1.1) to the original eigenpairs, for the comprehensive overview we refer to [Parlett–80] and [Cullum–85].

In practical computation the orthogonality among Lanczos vectors $q^k$ is lost due to rounding errors and (1.2) must be replaced by the perturbed recurrence

\begin{equation}
A Q_k = Q_k T_k + \beta_{k+1} q^{k+1} (e^k)^T + F_k,
\end{equation}

where $Q_k, T_k$ refer to the really computed values and $F_k$ is the $N \times k$ matrix with columns $f_j^{(k)}, \theta_j^{(k)}, s_j^{(k)}$ are the exact eigenpairs of $T_k$. Fundamental work in the analysis of (1.3) was done by Paige. He proved that $\|F_k\| \leq k^{1/2} \|A\| \varepsilon_1$, where $\varepsilon_1$ is a small multiple of the machine roundoff unit $\varepsilon$ [Paige–76]. Then

\begin{equation}
\|Az_j^{(k)} - \theta_j^{(k)} z_j^{(k)}\| = \|q^{k+1} \beta_{k+1} (e^k, s_j^{(k)}) + F_k s_j^{(k)}\| \leq \delta_{kj} + k^{1/2} \|A\| \varepsilon_1
\end{equation}

where $\delta_{kj} = \beta_{k+1} |(e^k, s_j^{(k)})| = \beta_{k+1} s_{kj}^{(k)}$, $s_{kj}^{(k)}$ is the bottom element of the $j$-th eigenvector of the matrix $T_k$. For $\|z_j^{(k)}\| \sim 1$ this gives a bound for the convergence of $\theta_j^{(k)}$ because

\begin{equation}
\min_i |\lambda_i - \theta_j^{(k)}| \leq \frac{\|Az_j^{(k)} - \theta_j^{(k)} z_j^{(k)}\|}{\|z_j^{(k)}\|} \leq \frac{1}{\|z_j^{(k)}\|} (\delta_{kj} + k^{1/2} \|A\| \varepsilon_1).
\end{equation}

Paige analyzed the case $\|z_j^{(k)}\| \ll o(1)$ and proved in fact the next theorem (cf. [Paige–80], p. 249).

**Theorem 1.1 (Paige).** For any Ritz value $\theta_j^{(k)}$ determined at the $k$-th step of the Lanczos process (1.3)

\begin{equation}
\min_i |\lambda_i - \theta_j^{(k)}| \leq \max\{2.5(\delta_{kj} + k^{1/2} \|A\| \varepsilon_1), (k + 1)^2 \|A\| \varepsilon_2\},
\end{equation}

\begin{equation}
|z_j^{(k)}| \leq k \|A\| \varepsilon_2 \equiv \varepsilon_3.
\end{equation}

Thus, $\delta_{kj} \ll o(1)$ implies convergence of $\theta_j^{(k)}$ to some eigenvalue $\lambda_i$ regardless the value $\|z_j^{(k)}\|$ is small or not ($\varepsilon_2$ is a small multiple of the machine precision unit $\varepsilon$, see [Paige–80]).
Moreover, if the orthogonality among $q^{k+1}$ and $z_j^{(k)}$ is lost, then $\theta_j^{(k)}$ is convergent to some eigenvalue $\lambda_i$. The reverse statement cannot be simply stated from (1.6) and (1.7). First, it is not necessarily true that $|\lambda_i - \theta_j^{(k)}| \ll o(1)$ implies $\delta_{kj} \ll o(1)$. Second, even if $\delta_{kj}$ is small then it can still be $|\varepsilon_{jj}^{(k)}| \ll \delta_{kj}$ and $(z_j^{(k)}, q^{k+1})$ can be small. We will return to this point later.

We have not mentioned yet any assumption concerning the multiplicity of the matrix $A$ eigenvalues. In exact arithmetic this question has no real impact to the analysis, because the initial vector $q^1$ projected to the invariant subspace corresponding to some eigenvalue $\lambda_i$ determine a unique eigenvector from the subspace participating in the process. Exact Lanczos applied to $A$ with a given $q^1$ can thus give no information about the multiplicity of eigenvalues. In the finite precision Lanczos run the multiplicity can be effectively tested [Paige–72, Cullum–85]. Although we touch this point in next sections, there is not our aim to discuss it in detail here. Therefore from now on the eigenvalues of $A$ are supposed to be simple and ordered such that

$$\lambda_1 < \lambda_2 < \cdots < \lambda_N.$$  

Similarly, Ritz values are supposed to be ordered in a similar way,

$$\theta_1^{(k)} \leq \theta_2^{(k)} \leq \cdots \leq \theta_k^{(k)}.$$  

We assume moreover that the projection of initial vector $q^1$ to any eigenvector of the matrix $A$ is nonzero, i.e. $(q^1, u_i) \neq 0$, $i = 1, 2, \ldots, N$.

Both the exact and finite precision Lanczos processes generate a sequence of real symmetric tridiagonal matrices with positive subdiagonals (Jacobi matrices). In the exact arithmetic the process is terminated by $\beta_{N+1} = 0$. In the finite precision arithmetic one can hardly meet vanishing $\beta_{k+1}$; usually the process can be run for an unlimited number of steps with $\beta_{k+1} \gg 0$. Using the notation introduced above we briefly recall some properties of Jacobi matrices.

a) The eigenvalues of $T_k$ must be distinct, i.e. in previous notation $\theta_1^{(k)} < \theta_2^{(k)} < \cdots < \theta_k^{(k)}$.

b) If $k < t$, then for any Jacobi matrix $T_t$ with $T_k$ as its leading principal submatrix there is an eigenvalue $\theta_r^{(t)}$ in any open interval $(\theta_j^{(k)}, \theta_{j+1}^{(k)}), (-\infty, \theta_1^{(k)}), (\theta_k^{(k)}, +\infty)$.

c) Let $\psi_k(\theta) = \det(\theta I - T_k)$ be the characteristic polynomial of $T_k$, $\psi_{2,k}$ be the characteristic polynomial of $T_{2,k}$ (submatrix of $T_k$ obtained by cutting off the first
row and column). Then

\begin{align}
(1.8) 
 s_{kj}^{(k)} \psi_k(\theta_j^{(k)}) &= \prod_{r=2}^{k} \beta_k \\
(1.9) 
 (s_{kj}^{(k)})^2 \psi_k'(\theta_j^{(k)}) &= \psi_{2,k}(\theta_j^{(k)}), \quad \psi_k'(\theta_j^{(k)}) = \prod_{r \neq j} (\theta_j^{(k)} - \theta_r^{(k)}) \\
(1.10) 
 (s_{kj}^{(k)})^2 \psi_k'(\theta_j^{(k)}) &= \psi_{k-1}(\theta_j^{(k)}) \\
(1.11) 
 (\theta_j^{(k)} - \theta_r^{(k-1)})(s_{kj}^{(k)})^T \left( s_{0r}^{(k-1)} \right) &= \beta_k s_{k-1,r}^{(k-1)} s_{kj}^{(k)}
\end{align}

where $s_{kj}^{(k)}$ is the top element of the $j$-th normalized eigenvector of the matrix $T_k$. Proof for a), c) can be found in [Parlett–80], b) is well known property of orthogonal polynomials and in the language of Jacobi matrices it is presented e.g. in [van der Sluis–87]. From (1.8) we see that $s_{ij}^{(k)} \neq 0, s_{kj}^{(k)} \neq 0$.

Let now $T_N$ is a Jacobi matrix with $\theta_j^{(N)} = \lambda_j, j = 1, 2, \ldots N$. Then from (1.2) we can easily derive that $T_N$ is the Lanczos matrix produced in the step $N$ of the Lanczos algorithm applied to the matrix $A = U\Lambda U^T, \Lambda = \text{diag}(\lambda_i), U$ is arbitrary orthonormal matrix with the initial vector $q^1$ defined as

\begin{align}
(1.12) 
 q^1 = U(s_{11}^{(N)}, s_{12}^{(N)}, \ldots, s_{1N}^{(N)})^T = Us^0, \quad s^0 = (s_{11}^{(N)}, \ldots, s_{1N}^{(N)})^T.
\end{align}

Moreover, the Lanczos run (exact or finite precision) applied to $A, q^1$ generates in the steps 1 thru $n$ a sequence of Jacobi matrices $T_1, T_2, \ldots, T_n$ which are equivalent to the matrices produced by the (exact) Lanczos algorithm applied to $T_n, e^1$. This suggests that theoretical properties of Jacobi matrices provide essential tool for the analysis of the Lanczos algorithm and its behavior in finite precision arithmetic (cf. the basic result in [Greenbaum–1989]).

The correspondence between Jacobi matrices and orthonormal polynomials (which is well known since the time of classical development) can be formulated in the following way. Let $\lambda_1 < \lambda_2 < \cdots < \lambda_N$ be $N$ distinct real points, and $m_1, m_2, \ldots, m_N$ be $N$ positive values,

\[ \sum_{i=1}^{N} m_i = 1. \]

The innerproduct of polynomials $\varphi, \psi$ with respect to the discrete points $\lambda_1, \ldots, \lambda_N$ and corresponding weights $m_1, \ldots, m_N$ is defined by the formula

\begin{align}
(1.13) 
 (\varphi, \psi) = \sum_{i=1}^{N} m_i \varphi(\lambda_i) \psi(\lambda_i).
\end{align}

For a given $\lambda_i, m_i, i = 1, \ldots, N$, (1.13) defines the unique set of orthonormal polynomials $1, \varphi_1, \ldots, \varphi_N$, where $\varphi_k(\lambda)$ is of degree $k$ with a positive coefficient corresponding to $\lambda^k$. It
is not difficult to see that $\varphi_1, \ldots, \varphi_N$ are the normalized Lanczos polynomials $\psi_1, \ldots, \psi_N$, generated by the Lanczos algorithm applied to the matrix $A = U \Lambda U^T$, $\Lambda = \text{diag}(\lambda_i)$, $U$ is arbitrary orthonormal matrix, with the initial vector $q^1$ given by

\begin{equation}
q^1 = U(m_1^{1/2}, m_2^{1/2}, \ldots, m_N^{1/2})^T.
\end{equation}

Comparing (1.12) and (1.14) gives

\begin{equation}
m_i = (s_i^N)^2 = (u_i, q^1)^2
\end{equation}

Lanczos polynomials $\psi_k(\lambda)$ can be expressed as

\begin{equation}
\psi_k(\lambda) = \prod_{j=2}^{k+1} \beta_j \varphi_k(\lambda), \quad j = 1, 2, \ldots, N - 1,
\end{equation}

\begin{equation}
\psi_N(\lambda) = \prod_{j=2}^{N} \beta_j \varphi_N(\lambda).
\end{equation}

Moreover, each $\psi_k$, $k = 1, 2, \ldots, N$, is determined uniquely by the minimizing property

\begin{equation}
\|\psi_k\| = \min\{|\psi|, \psi \text{ is monic polynomial of degree at most } k \},
\end{equation}

where $\| \| \text{ is a norm induced by the inner product (1.13).}$ From (1.16) immediately follows

\begin{equation}
q^{k+1} = \psi_k(A)q^1 / \prod_{j=2}^{k+1} \beta_j
\end{equation}

\begin{equation}
e^{k+1} = \psi_j(T_N)e^1 / \prod_{j=2}^{k+1} \beta_j, \quad k = 1, 2, \ldots N - 1.
\end{equation}

For proofs see [Parlett-1980]. Classical orthogonal polynomials are related to the results reviewed here via the Gauss quadrature rule [Golub-1969]. For a simple description of the relation to the continued fractions see [Gragg-1984], also [Strakoš-1991b].

Thus, the Lanczos run (exact or finite precision) applied to $A$, $q^1$ generates in steps 1 thru $n$ a sequence of monic polynomials

$1, \psi_1, \ldots, \psi_n,$

\textit{exactly} orthogonal with respect to the innerproduct

\begin{equation}
(\varphi, \psi) = \sum_{j=1}^{n} m_j^{n} \varphi(\theta_j^{(n)}) \psi(\theta_j^{(n)}),
\end{equation}
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where \( \theta_1^{(n)} < \theta_2^{(n)} < \cdots < \theta_n^{(n)} \) are the roots of \( \psi_n \) (eigenvalues of \( T_n \)) and the weights \( m_j^{(n)} \) are given by

\[
m_j^{(n)} = (s_{1j}^{(n)})^2, \quad j = 1, 2, \ldots, n.
\]

(1.20)

Each \( \psi_k, k = 1, 2, \ldots, n \) is determined uniquely by the minimizing property (1.18), where \( \| \| \) is induced by the innerproduct (1.19). In the next step \( \{ \theta_j^{(n)}, m_j^{(n)} \}_{j=1}^n \) is replaced by \( \{ \theta_j^{(n+1)}, m_j^{(n+1)} \}_{j=1}^{n+1} \) in such a way, that

\[
1, \psi_1, \ldots, \psi_n
\]

which were exactly orthogonal with respect to the innerproduct defined by \( n \)-points \( \theta_j^{(n)} \) with weights \( m_j^{(n)}, j = 1, 2, \ldots, n \), are now exactly orthogonal with respect to the \( n + 1 \) dimensional innerproduct defined by \( n + 1 \) points \( \theta_j^{(n+1)} \) with weights \( m_j^{(n+1)}, j = 1, 2, \ldots, n + 1 \), and \( \psi_{n+1}(\theta_j^{(n+1)}) = 0 \). The real Lanczos run evaluates in this manner a sequence of monic polynomials orthogonal in this special way with respect to a sequence of innerproducts. The innerproducts are changing with increasing dimension \( n \) while preserving the orthogonality among the previously determined polynomials. One can expect that the innerproducts tend to approach in some sense the original innerproduct (1.13), (1.15). This raises a question about the convergence of Ritz values and the stabilization of weights (1.20).

This paper is organized as follows. Next section specify the problems which motivated the work. Section 3 collects some basic theoretical results. Most of them are known but they are rather dispersed in the literature, some of them are thought to be new. Because many answers remain incomplete, we present some preliminary results too. Hopefully they can be used in the further work. Section 4 describes our numerical experiments. In sections 5-8 theoretical results are applied to the questions formulated in Section 2.

2. Questions. In this section we try to explain the motivation of our work on this paper.

Question 1. Approximation bounds based on Ritz values at several consecutive steps.

The value of \( \delta_{kj} \) plays a key role in the approximation bounds (1.4), (1.6) developed by Paige. Can the value \( \delta_{kj} \) be bounded using only information about Ritz values in several consecutive steps? In Section 5 we show that in many interesting cases the answer is positive. If, e.g., Ritz values \( \theta_j^{(k)}, \theta_t^{(k+1)} \) at steps \( k, k+1 \) are close to one another and both of them are well separated from the other Ritz values at that steps, then the quantities \( \delta_{kj}, \delta_{k+1,t} \) are small. From the relation

\[
\delta_{kj} \geq \min_r |\theta_j^{(k)} - \theta_t^{(t)}|, \quad t > k, 1 \leq r \leq t,
\]

(2.1)
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(cf. [Paige–80, Wilkinson–65]) this implies that there must be Ritz value \( \theta_j^{(l)} \) close to \( \theta_j^{(k)} \) in any subsequent step and from Theorem 1.1 these Ritz values are close to some eigenvalue \( \lambda_i \) of \( A \). Moreover, we develop bounds for \( \delta_{kj} \) (based on Ritz values in two or three consecutive steps) which can be applied to the outer eigenvalues in a cluster, such as might be generated by a finite precision computation. They lead to a practical test for convergence which does not require computation of eigenvector elements of the tridiagonal matrix. Unfortunately the formulas very rarely give approximation bounds of order less than \( \epsilon^{1/2} \) and they do not establish small value of \( \delta_{kj} \) for interior Ritz values in the cluster.

**Question 2. Clustered Ritz values and eigenvector approximations in the finite precision Lanczos computation.**

For the clusters of Ritz values generated in the finite precision Lanczos computation (cf. [Parlett–80], paragraphs 13.3 and 13.6) our experiments suggest much more. It was observed that for *any* Ritz value \( \theta_j^{(k)} \) in the tight well separated cluster the value \( \delta_{kj} \) is small and consequently the corresponding Ritz vector (if nonvanishing) is a good approximation to some eigenvector of the matrix \( A \). Theoretical affirmation of this empirical observation could significantly simplify the error analysis of the Lanczos process given in [Greenbaum–89]. We do not have a proof. Our partial results are discussed in Section 6.

**Question 3. Stabilization of weights.**

As it was recalled in the Introduction, Lanczos process (exact or finite precision) for the matrix \( A \) and initial vector \( q^1 \) generates a sequence of innerproducts (1.19). It is natural to ask in which sense the innerproducts (1.19) approximate the original innerproduct (1.13), (1.15). Let e.g. Ritz values \( \theta_{j_0}^{(k)}, \theta_{j_1}^{(k+1)}, \ldots, \theta_{j_l}^{(k+l)} \) computed in steps \( k, k + 1, \ldots, k + l \), approximate eigenvalue \( \lambda_i \) of \( A \). Does it imply that the weights \( m_{j_0}^{(k)}, m_{j_1}^{(k+1)}, \ldots, m_{j_l}^{(k+l)} \) are approximately equal to the value \( m_i \)? For the exact Lanczos process, assuming that Ritz values \( \theta_{j_0}^{(k)}, \theta_{j_1}^{(k+1)}, \ldots, \theta_{j_l}^{(k+l)} \) are well separated from the other Ritz values, we answer this question positively in Section 8. For a finite precision Lanczos process and well separated Ritz values a partial answer is given. For a finite precision Lanczos process and a cluster of Ritz values the question is reformulated as follows: do Ritz values in a tight well separated cluster approximating eigenvalue \( \lambda_i \) of \( A \) share the weight \( m_i \)? Despite the preliminary results of Section 8, this question remains practically open.

**Question 4: Identification of spurious (ghost) eigenvalues.**

The approach based on the identification of spurious Ritz values was developed by Cullum and Willoughby, e.g. [Cullum–85]. It is a feasible alternative to the approach determining convergent Ritz values based on Paige’s work. Spurious eigenvalues are those Ritz values computed in the finite precision Lanczos run, which are the result of the loss of orthogonality and can never be found among the Ritz values (even slightly perturbed) of the exact process for the same data. We will focus on spurious Ritz values which are well separated from theirs neighbors (we are not going to discuss the question of multiplicity
of the original eigenvalues).

If we consider for simplicity only well separated Ritz values, then spurious Ritz values computed at the step \( k \) are in [Cullum–85] identified with those eigenvalues \( \theta_j^{(k)} \) of \( T_k \) which are also (numerically) eigenvalues of \( T_{2,k} \). The justification for this test is based on creating the associated conjugate gradient procedure and proving its asymptotic convergence (cf. [Cullum–80]). A more general consideration shows in Section 7 that spurious eigenvalues may appear in the early stage of computation when the corresponding CG process is far from convergence and in a part of the spectra which is unconverged. Moreover, there are spurious Ritz values which are not (numerically) eigenvalues of \( T_{2,k} \). The discussion in Section 7 shows that any general procedure that reliably identifies any spurious eigenvalue must be very complicated.

3. Theoretical properties. Some theoretical properties of Jacobi matrices and of the Lanczos algorithm will be presented followed by some results taking into account the effect of roundoff in real Lanczos runs. First, we need to describe the relation between Ritz values and weights (1.20) in the sequence of innerproducts (1.19). This is related to the inverse eigenvalue problem for Jacobi matrices. In the language of orthogonal polynomials and Lanczos method the situation is simple.

Let \( \theta_j^{(n)}, j = 1, \ldots, n \) and \( \theta_j^{(2,n)}, j = 1, \ldots, n - 1 \) be any sets of real numbers with the interlacing property

\[
\theta_1^{(n)} < \theta_1^{(2,n)} < \theta_2^{(n)} < \cdots < \theta_{n-1}^{(2,n)} < \theta_n^{(n)}.
\]

Then there is unique Jacobi matrix \( T_n \) with \( \theta_j^{(n)}, j = 1, \ldots, n \), as its eigenvalues and \( \theta_j^{(2,n)}, j = 1, 2, \ldots, n - 1 \), as eigenvalues of \( T_{2,n} \). Clearly, let \( \psi_n(\theta) = \prod_{j=1}^n (\theta - \theta_j^{(n)}) \), \( \psi_{2,n}(\theta) = \prod_{j=1}^{n-1} (\theta - \theta_j^{(2,n)}) \). Then the Lanczos algorithm applied to the diagonal matrix \( D_n = \text{diag}(\theta_j^{(n)}) \) with the initial vector \( q^1 = s^0 = (s_1^{(n)}, \ldots, s_{1,n}) \), where \( s_{1,j}^{(n)} \) is determined by (1.9), gives the result. Applying the previous argument to the matrix \( T_n \) transposed according the skew-diagonal (or using the Lanczos in the reverse ordering, see [Parlett–80]) the result is modified as follows. Let \( \theta_j^{(n)}, j = 1, \ldots, n \) and \( \theta_j^{(n-1)}, j = 1, \ldots, n - 1 \) be any sets of real numbers with the interlacing property

\[
\theta_1^{(n)} < \theta_1^{(n-1)} < \theta_2^{(n)} < \cdots < \theta_{n-1}^{(n-1)} < \theta_n^{(n)},
\]

then there is unique Jacobi matrix \( T_n \) with the eigenvalues \( \theta_j^{(n)}, j = 1, \ldots, n \), and \( \theta_j^{(n-1)}, j = 1, \ldots, n - 1 \), as eigenvalues of \( T_{n-1} \). Similar or related results were published by many authors, cf. [Gantmakher–50], [Atkinson–64], [Wendroff–61], [Hochstadt–74], [Hald–76], [deBoor–78], [Hochstadt–79], [Deift–84], [Gragg–84] and [deBoor–86]. Scott used the result to find the initial vector for which the orthogonality among Lanczos vectors is well preserved in the real Lanczos run and gave thus a nice application of the Paige’s theory.
The correspondence of Jacobi matrices and orthogonal polynomials was exploited by de Boor and Golub, who gave first (to our knowledge) the simple and elegant proof of these results and pointed out the connection to the Lanczos method [de Boor–78], [Golub–83]. We recall some other results presented in these works.

The vector of weights

\begin{equation}
\mathbf{m}^{(n)} = (m_1^{(n)}, \ldots, m_n^{(n)})^T = ((s_1^{(n)})^2, \ldots, (s_n^{(n)})^2)^T
\end{equation}

is the solution of the linear system

\begin{equation}
V^{(n)}\mathbf{m}^{(n)} = (1, (T_n)_{11}, (T_n^2)_{11}, \ldots, (T_n^{n-1})_{11})^T
\end{equation}

where

\[
V^{(n)} = \begin{pmatrix}
1 & \cdots & 1 \\
\theta_1^{(n)} & \cdots & \theta_n^{(n)} \\
\vdots & \ddots & \vdots \\
(\theta_1^{(n)})^{n-1} & \cdots & (\theta_n^{(n)})^{n-1}
\end{pmatrix},
\]

is the Vandermonde matrix based on \(\theta_1^{(n)}, \ldots, \theta_n^{(n)}\), \(X_{11}\) is the \((1,1)\) element of the matrix \(X\). Indeed, \((T_n^k)_{11} = ((S_n \text{ diag}(\theta_j^{(n)}))S_n^T)^k_{11} = (S_n(\text{ diag}(\theta_j^{(n)}))^kS_n^T)_{11} = \sum_{j=1}^n (\theta_j^{(n)})^k(s_{1j}^{(n)})^2\).

Using

\[(T_n^k)_{11} = (T_n^{[k/2]})_{11}(T_n^{[(k+1)/2]})_{11},\]

where \(X_1\) and \(X_{11}\) denotes the first row and column of the matrix \(X\), \([y]\) is the largest integer \(\leq y\), it is not hard to see, that the value \((T_n^k)_{11}\) is thus determined by the values \(\alpha_1, \alpha_2, \ldots, \alpha_{[k+1]/2}, \beta_2, \beta_3, \ldots, \beta_{[k+1]/2}\), and the right side in (3.2) is determined by \(\alpha_1, \ldots, \alpha_{[n/2]}, \beta_2, \ldots, \beta_{[n/2]}\). We want explicit formulas for the weights (3.1). From (1.8)–(1.10)

\begin{equation}
\psi_{2,n}(\theta_j^{(n)})\psi_{n-1}(\theta_j^{(n)}) = \beta^{(n)}, \quad \beta^{(n)} = \prod_{r=2}^n \beta_r^2, \quad j = 1, 2, \ldots, n,
\end{equation}

\begin{equation}
m_j^{(n)} = (s_{1j}^{(n)})^2 = \frac{\psi_{n}(\theta_j^{(n)})}{\psi_{n-1}(\theta_j^{(n)})\psi_{n-1}(\theta_j^{(n)})},
\end{equation}

and the orthonormality condition \(\sum_{j=1}^n m_j^{(n)} = 1\) gives

\begin{equation}
\beta^{(n)} = \left[\sum_{j=1}^n (\psi_{n-1}(\theta_j^{(n)})\psi_{n-1}(\theta_j^{(n)}))^{-1}\right]^{-1}.
\end{equation}
(3.4)–(3.5) was proved directly in [de Boor–78]. These relations determine the weights in (1.19) from the Ritz values at steps \( n - 1 \) and \( n \). The analogy of (3.4) for the squared bottom elements of the normalized eigenvectors can be found quite analogously

\[
(3.6) \quad (s_{nj}^{(n)})^2 = \frac{\psi_{n-1}(\theta_j^{(n)})}{\psi_n'(\theta_j^{(n)})} = \frac{\beta^{(n)}}{\psi_{2,n}(\theta_j^{(n)})\psi_n'(\theta_j^{(n)})}
\]

or

\[
(3.7) \quad \delta_{nj}^2 = \frac{\prod_{r=2}^{n+1} \beta_r^2}{\psi_{2,n}(\theta_j^{(n)})\psi_n'(\theta_j^{(n)})}.
\]

Inversely, explicit formulas for polynomials \( \psi_1, \psi_2, \ldots, \psi_{n-1} \) based on \( s_{1j}^{(n)}, \theta_j^{(n)}, j = 1, 2, \ldots, n \), were given by Cybenko [Cybenko–87].

Next result gives a relation among the innerproducts (1.19), cf. Lemma 5.9 of the paper [van der Sluis–87].

**Theorem 3.1.** Using the previous notation, the weights \( m_r^{(k)} \), \( r = 1, 2, \ldots, k \), in the \( k \)-th innerproduct, \( 1 \leq k < n \), defined by the Lanczos run (exact or finite precision) for \( A, q^1 \), are related to the values \( m_j^{(n)}, \theta_j^{(n)}, j = 1, 2, \ldots, n, \theta_r^{(k)}, r = 1, 2, \ldots, k \), by the formula

\[
(3.8) \quad m_r^{(k)} = \frac{1}{\psi_k'(\theta_r^{(k)})} \sum_{j=1}^{n} m_j^{(n)} \frac{\psi_k(\theta_j^{(n)})}{\theta_j^{(n)} - \theta_r^{(k)}} = \frac{1}{(\psi_k'(\theta_r^{(k)}))^2} \sum_{j=1}^{n} m_j^{(n)} \left( \frac{\psi_k(\theta_j^{(n)})}{\theta_j^{(n)} - \theta_r^{(k)}} \right)^2.
\]

Especially, for \( k = n - 1 \)

\[
(3.9) \quad m_r^{(n-1)} = \frac{1}{\psi_{n-1}'(\theta_r^{(n-1)})} \sum_{j=1}^{n} \frac{\beta^{(n)}}{\psi_n'(\theta_j^{(n)}) (\theta_j^{(n)} - \theta_r^{(n-1)})} = \frac{\beta^{(n)}}{(\psi_{n-1}'(\theta_r^{(n-1)}))^2} \sum_{j=1}^{n} \frac{\psi_{n-1}(\theta_j^{(n)})}{\psi_n'(\theta_j^{(n)}) (\theta_j^{(n)} - \theta_r^{(n-1)})^2}.
\]

**Proof.** (3.9) follows from (3.8), (3.4). We denote

\[
(3.10) \quad \omega_{kr}(\lambda) = \prod_{\ell \neq r} (\lambda - \theta_\ell^{(k)}) = \frac{\psi_k(\lambda)}{(\lambda - \theta_r^{(k)})}.
\]

Clearly \( \omega_{kr}(\theta_r^{(k)}) = \psi_k'(\theta_r^{(k)}) \). Let \( p(\lambda) \) be any polynomial of degree at most \( 2k - 1 \).
Then we could write \( p(\lambda) \) in the expansion form

\[
p(\lambda) = \psi_k(\lambda) \tilde{p}(\lambda) + \tilde{p}(\lambda), \quad \tilde{p}(\lambda), \tilde{p}(\lambda) \text{ has degree at most } k - 1,
\]

\[
\tilde{p}(\lambda) = \sum_{r=1}^{k} \nu_r \omega_{kr}(\lambda), \quad \nu_r = \frac{\tilde{p}(\theta_r^{(k)})}{\omega_{kr}(\theta_r^{(k)})} = \frac{p(\theta_r^{(k)})}{\omega_{kr}(\theta_r^{(k)})}.
\]

Thus, using the fact that \( \psi_k(\lambda) \) is orthogonal to \( \tilde{p}(\lambda) \) with respect to the \( n \)-th innerproduct

\[
\sum_{j=1}^{n} m_j^{(n)} p(\theta_j^{(n)}) = \sum_{j=1}^{n} m_j^{(n)} \tilde{p}(\theta_j^{(n)}) = \sum_{j=1}^{n} m_j^{(n)} \sum_{r=1}^{k} \frac{p(\theta_r^{(k)})}{\omega_{kr}(\theta_r^{(k)})} \omega_{kr}(\theta_j^{(n)}) = \sum_{r=1}^{k} \left[ \frac{1}{\psi_k'(\theta_r^{(k)})} \sum_{j=1}^{n} \frac{\psi_k(\theta_j^{(n)})}{(\theta_j^{(n)} - \theta_r^{(k)})} \right] p(\theta_r^{(k)}) = \sum_{r=1}^{k} m_r^{(n,k)} p(\theta_r^{(k)})
\]

Moreover, \( m_r^{(n,k)} > 0, r = 1, 2, \ldots, k, \sum_{r=1}^{k} m_r^{(n,k)} = 1. \) To show this, we use the expansion \( \omega_{k,r}(\lambda) = \omega_{k,r}(\theta_r^{(k)}) + (\lambda - \theta_r^{(k)}) \kappa(\lambda), \kappa \) is polynomial of degree at most \( k - 2 \). Then

\[
\sum_{j=1}^{n} m_j^{(n)} \omega_{k,r}^{2}(\theta_j^{(n)}) = \omega_{k,r}(\theta_r^{(k)}) \sum_{j=1}^{n} m_j^{(n)} \omega_{k,r}(\theta_j^{(n)}) + \sum_{j=1}^{n} m_j^{(n)} \psi_k(\theta_j^{(n)}) \kappa(\theta_j^{(n)}),
\]

but the last term vanishes because of orthogonality property. Then

\[
m_r^{(n,k)} = \frac{1}{\omega_{k,r}(\theta_r^{(k)})} \sum_{j=1}^{n} m_j^{(n)} \omega_{k,r}(\theta_j^{(n)}) = \frac{1}{(\omega_{k,r}(\theta_r^{(k)}))^2} \sum_{j=1}^{n} m_j^{(n)} (\omega_{k,r}(\theta_j^{(n)}))^2 > 0.
\]

\[
\sum_{r=1}^{k} m_r^{(n,k)} = \sum_{r=1}^{k} m_r^{(n,k)} \psi_0(\theta_r^{(k)}) = \sum_{j=1}^{n} m_j^{(n)} \psi_0(\theta_j^{(k)}) = \sum_{j=1}^{n} m_j^{(n)} = 1,
\]

where \( \psi_0(1) \equiv 1. \)

To finish the proof we need to show that \( m_r^{(n,k)} \equiv m_r^{(k)} \). But the set of monic polynomials \( 1, \psi_1, \ldots, \psi_{k-1} \) is orthogonal with respect to both innerproducts defined by points \( \theta_r^{(k)} \) and weights \( m_r^{(k)} \) or \( m_r^{(n,k)} \). This implies \( m_r^{(k)} \equiv m_r^{(n,k)}, r = 1, 2, \ldots, k, \) which can be directly proved as follows. The weights \( m_r^{(*)} \), where \( (*) \) is either \( (k) \) or \( (n,k) \), satisfy the relations

\[
\sum_{r=1}^{k} m_r^{(*)} = 1
\]

\[
\sum_{r=1}^{k} m_r^{(*)} \psi_j(\theta_r^{(k)}) = 0, \quad j = 1, 2, \ldots k - 1,
\]
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which can be written in the matrix form as

$$Xm^{(*)} = e^1,$$

where \( m^{(*)} = (m_1^{(*)}, \ldots, m_k^{(*)})^T \), \( e^1 = (1, 0, \ldots, 0)^T \),

$$X = \begin{pmatrix}
1 & \ldots & 1 \\
\psi_1(\theta_1^{(k)}) & \ldots & \psi_1(\theta_k^{(k)}) \\
\vdots & \ddots & \vdots \\
\psi_{k-1}(\theta_1^{(k)}) & \ldots & \psi_{k-1}(\theta_k^{(k)})
\end{pmatrix}$$

(3.12)

The matrix \( X \) is nonsingular (using row operations \( X \) can be transformed into the Vandermonde matrix). The difference vector \( m^{(n,k)} - m^{(k)} \) thus solves homogeneous system with nonsingular matrix and must vanish. \( \Box \)

**Corollary 3.1.** For any Jacobi matrix \( T_n \) which has \( T_k \) as its leading principal submatrix, \( k = 1, 2, \ldots, n - 1 \),

$$m_j^{(n)}(\psi_k(\theta_j^{(n)}))^2 \leq (\psi'_k(\theta_r^{(k)}))^2(\theta_j^{(n)} - \theta_r^{(k)})^2, \quad j = 1, 2, \ldots, n, r = 1, 2, \ldots, k.$$

(3.13)

**Proof.** From Theorem 3.1

$$\frac{1}{(\omega_{kr}(\theta_r^{(k)}))^2} \sum_{j=1}^n m_j^{(n)}(\omega_{kr}(\theta_j^{(n)}))^2 = m_r^{(k)} < 1$$

which gives

$$m_j^{(n)}(\omega_{kr}(\theta_j^{(n)}))^2 < (\omega_{kr}(\theta_r^{(k)}))^2$$

and multiplying both sides by \((\theta_j^{(n)} - \theta_r^{(k)})^2\) finishes the proof. \( \Box \)

One must be careful in the interpretation of Corollary 3.1. If there are two eigenvalues of \( T_k \) which forms a close pair, then for any eigenvalue \( \theta_j^{(n)} \) of any Jacobi matrix which has \( T_k \) as its leading principal submatrix either \((\psi_k(\theta_j^{(n)}))^2 \) is “as small as \((\psi'_k(\theta_r^{(k)}))^2(\theta_j^{(n)} - \theta_r^{(k)})^2\)”, or the weight \( m_j^{(n)} \) is small. This is worthy of two comments.

**First,** if e.g. \( \theta_r^{(k)} \) and \( \theta_{r+1}^{(k)} \) form a close pair, then one intuitively expects \(|\psi'_k(\theta_r^{(k)})| \ll 1 \). But \( \psi_k \) is a monic polynomial of degree \( k \) and thus the value \(|\psi'_k(\theta_r^{(k)})|\) can be very large. It may be relatively small, of course, in comparison e.g. to \(|\psi'_k(\theta_{r-1}^{(k)})|\) in the case that \( \theta_{r-1}^{(k)} \) is well separated from other eigenvalues.

**Second,** if \( \theta_j^{(n)} \) was not approached by any \( \theta_i^{(k)}, i = 1, 2, \ldots, k \), and there is a close pair \( \theta_r^{(k)}, \theta_{r+1}^{(k)} \), then one could vaguely expect \(|\psi'_k(\theta_j^{(n)})| \gg |\psi'_k(\theta_r^{(k)})|\) which implies \( m_j^{(n)} \ll 1 \).
(supposing $|\theta_j^{(n)} - \theta_i^{(k)}| \leq o(1)$). This conclusion is wrong, of course, because even in this case it can be $|\psi_k'(\theta_j^{(k)})| \ll |\psi_k'(\theta_i^{(n)})|$ due to inhomogeneity in the eigenvalue distribution. This shows very clearly, that the phenomena described here are determined by the distribution of all eigenvalues and one must be very careful in using arguments based on the local information only.

A simple but interesting relation can be derived directly from (1.8)-(1.10) and (3.3)

$$
(s_{1j}^{(n)})^2(s_{nj}^{(n)})^2 = \frac{\beta^{(n)}}{\psi_n'(\theta_j^{(n)})}, \quad j = 1, 2, \ldots, n,
$$

which gives

$$
m_j^{(n)} = \frac{\delta_{ni}^2}{\delta_{nj}^2} \left[ \frac{\psi_n'(\theta_i^{(n)})}{\psi_n'(\theta_j^{(n)})} \right]^2 1 \leq i, j \leq n.
$$

If now e.g. $\delta_{ni} \ll \delta_{nj}$ than either $|\psi_n'(\theta_j^{(n)})| \ll |\psi_n'(\theta_i^{(n)})|$, or $m_j^{(n)} \ll m_i^{(n)}$. We warn again that the values $\psi_n'(\theta_j^{(n)})$, $\psi_n'(\theta_i^{(n)})$ depend strongly on the global eigenvalue distribution and on the position of $\theta_j^{(n)}$, $\theta_i^{(n)}$ in the spectra. It cannot be simply stated without any additional assumption that e.g. $\theta_i^{(n)}$ well separated imply $\psi_n'(\theta_i^{(n)}) = o(1)$.

(3.6)-(3.15) show that stabilization and clustering of Ritz values affect the weight of every other eigenvalue in the innerproduct (1.19). The strength of these connections are determined by the global eigenvalue distribution.

Previous results can be entirely described in the language of Jacobi matrices. In the rest of this section we present a few results concerning the Lanczos algorithm and its run in finite precision arithmetic. Subtracting

$$
u_i^T \{A z_j^{(k)} - \theta_j^{(k)} z_j^{(k)} = \beta_{k+1} s_{kj}^{(k) q^{k+1}}
$$

and

$$(z_j^{(k)})^T \{A u_i - \lambda_i u_i = 0
$$

gives useful result

$$
(\lambda_i - \theta_j^{(k)})(u_i, z_j^{(k)}) = \beta_{k+1} s_{kj}^{(k)}(u_i, q^{k+1}).
$$

For the finite precision Lanczos run (3.16) is modified to

$$
(\lambda_i - \theta_j^{(k)})(u_i, z_j^{(k)}) = \beta_{k+1} s_{kj}^{(k)}(u_i, q^{k+1}) + u_i^T F_k s_j^{(k)},
$$
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where \( \|u_i^TF_k s_j^{(k)}\| \leq \varepsilon_4, \varepsilon_4 = k^{1/2}\|A\|\varepsilon_1 \), see Introduction.

**Lemma 3.1.** For any step \( k \) of the exact or finite precision Lanczos process applied to \( A, q^1 \)

\[
(3.18) \quad \sum_{j=1}^{k} s_{1j}^{(k)} z_j^{(k)} = q^1,
\]

\[
(3.19) \quad m_i^{1/2} = |(u_i, q^1)| = |\sum_{j=1}^{k} s_{1j}^{(k)} (u_i, z_j^{(k)})|.
\]

Proof.

\[
\sum_{j=1}^{k} s_{1j}^{(k)} z_j^{(k)} = Q_k \left( \sum_{j=1}^{k} s_{1j}^{(k)} s_j^{(k)} \right) = Q_k s_0 s_k = Q_k \varepsilon_1 = q^1.
\]

(3.19) immediately follows. \( \Box \)

(3.16)-(3.19) relates the weights in the original innerproduct to the weights in the \( k \)-th innerproduct and to the convergence of Ritz vectors. Next two lemmas assume exact arithmetic.

**Lemma 3.2.** For any step \( k \) of the Lanczos algorithm applied to \( A, q^1 \)

\[
(3.20) \quad \sum_{j=1}^{k} \frac{\psi_k(\lambda_i)}{(\lambda_i - \theta_j^{(k)})\psi_k'(\theta_j^{(k)})} = 1.
\]

Proof. Using (3.18), (3.16) and (3.14)

\[
(u_i, q^1) = \sum_{j=1}^{k} s_{1j}^{(k)} (u_i, z_j^{(k)}) = \sum_{j=1}^{k} \beta_{k+1} s_{kj}^{(k)} s_{1j}^{(k)} (u_i, q^{k+1}) = \sum_{j=1}^{k} \frac{\beta_{k+1}}{(\lambda_i - \theta_j^{(k)})\psi_k'(\theta_j^{(k)})} (u_i, q^{k+1}).
\]

From (1.18)

\[
(u_i, q^{k+1}) = (u_i, \psi_k(A) q^1) / \prod_{r=2}^{k+1} \beta_r = (\psi_k(\lambda_i) u_i, q^1) / \prod_{r=2}^{k+1} \beta_r.
\]
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which gives
\[(u_i, q^1) = (u_i, q^1) \sum_{j=1}^{k} \frac{\psi_k(\lambda_i)}{\lambda_i - \theta_j^{(k)} \psi_k'(\theta_j^{(k)})}. \]

Lemma 3.3 gives an analogy of (1.18) for Ritz vectors.

**Lemma 3.3.** The Ritz vectors determined at the step \(k\) of the Lanczos algorithm applied to \(A\), \(q^1\) are given by

\[
z_j^{(k)} = \text{sgn} \frac{s_{kj}^{(k)}}{\|w_j^{(k)}\|}, \quad w_j^{(k)} = \omega_{kj}(A)q^1, \quad \|w_j^{(k)}\| = \prod_{r=2}^{k} \beta_r / |s_{kj}^{(k)}|
\]

where \(\omega_{kj}\) is defined by (3.10) and \(\text{sgn} = s_{kj}^{(k)}/|s_{kj}^{(k)}|\), or equivalently by

\[
z_j^{(k)} = \frac{s_{kj}^{(k)}}{\prod_{r=2}^{k} \beta_r} \sum_{i=1}^{N} (u_i, q^1) \omega_{kj}(\lambda_i) u_i = \frac{1}{s_{kj}^{(k)}} \sum_{i=1}^{n} (u_i, q^1) \omega_{kj}(\lambda_i) u_i
\]

**Proof.** From [Parlett–80], Corollary (12.3.7)

\[
\hat{z}_j^{(k)} = \text{sgn} \frac{z_j^{(k)}}{\|w_j^{(k)}\|} = \frac{s_{kj}^{(k)}}{\|w_j^{(k)}\|}, \quad w_j^{(k)} = \omega_{kj}(A)q^1.
\]

Then \((u_i, \hat{z}_j^{(k)}) = \frac{\omega_{kj}(\lambda_i)}{\|w_j^{(k)}\|}(u_i, q^1)\). But from (3.16), (1.18)

\[(u_i, z_j^{(k)}) = \frac{\beta_{k+1} s_{kj}^{(k)}}{\lambda_i - \theta_j^{(k)}} (u_i, q^{k+1}) = \frac{s_{kj}^{(k)}}{\prod_{r=2}^{k} \beta_r} \omega_{kj}(\lambda_i) (u_i, q^1)
\]

which comparing to the previous relation gives

\[
\text{sgn} \frac{\|w_j^{(k)}\|}{s_{kj}^{(k)}} = \frac{\prod_{r=2}^{k} \beta_r}{s_{kj}^{(k)} \psi_k'(\theta_j^{(k)})}. \]

Next bound can be found e.g. in Paige’s thesis [Paige–71]. The proof is very instructive, that is why it is included.
**Lemma 3.4.** For any Ritz vector \( z_j^{(k)} \), \( j = 1, 2, \ldots, k \), at any step \( k \) of the finite precision Lanczos process applied to \( A, q^1 \)

\[
\| z_j^{(k)} - \xi_{ij}^{(k)} u_i \| \leq \frac{\delta_{kj} + \varepsilon_4}{\min_{r \neq i} |\lambda_r - \theta_j^{(k)}|}
\]

where \( \xi_{ij}^{(k)} = (z_j^{(k)}, u_i) \), \( i = 1, 2, \ldots, N \).

**Proof.** Let \( z_j^{(k)} = \sum_{i=1}^N \xi_{ij}^{(k)} u_i \) be the expansion of \( z_j^{(k)} \) to the matrix \( A \) eigenvectors.

Then

\[
\| z_j^{(k)} - \xi_{ij}^{(k)} u_i \| = \left[ \sum_{r \neq i} (\xi_{rj}^{(k)})^2 \right]^{1/2} \leq \frac{\sum_{r \neq i} ((\lambda_r - \theta_j^{(k)}) \xi_{rj}^{(k)})^2}{\min_{r \neq i} |\lambda_r - \theta_j^{(k)}|} \leq \frac{\| \sum_{r=1}^N \lambda_r \xi_{rj} u_r - \theta_j^{(k)} \sum_{r=1}^N \xi_{rj} u_r \|}{\min_{r \neq i} |\lambda_r - \theta_j^{(k)}|} = \frac{\| A z_j^{(k)} - \theta_j^{(k)} z_j^{(k)} \|}{\min_{r \neq i} |\lambda_r - \theta_j^{(k)}|} \leq \frac{\delta_{kj} + \varepsilon_4}{\min_{r \neq i} |\lambda_r - \theta_j^{(k)}|}.
\]

For the cluster of Ritz values, relation (3.24) in the following lemma complements (1.7).

**Lemma 3.5.** For any step \( k \) of the finite precision Lanczos process applied to \( A, q^1 \)

\[
(3.24) \quad \delta_{kj}|(z_r^{(k)}, q^{k+1})| \leq k|\theta_r^{(k)} - \theta_j^{(k)}| + \varepsilon_3, \quad 1 \leq r, j \leq k, r \neq j.
\]

**Proof.** Let \( R_k \) be the strictly upper triangular matrix defined by

\[
Q_k^T Q_k = R_k^T + \text{diag}((q^i, q^i)) + R_k,
\]

then

\[
T_k R_k - R_k T_k = \beta_{k+1} Q_k^T q^{k+1} \epsilon^k + \delta R_k,
\]

where \( \| \delta R_k \|_F \leq \varepsilon_3 \), [Paige–76]. Multiplying by \((s_r^{(k)})^T\) from the left and \( s_j^{(k)} \) from the right gives

\[
(\theta_r^{(k)} - \theta_j^{(k)})(s_r^{(k)})^T R_k s_j^{(k)} = \beta_{k+1} s_{ij}^{(k)} (z_r^{(k)}, q^{k+1}) + \varepsilon_{ij}^{(k)},
\]
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where $|e_{ij}^{(k)}| \leq \varepsilon_3$ and considering $\|R_k\| \leq \|R_k\|_F \leq k$, the proof is finished. □

Lemma 3.5 says that if $\theta_j^{(k)}$ and $\theta_r^{(k)}$ form a close pair (whether this pair is separated from other Ritz values or not), then at least one value of $\delta_{kj}$, $(z_{r}^{(k)}, q^{k+1})$ must be small (the property is of course symmetric). It will be used in Section 6. When $\|z_r^{(k)}\|$ is “small”, which is the troubled case in the Paige’s analysis, then $\delta_{kj}$ must be also “small”, because from (1.3) and using (3.48) in [Paige–80]

\begin{equation}
\delta_{kj} \leq (\|Az_j^{(k)} - \theta_j^{(k)} z_j^{(k)}\| + \varepsilon_4)/\|q^{k+1}\| \leq 2\|A\| \|z_j^{(k)}\| + 2k^3\|A\|\varepsilon_2.
\end{equation}

Finally, we recall the well known result describing the angles among Ritz vectors (see e.g. [Parlett–80], 13.4.7)

\begin{equation}
(\theta_r^{(k)} - \theta_j^{(k)})(z_r^{(k)}, z_j^{(k)}) = \beta_{k+1}s_{kj}^{(k)}(z_r^{(k)}, q^{k+1}) - \beta_{k+1}s_{kr}^{(k)}(z_j^{(k)}, q^{k+1}) + o(\varepsilon_3).
\end{equation}

If $\theta_r^{(k)}$ is separated from $\theta_j^{(k)}$, the corresponding Ritz vectors do not vanish and both $s_{kj}^{(k)}$, $s_{kr}^{(k)}$ are “sufficiently small” or “sufficiently large”, then the corresponding Ritz vectors are approximately orthogonal.

4. Numerical experiments. Experimental results discussed in Sections 5–8 were obtained for diagonal matrix $A = \text{diag}(\lambda_i)$ and randomly generated initial vector $r^0$. Following [Strakoš–91, Greenbaum–92] we use

\begin{align*}
N = 24, & \quad \lambda_1 = 0.1, \quad \lambda_N = 100, \\
\lambda_\nu = \lambda_1 + \frac{\nu - 1}{N - 1}(\lambda_N - \lambda_1) \cdot \rho^{N-\nu}, & \quad \nu = 2, 3, \ldots, N - 1,
\end{align*}

where parameter $\rho \in (0.5, 1)$. For some values of $\rho$ (e.g. $\rho \in (0.6, 0.8)$) the orthogonality is lost very quickly even for a very small dimension $N$. Our experiments were performed using Matlab, machine precision was $\varepsilon = 2.22 \times 10^{-16}$. Real runs of algorithm (1.1) were compared with the “exact” Lanczos run, i.e. process including double reorthogonalization of the each Lanczos vector against all previously computed ones [Greenbaum–92]. For each step $i$ we monitored the values of $\beta_{i+1}, \prod_{j=2}^{i+1} \beta_j$, $\max_j |\psi^i_j(\theta_j^{(i)})|$, $\|r^i\|/\|r^0\|$, $\max_j \|z_j^{(i)}\|$, which are on the figures denoted as $bt, pbt, d, r$ and $z$, $\|r^i\|$ is the norm of the $i$-th residual for the corresponding conjugate gradient process solving $Ax = r^0, x^0 = 0$. 

17
Results of our computations will be presented in a graphic form as shown in Figure 4.1. It describes the step 30 of the Lanczos process for $\varrho = 0.8$. The figure window is divided into two fields, separated by the virtual line $y = 10^{-9}$. There are two rows of cross-points in the lower field – the lower shows the distribution of original eigenvalues $\lambda_r$, the upper the distribution of Ritz values computed in step $i$. In the upper field there are four points above each Ritz value $\theta_j^{(i)}$:

* denotes $\|z_j^{(i)}\|/\max_j \|z_j^{(i)}\|

\(\circ\) denotes $|s_{1j}^{(i)}|$

\(\triangle\) denotes $|s_{ij}^{(i)}|$

\(\cdot\) denotes $|\psi'_i(\theta_j^{(i)})|/\max_j |\psi'_i(\theta_j^{(i)})|$

values less then $10^{-9}$ are set to $10^{-9}$. If there were two or three Ritz values approaching the same eigenvalue $\lambda_r$, then there would be a pair or a triple of the corresponding points above $\lambda_r$.

Figure 4.1 shows Ritz values in different stages of convergence. There are clusters of three Ritz values near $\lambda_{24}$ and $\lambda_{23}$ (at least one copy still does not have a small value of $\delta_{k_j}$), two copies approximating $\lambda_{22}$, first copy perturbed by the second copy approximating $\lambda_{20}$ (c.f. [Parlett-80], p. 270). There are Ritz values with a moderate size of $\delta_{k_j}$ (near $\lambda_{16}$, $\lambda_8 - \lambda_{13}$). Some of the eigenvalues are still not approximated by any Ritz value (e.g. $\lambda_7$). An example of the cluster development is shown in Figure 4.2, where crosspoints denote the position of Ritz values near the eigenvalue $\lambda_{19} = 13.24$. We see the “moving” of Ritz values caused by the forming of multiple copies near previously approximated eigenvalues or discovering the hidden eigenvalues (cf. [Parlett-81], graph of “bottom-pivot function” $\delta_j$).
Figure 4.1
5. Approximation bounds based on Ritz values in several consecutive steps. This section gives bounds for \( \delta_{kj} \) based on Ritz values in two or three consecutive steps.

First the upper and lower bounds for the bottom elements of the eigenvectors of Jacobi matrices is given (cf. [Hill–91], [Strakoš–90]).

**Lemma 5.1.** For any Jacobi matrix \( T_k \)

\[
\begin{align*}
(s_{k1})^2 & \leq \frac{\theta_1^{(k)} - \theta_1^{(k-1)}}{\theta_1^{(k)} - \theta_2^{(k)}} \\
(s_{kj})^2 & \leq \frac{\theta_j^{(k)} - \theta_j^{(k-1)}}{\theta_j^{(k)} - \theta_{j+1}^{(k)}} \cdot \frac{\theta_j^{(k)} - \theta_j^{(k-1)}}{\theta_j^{(k)} - \theta_{j-1}^{(k)}} \quad j = 2, \ldots, k - 1 \\
(s_{kk})^2 & \leq \frac{\theta_k^{(k)} - \theta_{k-1}^{(k)}}{\theta_k^{(k)} - \theta_{k-1}^{(k)}}
\end{align*}
\]

**Proof.** Immediately follows from rewriting (1.10) in terms of \( \theta_j^{(k)} \) and \( \theta_j^{(k-1)}. \) \( \square \)
Lemma 5.2. For any Jacobi matrix $T_k$

\[(5.2a) \quad (s_{k1}^{(k)})^2 \geq \frac{\theta_1^{(k)} - \theta_1^{(k-1)}}{\sigma_k}\]

\[(5.2b) \quad (s_{kj}^{(k)})^2 \geq \frac{4}{\sigma_k^2} (\theta_j^{(k)} - \theta_{j-1}^{(k-1)}) (\theta_j^{(k-1)} - \theta_j^{(k)}) , \quad j = 2, \ldots, k - 1\]

\[(5.2c) \quad (s_{kk}^{(k)})^2 \geq \frac{\theta_k^{(k)} - \theta_{k-1}^{(k-1)}}{\sigma_k}\]

where \(\sigma_k = \theta_k^{(k)} - \theta_1^{(k)}\).

Proof. For \(j = 2, \ldots, k - 1\)

\[(s_{kj}^{(k)})^2 = \prod_{r=1}^{j-1} \frac{\theta_j^{(k)} - \theta_r^{(k-1)}}{\theta_j^{(k)} - \theta_r^{(k)}} \prod_{r=j+1}^{k} \frac{\theta_j^{(k)} - \theta_{r-1}^{(k-1)}}{\theta_j^{(k)} - \theta_r^{(k)}} = \]

\[= \frac{1}{\theta_j^{(k)} - \theta_1^{(k)}} \left[ \prod_{r=1}^{j-2} \frac{\theta_j^{(k)} - \theta_r^{(k-1)}}{\theta_j^{(k)} - \theta_{r+1}^{(k)}} \right] \frac{(\theta_j^{(k)} - \theta_{j-1}^{(k-1)})(\theta_j^{(k)} - \theta_{j-1}^{(k-1)})}{(\theta_j^{(k)} - \theta_{j-1}^{(k-1)})(\theta_j^{(k)} - \theta_{j-1}^{(k-1)})}

\[\left[ \prod_{r=j+1}^{k-1} \frac{\theta_j^{(k)} - \theta_r^{(k-1)}}{\theta_j^{(k)} - \theta_r^{(k)}} \right] \frac{1}{\theta_j^{(k)} - \theta_k^{(k)}}\]

Using the interlacing property and \(|(\theta_j^{(k)} - \theta_1^{(k)})(\theta_j^{(k)} - \theta_k^{(k)})| \leq \frac{1}{4} \sigma_k^2\) finishes the proof (the special cases are trivial). □

Lemma 5.2 is used for proving next result.
Theorem 5.1. For any Jacobi matrix $T_{k+1}, k > 1$

(5.3a) \[ \delta_{k1} \leq \sigma_{k+1}^{1/2} (\theta_{1}^{(k)} - \theta_{1}^{(k+1)})^{1/2} \]

(5.3b) \[ \delta_{kk} \leq \sigma_{k+1}^{1/2} (\theta_{k}^{(k+1)} - \theta_{k}^{(k)})^{1/2} \]

(5.3c) \[ \delta_{kj} \leq \frac{\sigma_{k+1}}{2} \left( \frac{\theta_{j}^{(k)} - \theta_{j}^{(k+1)}}{\theta_{j}^{(k+1)} - \theta_{j}^{(k)}} \right)^{1/2} \quad j = 2, \ldots, k - 1, \]

(5.3d) \[ \delta_{kj} \leq \frac{\sigma_{k+1}}{2} \left( \frac{\theta_{j+1}^{(k)} - \theta_{j}^{(k)}}{\theta_{j+1}^{(k+1)} - \theta_{j+1}^{(k)}} \right)^{1/2} \quad j = 2, \ldots, k - 1, \]

and

(5.4a) \[ \delta_{k1} \leq \frac{\beta_{k+1}}{\beta_{k}} \frac{1/2}{\sigma_{k-1}} \frac{\theta_{1}^{(k-1)} - \theta_{1}^{(k)}}{(\theta_{1}^{(k-2)} - \theta_{1}^{(k-1)})^{1/2}} \]

(5.4b) \[ \delta_{kk} \leq \frac{\beta_{k+1}}{\beta_{k}} \frac{1/2}{\sigma_{k-1}} \frac{\theta_{k}^{(k-1)} - \theta_{k}^{(k-2)}}{(\theta_{k-1}^{(k-2)} - \theta_{k-2}^{(k-1)})^{1/2}} \]

(5.4c) \[ \delta_{kj} \leq \frac{\beta_{k+1}}{\beta_{k}} \frac{1/2}{\sigma_{k-1}} \frac{\theta_{j}^{(k-1)} - \theta_{j}^{(k)}}{[\theta_{j}^{(k-1)} - \theta_{j-1}^{(k-2)}]^{1/2}} \quad j = 2, \ldots, k - 1 \]

(5.4d) \[ \delta_{kj} \leq \frac{\beta_{k+1}}{\beta_{k}} \frac{1/2}{\sigma_{k-1}} \frac{\theta_{j}^{(k-1)} - \theta_{j-1}^{(k-1)}}{[\theta_{j-1}^{(k-1)} - \theta_{j-2}^{(k-2)}]^{1/2}} \quad j = 2, \ldots, k - 1 \]

where $\sigma_{k} = \theta_{k}^{(k)} - \theta_{k}^{(k-1)}$.

Proof. We prove (5.3c) and (5.4c), the other inequalities are given quite analogously. Using (1.11)

(5.5) \[ |\theta_{\eta}^{(\eta)} - \theta_{\zeta}^{(\eta-1)}| \geq \delta_{\eta-1, \zeta} |s_{\eta\nu}| = \frac{\beta_{\eta+1}}{\beta_{\eta+1}} |s_{\eta-1, \xi}^{(\eta-1)}| \delta_{\eta\nu} \]
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Considering the first part of (5.5) with \( \eta = k + 1, \nu = \xi = j \)

\[
\delta_{kj} \leq \frac{\theta_j^{(k)} - \theta_j^{(k+1)}}{|s_{k+1,j}^{(k+1)}|}
\]

and bounding \( |s_{k+1,j}^{(k+1)}| \) by (5.2b) gives (5.3c).

Considering the second part of (5.5) with \( \eta = k, \nu = \xi = j \)

\[
\delta_{kj} \leq \frac{\beta_{k+1} \theta_j^{(k-1)} - \theta_j^{(k)}}{\beta_k |s_{k-1,j}^{(k-1)}|}
\]

and using (5.2b) to bound \( |s_{k-1,j}^{(k-1)}| \) gives (5.4c).

Note that (5.1) multiplied by \( \beta_{k+1}^2 \) relate the bound for \( \delta_{kj} \) to the Ritz values computed at steps \( k, k - 1 \), while (5.3) relate the bounds for \( \delta_{kj} \) to the Ritz values at steps \( k, k + 1 \) and (5.4) to the Ritz values at steps \( k, k - 1, k - 2 \). Thus, local properties of Ritz values in two or three subsequent steps can ensure convergence, cf. (1.4), (1.6), (2.1) and (3.23).

Using only neighbor Ritz values and two or three iterations substantially weakens the result. If, e.g. for \( \theta_{r}^{(t-1)} \delta_{t-1,r} \ll 1 \) and \( |\theta_r^{(t)} - \theta_r^{(t-1)}| = \sigma \leq \delta_{t-1,r} \), then using (2.1) there must be some \( \theta_{j_l}^{(t+1)} \) within \( 2\delta_{t-1,r} \) of \( \theta_r^{(t)} \) for any \( l > 1 \) but (5.1) gives

\[
\delta_{lr} \leq \beta_{l+1} \frac{\sigma^{1/2}}{(|\theta_{r+1}^{(t)} - \theta_r^{(t)}|)^{1/2}}
\]

i.e. for \( \theta_r^{(t)} \) well separated from \( \theta_{r+1}^{(t)} \) the bound is \( \sim \sigma^{1/2} \) only. Experiments confirmed that for the early stage of convergence (until \( \delta_{kj} \) drops below \( \sim \varepsilon^{1/2} \)) (5.1) gives a sharp bound. Similarly, for outer Ritz values in the cluster perturbed by a new copy beginning to approach the cluster, the estimates (5.3) and (5.4) are realistic. Many relations similar to (5.1)–(5.4) can be developed, we choose the forms which looked simple enough.

It is natural to ask if (5.3), (5.4) proves the convergence of at least one Ritz value in any well separated cluster. The answer is negative. Let e.g. there are two close Ritz values at the steps \( k \) and \( k - 2 \), followed by only one Ritz value at their neighborhood at the steps \( k + 1 \) and \( k - 1 \) and all these Ritz values are well separated from the others at the same steps, as is shown in the scheme.
\[ k + 1 \quad + \quad \theta^{(k+1)}_{j+1} \]
\[ k \quad \theta^{(k)}_j \quad + \quad \theta^{(k)}_{j+1} \]
\[ k - 1 \quad + \quad \theta^{(k-1)}_j \]
\[ k - 2 \quad \theta^{(k-2)}_{j-1} \quad + \quad \theta^{(k-2)}_j \]

iteration step

Ritz values
near $\theta^{(k)}_j, \theta^{(k)}_{j+1}$

Without additional assumptions (5.1)–(5.4) give in this case no reasonable bound for $\delta_{kj}$ and $\delta_{k,j+1}$. A similar situation may occur e.g. after discovering a hidden eigenvalue in the spectra (cf. [Parlett–87] pp. 17–19, Figure 3) or forming multiple copies of the previously approximated eigenvalue. On the other hand one can expect a Ritz value the convergence of which is proved by (5.1)–(5.4) in the “history” of any cluster. This offers a justification for the statement that in the Lanczos process for $A, q^1$ every cluster of Ritz values approximates some eigenvalue $\lambda_i$ of $A$ (c.f. e.g. [Cullum–85]). This statement was in fact proved by Greenbaum’s result [Greenbaum–89], it follows from the correspondence between the real and exact Lanczos runs. But this does not give a realistic bound for the precision of approximation.

6. Clustered Ritz values and eigenvector approximations in the finite precision Lanczos computation. Let $C^{(k)}_i = \{\theta^{(k)}_{\nu}, \ldots, \theta^{(k)}_{\nu+\eta}\}$ be the cluster of Ritz values approximating $\lambda_i$ at the step $k$ of the finite precision Lanczos process for $A, q^1$,

\[ d^{(k)}_i = \theta^{(k)}_{\nu+\eta} - \theta^{(k)}_{\nu} \text{ and } g^{(k)}_i = \min\{\theta^{(k)}_{\nu} - \theta^{(k)}_{\nu-1}, \theta^{(k)}_{\nu+\eta+1} - \theta^{(k)}_{\nu+\eta}\} \]

its diameter and separation, $d^{(k)}_i \leq g^{(k)}_i$, $d^{(k)}_i \leq 1$, $\eta \geq 1$ ($\theta^{(k)}_0$ and $\theta^{(k)}_{k+1}$ are formally set to $-\infty$ and $+\infty$ respectively). Let $J = \{\nu, \nu + 1, \ldots, \nu + \eta\}$, $\lambda_i \in (\theta^{(k)}_{\nu}, \theta^{(k)}_{\nu+\eta})$. For any Ritz value $\theta^{(k)}_j \in C^{(k)}_i$ with $\delta_{kj} \ll 1$ the Ritz vector $z^{(k)}_j$ is a perturbed scalar multiple of $u_i$. If $\|z^{(k)}_j\| \gg 0$, then $z^{(k)}_j$ gives a good approximation of $u_i$ (Lemma 3.4). But there is still no proof for the experimentally based conjecture that $\delta_{kj} \ll 1$ for each Ritz value in the cluster and the relation

\[ \sum_{j \in J} \|z^{(k)}_j\|^2 \simeq \eta \]

(6.1)

proved by Paige ([Paige–71, 80]) gives no argument that $\|z^{(k)}_j\| \gg 0$ for $\theta^{(k)}_j$ with $\delta_{kj}$ small (cf. (3.25)). One can intuitively expect that the subspace spanned by the Ritz vectors
corresponding to the cluster \( C_i^{(k)} \) is just the slightly perturbed one-dimensional subspace generated by \( u_i \), but considering (1.4) this is equivalent to the convergence proved by the small value \( \delta_{kj} \) for each Ritz value in \( C_i^{(k)} \). We will discuss some points related to this view on the problem.

From Lemma 3.5 and (1.7) immediately follows that if \( \max_{j \in J} |(z_j^{(k)}, q^{(k+1)})| \neq 0 \), then

\[
\max_{j \in J} \delta_{kj} \leq \frac{k d_i^{(k)} + \varepsilon_3}{\max_{j \in J} |(z_j^{(k)}, q^{(k+1)})|}
\]

i.e. if the orthogonality is lost in the direction of at least one Ritz vector corresponding to the Ritz value in the cluster, then each of the clustered Ritz values has small value \( \delta_{kj} \). We examine in detail the loss of orthogonality among the Ritz vectors \( z_j^{(k)} \), Lanczos vector \( q^{k+1} \) and eigenvectors \( u_r \).

For \( \theta_j^{(k)} \neq \lambda_i \) the relation (3.17) together with (2.12) and (2.15) of [Paige–80] gives the bound

\[
|(u_i, z_j^{(k)})| \leq \frac{\delta_{kj} + \varepsilon_3}{|\lambda_i - \theta_j^{(k)}|}
\]

i.e. if \( \delta_{kj} \) is small and \( \theta_j^{(k)} \) approximate some \( \lambda_r \) well separated from \( \lambda_i \) (e.g. \( |\lambda_r - \lambda_i| \gg \delta_{kj} \)), then \( z_j^{(k)} \) is approximately orthogonal to \( u_i \).

Let \( \theta_j^{(k)} \in C_i^{(k)} \) and \( \delta_{kj} \gg 0 \). Then \( q^{k+1} \) and \( u_i \) must be approximately orthogonal, because using (3.17)

\[
|(u_i, q^{k+1})| \leq \frac{|\lambda_i - \theta_j^{(k)}| + \varepsilon_4}{\delta_{kj}} \leq \frac{d_i^{(k)} + \varepsilon_4}{\delta_{kj}}.
\]

But then using (3.17) again for some \( \theta_{\ell}^{(k)} \) well separated from \( \lambda_i \)

\[
|(u_i, z_{\ell}^{(k)})| \leq \frac{\delta_{k\ell} + \varepsilon_4}{\max_{j \in J} (\delta_{kj})} \frac{d_i^{(k)} + \varepsilon_4}{|\lambda_i - \theta_{\ell}^{(k)}|} \leq \frac{\delta_{k\ell} + \varepsilon_4}{\max_{j \in J} (\delta_{kj})} \frac{d_i^{(k)} + \varepsilon_4}{g_i^{(k)}},
\]

i.e. if there is any \( \theta_j^{(k)} \in C_i^{(k)} \) with \( \delta_{kj} \gg 0 \), then the eigenvector \( u_i \) is approximately orthogonal to any Ritz vector which has the Ritz value separated from \( \lambda_i \). This is a little more than (3.26) would suggest. We hoped to use these results to prove that \( \delta_{kj} \) is small for any Ritz value in \( C_i^{(k)} \) but we failed to complete the proof. At the beginning of our work we hoped for the result justifying that for any Ritz value in \( C_i^{(k)} \) \( \delta_{kj} \) is less or equal to the quantity proportional to

\[
\left( \frac{d_i^{(k)}}{g_i^{(k)}} \right)^{1/2}.
\]
In our experiment using $\rho = 0.7$ and studying $C_{24}^{(17)} - C_{24}^{(21)}$ we receive e.g. approximate values shown in the next table:

<table>
<thead>
<tr>
<th>step $k$</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(d_{24}^{(k)} / g_{24}^{(k)})^{1/2}$</td>
<td>$10^{-1}$</td>
<td>$10^{-3}$</td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>$\delta_{kk}$ (first copy)</td>
<td>$&lt; 10^{-9}$</td>
<td>$&lt; 10^{-9}$</td>
<td>$10^{-8}$</td>
<td>$10^{-8}$</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>$\delta_{kk-1}$ (second copy)</td>
<td>5</td>
<td>$10^{-1}$</td>
<td>$10^{-3}$</td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>

It is clear that $\delta_{kk-1} \gg (d_{24}^{(k)} / g_{24}^{(k)})^{1/2}$ for $k = 17, 18, 19$. The maximal ratio between these two factors is of order $\|A\| = 100$. We feel that more experiments are needed.

7. Identification of spurious (ghost) eigenvalues. The approach using spurious eigenvalues was introduced and extensively studied by Cullum and Willoughby in many papers (e.g. [Cullum–85, 86,80]). They proposed a test for spuriousity based on theoretical arguments referring to the situation at the late stage of computation. The occurrence of spurious Ritz values is examined in this section in a more general way.

Experimental results related to this subject and discussed below are shown in two series of figures. Figures 7.1–7.5 describe the results of the “exact” Lanczos (Figure 7.1, $i = 24$) and finite precision Lanczos (Figures 7.2–7.5, $i = 18 – 21$) for $\rho = 0.8$ and vector $r^0$ generated randomly. Figures 7.6–7.10 show similar Lanczos runs for $\rho = 0.8$ and the vector $r^0$ taken as the fourth power of the randomly generated vector (this gives a wide range of weights). Figure 7.1 and 7.6 show a final step of the “exact” Lanczos runs.

Definition 7.1. Ritz value $\theta_j^{(k)}$ computed in the step $k$ of the finite precision Lanczos process for $A, q^1$ is called spurious, if it is a result of the loss of orthogonality (caused by rounding errors) and has no analog in any step of the exact Lanczos process for $A, q^1$.

This definition is a bit vague but hopefully it describes sufficiently those Ritz values in the real Lanczos process which can never be found among the Ritz values (even slightly perturbed) of the exact process for the same data. We are not interested in those spurious Ritz values, which form multiple copies of some eigenvalue (we are not concerned about the multiplicity of eigenvalues). The main idea is to identify those spurious Ritz values, which do not correspond to any original eigenvalue.

Our discussion is based on the relations (3.7), (3.15). It is e.g. clear that if there appeared Ritz value $\theta_j^{(k)}$ with large $\delta_{kj}$ near some Ritz value $\theta_i^{(k)}$ with small $\delta_{ki}$ and
$|\psi'_k(\theta^{(k)}_j)| \sim |\psi'_k(\theta^{(k)}_i)|$, then the weight of $\theta^{(k)}_j$ would be small. On the other hand, if there occurred a Ritz value $\theta^{(k)}_j$ with large $\delta_{kj}$ and small weight $m^{(k)}_j$ near some Ritz value $\theta^{(k)}_i$ with substantially larger weight $m^{(k)}_i$, $m^{(k)}_i \gg m^{(k)}_j$, and $|\psi'_k(\theta^{(k)}_i)|$, $|\psi'_k(\theta^{(k)}_j)|$ are of the same order, then $\delta_{ki}$ must be small. In both cases $|\psi_{2,k}(\theta^{(k)}_j)| \ll |\psi_{2,k}(\theta^{(k)}_i)|$. So the Ritz value with the value $|\psi_{2,k}(\theta^{(k)}_j)|$ relatively small in comparison to their neighbors has some interesting properties.

**Definition 7.2.** Ritz value $\theta^{(k)}_j$ computed in the step $k$ of the finite precision Lanczos process for $A, q^1$ is called *cw-spurious*, if it is within a small multiple of the machine precision of the exact root of $\psi_{2,k}$.

We point out that it may be $|\psi_{2,k}(\theta^{(k)}_j)| \gg 1$ for $\theta^{(k)}_j$ cw-spurious, because $\psi_{2,k}$ can be a high order polynomial.

In [Cullum–85] the equivalence between spurious and cw-spurious Ritz values is stated. We show that this relation is more complicated which doubt the existence of a simple (single number based) and reliable spurious test.

First, let a spurious Ritz value $\theta^{(k)}_j$ appears between two well separated Ritz values $\theta^{(k)}_{j-1}$, $\theta^{(k)}_{j+1}$ which just began to converge. One can expect $|\psi'_k(\theta^{(k)}_{j-1})| \sim |\psi'_k(\theta^{(k)}_j)| \sim |\psi'_k(\theta^{(k)}_{j+1})|$ and thus (3.7) implies $|\psi_{2,k}(\theta^{(k)}_{j-1})| \sim |\psi_{2,k}(\theta^{(k)}_{j+1})|$ and $m^{(k)}_{j-1} \sim m^{(k)}_j \sim m^{(k)}_{j+1} \sim o(1) \gg 0$. Then either $\theta^{(k)}_j$ may not be marked cw-spurious, or $\theta^{(k)}_{j-1}$ and $\theta^{(k)}_{j+1}$ may be also marked cw-spurious. In any case it looks like a counterexample for the statement in [Cullum–85]. Moreover, $m^{(k)}_j \gg 0$. Ritz value $\theta^{(23)}_6$ in Figure 7.10 gives an example of such spurious Ritz value. We see that $|s^{(23)}_{1.6}| \sim |s^{(23)}_{1.6}| \sim 10^{-2} |s^{(23)}_{1.7}|$. Figure 7.11 shows how this spurious Ritz value change its position in the spectra to form a second copy approaching $\lambda_{21}$.

Second, if there were some eigenvalue in the original spectra with a small weight (like $\lambda_{22}$ in figure 7.6), then the Ritz value “looking for” this eigenvalue might be marked cw-spurious even if they were result of the exact Lanczos process. This situation is discussed in [Cullum–85]. That may be the case of $\theta^{(15)}_{12}$ in Figure 7.7 ($i = 15$). Ritz value $\theta^{(16)}_7$ in Figure 7.8 ($i = 16$) is an example of another Ritz value changing its position in the spectra very quickly (in Figure 7.8 it finally approaches $\lambda_{16}$ as $\theta^{(17)}_9$), which is caused by the difference in the weights $m_{15}$ and $m_{16}$. None of these Ritz values are spurious (our statement is based on the experiment with double reorthogonalized Lanczos).

In [Cullum–85] an associated conjugate-gradient process is defined for the real Lanczos run. Then it is shown that the relative norm of the $k$-th residual $r^k$ of this process converge asymptotically to zero and this argument is used to establish the spurious test. To our opinion the existence of spurious or cw-spurious Ritz values cannot be in general related to the small values of $||r^k||$. The spurious Ritz value $\theta^{(18)}_{13}$ shown in Figure 7.2 has a good
chance to be a cw-spurious, but $\|r^k\| = 0.1744$. This value was computed using the formula

$$ ||r^k||^2 = \frac{\prod_{i=2}^{k} \beta_i^2}{(\psi_{k-1}(0))^2}, $$

(cf. [Cullum–85] Lemma 4.5.2. For the spurious Ritz value $\theta_{10}^{(20)}$ in Figure 7.4 $||r^k|| = 0.2141$. Figures 7.3 and 7.5 show how the position of these spurious Ritz values is changed in the next iterations.

This discussion shows that there is no hope for a simple (a single number based) and reliable test for spuriousness. It is necessary to combine several approaches, e.g. the test for cw-spursity proposed by Cullum with the test for stabilization based on 5.1. The general purpose procedure reliably marking any spurious Ritz value must be very complicated.
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8. Stabilization of weights. It is very natural to ask a question about the stabilization of weights corresponding to the (well separated or clustered) Ritz value approaching some original eigenvalue. In general, it can be formulated in the next way.

**Question 8.1.** Let \((,)_n, n = 1, 2, \ldots\) be a sequence of innerproducts (1.19)–(1.20) defined by the exact or finite precision Lanczos process for \(A, q^1\). In which way does the innerproduct \((,)_n\) approximate the original innerproduct \((,)_n\) defined by (1.13), (1.15)?

The next conjecture formulates the question more specifically.

**Conjecture 8.1.** Let \(B^{(k)}_i = \{\theta^{(k)}_\nu, \ldots, \theta^{(k)}_{\nu + \eta}\}\) be a nonempty set of Ritz values approximating an eigenvalue \(\lambda_i\) at the step \(k\) of the exact or finite precision Lanczos process for \(A, q^1\). Let these Ritz values be separated from the other Ritz values by \(g^{(k)}_i\),

\[
g^{(k)}_i = \min \{\theta^{(k)}_\nu - \theta^{(k)}_{\nu - 1}, \; \theta^{(k)}_{\nu + \eta + 1} - \theta^{(k)}_{\eta + \nu}\},
\]

and

\[
d^{(k)}_i = \begin{cases} 
\theta^{(k)}_{\nu + \nu} - \theta^{(k)}_\nu & \text{for } \eta \neq 0, \\
\min_{r = \nu, \nu + 1} |\theta^{(k)}_r - \theta^{(k+1)}_r| & \text{for } \eta = 0.
\end{cases}
\]

(\(\theta^{(k)}_0\) and \(\theta^{(k)}_{k+1}\) are formally set to \(-\infty\) and \(+\infty\)). Then

\[
(8.1) \quad \sum_{r = \nu}^{\nu + \eta} m^{(k)}_r = \sum_{r = \nu}^{\nu + \eta} (s^{(k)}_r)^2 = m_i + h(d^{(k)}_i, g^{(k)}_i)
\]

and \(d^{(k)}_i \ll g^{(k)}_i\) implies \(h(d^{(k)}_i, g^{(k)}_i) \ll m_i\).

In the language of Jacobi matrices a slightly different conjecture may be formulated.

**Conjecture 8.2.** Let \(T_k\) be any Jacobi matrix, \(B^{(k)}_{\nu, \eta} = \{\theta^{(k)}_\nu, \ldots, \theta^{(k)}_{\nu + \eta}\}\) be a nonempty set of its eigenvalues, \(J = \{\nu, \ldots, \nu + \eta\}\),

\[
g^{(k)}_{\nu, \eta} = \min \{\theta^{(k)}_\nu - \theta^{(k)}_{\nu - 1}, \theta^{(k)}_{\nu + \eta + 1} - \theta^{(k)}_{\nu + \eta}\},
\]

where \(\theta^{(k)}_0\) and \(\theta^{(k)}_{k+1}\) are formally set to \(-\infty\) and \(+\infty\). Let \(T_l\) be any left principal submatrix of \(T_k\) for which there is a nonempty set \(B^{(t)}_{\nu, \eta} = \{\theta^{(t)}_\nu, \ldots, \theta^{(t)}_{\nu + \eta}\}\) of its eigenvalues approaching some of the eigenvalues in \(B^{(k)}_{\nu, \eta}\), \(J = \{\bar{\nu}, \ldots, \nu + \bar{\eta}\}\). Let

\[
g^{(t)}_{\bar{\nu}, \bar{\eta}} = \min \{\theta^{(t)}_{\bar{\nu}} - \theta^{(t)}_{\bar{\nu} - 1}, \theta^{(t)}_{\bar{\nu} + \bar{\eta} + 1} - \theta^{(t)}_{\bar{\nu} + \bar{\eta}}\}.
\]
\(\theta_0^{(t)} \) and \(\theta_{t+1}^{(t)}\) are formally set to \(-\infty\) and \(+\infty\). Let the distance \(\sigma_{\nu\eta\bar{\nu}\bar{\eta}}^{(kt)}\) between \(B_{\nu\eta}^{(k)}\) and \(B_{\bar{\nu}\bar{\eta}}^{(t)}\) be defined as

\[
\sigma_{\nu\eta\bar{\nu}\bar{\eta}}^{(kt)} = \max\{|\theta_j^{(k)} - \theta_r^{(t)}|, \ j \in J, \ r \in \bar{J}\}.
\]

Then

\[
(8.2) \quad \sum_{j=\nu}^{\nu+\eta} (s_{1j}^{(k)})^2 = \sum_{r=\bar{\nu}}^{\bar{\nu}+\bar{\eta}} (s_{1r}^{(t)})^2 + h(g_{\nu\eta}^{(k)}, g_{\bar{\nu}\bar{\eta}}^{(t)}, \sigma_{\nu\eta\bar{\nu}\bar{\eta}}^{(kt)}),
\]

and

\[
g_{\nu\eta}^{(k)}, g_{\bar{\nu}\bar{\eta}}^{(t)} \gg \sigma_{\nu\eta\bar{\nu}\bar{\eta}}^{(kt)} \quad \text{implies} \quad h(g_{\nu\eta}^{(k)}, g_{\bar{\nu}\bar{\eta}}^{(t)}, \sigma_{\nu\eta\bar{\nu}\bar{\eta}}^{(kt)}) \ll \sum_{r=\bar{\nu}}^{\bar{\nu}+\bar{\eta}} (s_{1r}^{(t)})^2.
\]

In this section Conjecture 8.1 is proved for some special cases and preliminary results for the general case is discussed with some partial results.

We first examine the case corresponding to the exact Lanczos algorithm applied to \(A, q^1\). Let \(g_i = \min_{j \neq i} |\lambda_j - \lambda_i|\) be the separation of \(\lambda_i\) from the other eigenvalues. For Ritz values with small bottom elements of the corresponding eigenvectors the situation is simple.

**Lemma 8.1.** Exact Lanczos process for \(A, q^1\) is considered. Let \(\theta_j^{(k)}\) and \(\theta_r^{(n)}\) approximate the same eigenvalue \(\lambda_i, k < n < N,\) let

\[
\delta = \max\{\delta_{kj}, \delta_{nr}\} \ll g_i.
\]

Then

\[
m_j^{(k)} = m_r^{(n)} + n^{1/2} o\left(\frac{\delta}{g_i - \delta}\right).
\]

**Proof.** From Lemma 3.4

\[
|1 - \xi_{ij}^{(k)}| \leq \|z_j^{(k)} - \xi_{ij}^{(k)} u_i\| \leq \frac{\delta_{kj}}{\min_{\ell \neq i} |\lambda_\ell - \theta_j^{(k)}|} \leq \frac{\delta}{g_i - \delta},
\]

\[
|1 - \xi_{ir}^{(n)}| \leq \|z_r^{(n)} - \xi_{ir}^{(n)} u_i\| \leq \frac{\delta}{g_i - \delta},
\]

because \(|\lambda_i - \theta_j^{(k)}| \leq \delta, |\lambda_i - \theta_r^{(n)}| \leq \delta\), and consequently

\[
z_j^{(k)} = \xi_{ij}^{(k)} u_i + o\left(\frac{\delta}{g_i - \delta}\right) = \xi_{ir}^{(n)} u_i \cdot \frac{\xi_{ij}^{(k)}}{\xi_{nr}^{(n)}} + o\left(\frac{\delta}{g_i - \delta}\right) = z_r^{(n)} + o\left(\frac{\delta}{g_i - \delta}\right).
\]
Using the definition of Ritz vectors and the fact that the matrix $Q_n$ has orthonormal columns

$$Q_n \left[ s_r^{(n)} - \left( \begin{array}{c} s_j^{(k)} \\ 0 \end{array} \right) \right] = o \left( \frac{\delta}{g_i - \delta} \right)$$

$$|s_{1r}^{(n)} - s_{1j}^{(k)}| \leq \|s_{1r}^{(n)} - \left( \begin{array}{c} s_j^{(k)} \\ 0 \end{array} \right)\| \leq \|Q_n^T\| o \left( \frac{\delta}{g_i - \delta} \right) \leq n^{1/2} o \left( \frac{\delta}{g_i - \delta} \right).$$

Because of

$$|m_r^{(n)} - m_j^{(k)}| = |(s_{1r}^{(n)} - s_{1j}^{(k)})(s_{1r}^{(n)} + s_{1j}^{(k)})|$$

the proof is finished. □

Similarly for well separated Ritz value $\theta_r^{(n)}$.

**Lemma 8.2.** Exact Lanczos process for $A, q^1$ is considered. Let $\theta_j^{(k)}$ and $\theta_r^{(n)}$ approximate the same eigenvalue $\lambda_i, k < n \leq N$, let $\delta_{kj} \ll g_i$ and $\theta_r^{(n)}$ are well separated from the other Ritz values, i.e.

$$\min_{\ell \neq r} |\theta_r^{(n)} - \theta_\ell^{(n)}| \geq \gamma g_i \gg \delta_{kj}^{1/2}.$$  

Then

$$m_j^{(k)} = m_r^{(n)} + n^{1/2} \left[ \frac{\beta_{n+1}}{(\gamma g_i)^{1/2}} o \left( \frac{\delta_{kj}^{1/2}}{g_i - 2\delta_{kj}} \right) + o \left( \frac{\delta_{kj}}{g_i - \delta_{kj}} \right) \right]. \quad (8.4)$$

**Proof.** Using (2.1), (5.1)

$$\delta_{nr} \leq \beta_{n+1} \left( \frac{2\delta_{kj}}{g_i} \right)^{1/2} (\gamma g_i)^{1/2}$$

and repeating with slight modification the proof of Lemma 8.1 gives (8.4). □

For $n = N$ and $\theta_r^{(n)} = \lambda_i$ the result proved in Lemma 8.1 and 8.2 is rewritten in the next theorem.

**Theorem 8.1.** Exact Lanczos process for $A, q^1$ is considered. Let $\theta_j^{(k)}, 1 \leq k < N, 1 \leq j \leq k$ is close to some $\lambda_i$ so that

$$\delta_{kj} \ll g_i = \min_{\ell \neq i}(\lambda_\ell - \lambda_i).$$

Then

$$m_j^{(k)} = m_i + N^{1/2} o \left( \frac{\delta_{kj}}{g_i - \delta_{kj}} \right). \quad (8.5)$$
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Let now the Ritz value $\theta^{(n)}_r$ is not well separated. Then from the interlacing property there can be at most one other Ritz value, say $\theta^{(n)}_{r+1}$, approaching $\lambda_i$ and from the next lemma at least one of the values $\delta_{nr}$, $\delta_{nr+1}$ must be large.

**Lemma 8.3.** Exact Lanczos process for $A, q^1$ is considered. Let $\theta^{(n)}_r$, $\theta^{(n)}_{r+1}$ approach the same eigenvalue $\lambda_i$, $1 < n < N$, let

$$|\theta^{(n)}_r - \theta^{(n)}_{r+1}| \leq \vartheta g_i, \quad \vartheta \ll 1.$$  

Then

$$\max\{\delta_{nr}, \delta_{nr+1}\} = o\left(\frac{g_i(1 - \vartheta)}{n^{1/2}}\right). \quad (8.6)$$

**Proof.** Let $\max\{\delta_{nr}, \delta_{nr+1}\} \leq \xi \frac{g_i(1 - \vartheta)}{n^{1/2}}$, $\xi \ll 1$. Then analogously to the proof of Lemma 8.1

$$|1 - \xi^{(n)}_{ir}| \leq \|z^{(n)}_r - \xi^{(n)}_{ir} u_i\| \leq \frac{\xi}{n^{1/2}},$$

$$|1 - \xi^{(n)}_{ir+1}| \leq \|z^{(n)}_{r+1} - \xi^{(n)}_{ir} u_i\| \leq \frac{\xi}{n^{1/2}},$$

$$z^{(n)}_{r+1} = z^{(n)}_r + o\left(\frac{\xi}{n^{1/2}}\right).$$

Then

$$s^{(n)}_{r+1} = s^{(n)}_r + o(\xi) \quad \text{and} \quad |(s^{(n)}_{r+1}, s^{(n)}_r) - 1| = o(\xi)$$

which contradicts the orthonormality property of eigenvectors. \(\square\)

One would like to prove that in this case one of the values $\delta_{nr}, \delta_{nr+1}$ must be small, but the discussion of relations (5.1)–(5.4) in section 5 showed that this question remains open. We will analyze the situation in more detail. Let under the assumptions of Lemma 8.3 e.g. the original eigenvalue $\lambda_{i+1}$ is not approached by any Ritz value at the step $n$ and is well separated from the other eigenvalues so that

$$\left[\frac{\psi_n(\lambda_{i+1})}{\lambda_{i+1} - \theta^{(n)}_{r+1}}\right]^2 \gg (\psi_n(\theta^{(n)}_{r+1}))^2.$$
Then for any subsequent step \( t, n < t \leq N \) at which \( \lambda_{i+1} \) is sufficiently closely approximated by some \( \theta_{\ell}^{(t)} \) we receive from (3.13)

\[
m_{\ell}^{(t)} \leq \left[ \frac{\psi_n'(\theta_{\ell}^{(t)})(\theta_{\ell}^{(t)} - \theta_{r+1}^{(n)})}{\psi_n'(\theta_{\ell}^{(t)})} \right]^2 \sim \left[ \frac{\psi_n'(\theta_{r+1}^{(n)})(\lambda_{i+1} - \theta_{r+1}^{(n)})}{\psi_n'(\lambda_{i+1})} \right]^2 \ll 1
\]

i.e. the weight of \( \lambda_{i+1} \) must be small. This gives an indication how the strange situation from Lemma 8.3 might eventually occur in practical computation. We have not found this case in our experiments. For \( \theta_{r}^{(n)}, \theta_{r+1}^{(n)} \) sufficiently close

\[
\left| \frac{\psi_n'(\theta_{r}^{(n)})}{\psi_n'(\theta_{r+1}^{(n)})} \right| \sim 1
\]

and thus using (3.15) the weights \( m_{r}^{(n)}, m_{r+1}^{(n)} \) are inversely proportional to the values \( \delta_{nr}, \delta_{nr+1} \).

From Lemma 3.3, relation (3.22)

\[
(8.7) \quad s_{1\ell}^{(n)}(u_i, z_{\ell}^{(n)}) = \frac{\psi_n(\lambda_i)}{\lambda_i - \theta_{\ell}^{(n)}} \psi_n'(\theta_{\ell}^{(n)})(u_i, q^1).
\]

We give a bound for the terms \( s_{1\ell}^{(n)}(u_i, z_{\ell}^{(n)}), \ell \neq r, r+1 \). Let \( \max\{\delta_{nr}, \delta_{nr+1}\} = \kappa g_i(1 - \vartheta)/n^{1/2}, \kappa = o(1) \). Then using (6.5) with \( \epsilon_4 = 0 \)

\[
(8.8) \quad |(u_i, z_{\ell}^{(n)})| \leq \delta_{n\ell} \frac{\beta_n}{\kappa(1 - \vartheta)g_i} \leq \frac{n^{1/2} \beta_{n+1} \vartheta}{\kappa(1 - \vartheta)g_i}
\]

so

\[
(8.9) \quad \left| \sum_{\ell \neq r, r+1}^{n} s_{1\ell}^{(n)}(u_i, z_{\ell}^{(n)}) \right| \leq \left( \sum_{j=1}^{n} (s_{1\ell}^{(n)})^2 \right)^{1/2} \left( \sum_{j=1}^{n} (u_i, z_{\ell}^{(n)})^2 \right)^{1/2} \leq \frac{n \beta_{n+1} \vartheta}{\kappa(1 - \vartheta)g_i}.
\]

The result is summarized in the next theorem.

**Theorem 8.2.** Exact Lanczos process for \( A, q^1 \) is considered. Let \( \theta_{r}^{(n)}, \theta_{r+1}^{(n)} \) approach the same eigenvalue \( \lambda_i, 1 < n < N, 1 \leq r < n \), let

\[
|\theta_{r}^{(n)} - \theta_{r+1}^{(n)}| < \vartheta g_i, \quad g_i = \min_{\ell \neq i} |\lambda_{\ell} - \lambda_i|, \quad \vartheta \ll 1,
\]

\[
\max\{\delta_{nr}, \delta_{nr+1}\} = \kappa g_i(1 - \vartheta)/n^{1/2}, \quad \kappa = o(1).
\]
Then

\[(8.10) \quad m_i^{1/2} = |s_{1r}^{(n)}(u_i, z_r^{(n)}) + s_{1r+1}^{(n)}(u_i, z_{r+1}^{(n)})| + \frac{n\beta_{n+1}}{\kappa} o(\frac{\vartheta}{(1 - \vartheta)g_i}).\]

**Proof.** It is given by considering (8.9) with (3.19). \(\square\)

Note that the terms \(s_{1r}^{(n)}(u_i, z_r^{(n)})\) and \(s_{1r+1}^{(n)}(u_i, z_{r+1}^{(n)})\) have the same sign, which follows from (8.7). Using (3.16) the relation (8.10) is rewritten as

\[(8.11) \quad m_i^{1/2} = \beta_{n+1}|(u_i, q^{n+1})| \left| \frac{s_{1r}^{(n)} s_{nr}^{(n)}}{\lambda_i - \theta_r^{(n)}} + \frac{s_{1r+1}^{(n)} s_{nr+1}^{(n)}}{\lambda_i - \theta_{r+1}^{(n)}} \right| + \frac{n\beta_{n+1}}{\kappa} o(\frac{\vartheta}{(1 - \vartheta)g_i}).\]

That is all we are able to say about the case corresponding to the exact precision Lanczos run. We feel that the “point of discovery” idea introduced in [Parlett–87] might be used to cope with the case when \(\lambda_i\) is close to some other eigenvalues (and ideally – using the sequence of Jacobi matrices – it could be applied also to the finite precision case). This needs further extensive work.

Now we turn to the finite precision case. \(q^{k+1}\) cannot be expressed as polynomial in \(A\) applied to \(q^1\), there are no analogies of the related results for a finite precision Lanczos run. Supposing well separation of the Ritz value at some step we easily derive the analogy of Lemma 8.2.

**Lemma 8.4.** Finite precision process for \(A, q^1\) is considered. Let \(\theta_j^{(k)}, \theta_r^{(n)}\) approximate the same eigenvalue \(\lambda_i, 1 \leq k < n\), let

\[\delta_{kj} \ll g_r^{(n)} = \min_{\ell \neq r} |\theta_{\ell}^{(n)} - \theta_r^{(n)}|,\]

Then

\[(8.12) \quad m_j^{(k)} = m_r^{(n)} + n^{1/2} o \left( \frac{\delta_{kj}}{g_r^{(n)} - \delta_{kj}} \right).\]

**Proof.** Assume hypothetical exact Lanczos process for \(T_n, e^1\). (from Introduction this process produces exactly the same tridiagonal matrices like the original finite precision process for \(A, q^1\) in the steps 1 thru \(n\)). Applying Theorem 8.1 the proof is finished. \(\square\)

If we assume only a small values of bottom elements of the corresponding eigenvectors, things become more complicated. Let \(\theta_j^{(k)}, \theta_r^{(n)}\) approximate the same eigenvalue \(\lambda_i\), let
\[ \delta = \max \{ \delta_{ij}^{(k)}, \delta_{ir}^{(n)} \}, \text{ where } \delta_{ij}^{(k)}, \delta_{ir}^{(n)} \text{ are bounds for } |\lambda_i - \theta_j^{(k)}|, |\lambda_i - \theta_r^{(n)}| \text{ given by (1.6), let} \]

\[
n^{1/2} \|A\| \varepsilon_1 \leq \delta = \max \{ \delta_{kj}, \delta_{nr} \}
\]

\[
\delta \ll g_i = \min_{\ell \neq i} |\lambda_{\ell} - \lambda_i|.
\]

Then from Lemma 3.4

\[
\|z_j^{(k)} - \xi_{ij}^{(k)} u_i\| \leq \frac{2\delta}{g_i - \delta}, \|z_r^{(n)} - \xi_{ir}^{(n)} u_i\| \leq \frac{2\delta}{g_i - \delta}.
\]

Let the columns of \(Q_n\) are linearly independent, let \(0 < \sigma\) be the smallest singular value of \(Q_n\), let \(\xi = \min \{ \xi_{ij}^{(k)}, \xi_{ir}^{(n)} \} \gg \left( \frac{\delta}{g_i - \delta} \right)^{1/2} \). Then

\[
\left| \frac{m_r^{(n)}}{(\xi_{ir}^{(n)})^2} - \frac{m_j^{(k)}}{(\xi_{ij}^{(k)})^2} \right| \leq \frac{2}{\xi} \left| \frac{s_r^{(n)}}{(\xi_{ir}^{(n)})^2} - \frac{s_j^{(k)}}{(\xi_{ij}^{(k)})^2} \right| \leq \frac{2}{\xi} \left\| \frac{s_r^{(n)}}{(\xi_{ir}^{(n)})^2} - \frac{1}{\xi_{ij}^{(k)}} \left( s_j^{(k)} \right) \right\| \\
\leq \frac{2}{\xi^{1/2} \sigma} \left\| Q_n \left( \frac{1}{\xi_{ir}^{(n)}} s_r^{(n)} - \frac{1}{\xi_{ij}^{(k)}} \left( s_j^{(k)} \right) \right) \right\| \leq \frac{2}{\xi^{1/2} \sigma} \left\| z_j^{(k)} - \frac{z_r^{(n)}}{\xi_{ir}^{(n)}} \xi_{ij}^{(k)} \right\| \leq \frac{4}{\xi^{2} \sigma g_i - \delta}
\]

and finally

\[
(8.13) \quad \frac{m_r^{(n)}}{(\xi_{ir}^{(n)})^2} = \frac{m_j^{(k)}}{(\xi_{ij}^{(k)})^2} + \frac{4}{\xi^{2} \sigma} \left( \frac{\delta}{g_i - \delta} \right),
\]

which is some analogy of Lemma 8.1. This is of course a very weak result, because the assumption that the linear dependency among the columns of \(Q_n\) is well preserved is too strong. We show that if there are at some step \(n\) two Ritz values \(\theta_r^{(n)}\), \(\theta_{r+1}^{(n)}\) close to the same eigenvalue \(\lambda_i\) so that

\[
n^{1/2} \|A\| \varepsilon_1 \leq \delta = \max \{ \delta_{nr}, \delta_{nr+1} \} \ll g_i,
\]

then the linear independency among the columns of \(Q_n\) is lost enough to make (8.13) worthless. Indeed, from the derivation of (8.13)

\[
(8.14) \quad \sigma \leq \frac{2}{\xi} \left\| \frac{s_r^{(n)}}{(\xi_{ir}^{(n)})^2} - \frac{s_{r+1}^{(n)}}{(\xi_{ir+1}^{(n)})^2} \right\| \leq \frac{\delta}{g_i - \delta} \leq \frac{4}{\xi^{2} \sigma g_i - \delta}
\]

where the right inequality is valid because \(s_r^{(n)}\) and \(s_{r+1}^{(n)}\) are orthogonal. We note at this point one interesting experimental observation we have made. We met \(\|z_r^{(n)}\| \ll \|z_{r+1}^{(n)}\|\)
(or \( \|z_r^{(n)}\| \gg \|z_{r+1}^{(n)}\| \)) very rarely in our experiments and if it occurred, then the weights of the corresponding clustered Ritz values were almost equivalent. We have not clarified this observation theoretically.

In the finite precision case we have no termination property so no analogy of Theorem 8.1 can be proved in a way similar to the exact case.

The hard result proved by Greenbaum [Greenbaum–89, (8.21)] relates the original weights \( m_i, \ i = 1, 2, \ldots, N \), to the weights of the corresponding clusters produced in the final step of the exact Lanczos process for \( \bar{A}, \bar{q}_1 \), where \( \bar{A} \) is some larger matrix with the eigenvalues clustered around the original \( A \)’s eigenvalues. It can be combined with Conjecture 8.2 to prove Conjecture 8.1 and the trouble with the finite termination is thus avoided. But there is still a need for a proof of Conjecture 8.2. We try to use (3.19) and develop some analogy of Theorem 8.2. This theorem is based on Lemma 8.3 which again cannot be extended to the finite precision Lanczos. Note that in the exact case the cluster of Ritz values might occur only occasionally and is “unstable”, while in the finite precision case we cope with “stable” and “growing” clusters.

Let \( B_i^{(k)} = \{\theta_{i}^{(k)}, \ldots, \theta_{i+\eta}^{(k)}\} \) be a nonempty set of Ritz values approximating \( \lambda_i \) defined in Conjecture 8.1, let \( d_i^{(k)} \ll g_i^{(k)} \). Let \( J \) be the set of indices \( \{\nu, \ldots, \nu + \eta\} \), \( \eta \geq 1 \), \( \lambda_i \in (\theta_{\nu}^{(k)}, \theta_{\nu+\eta}^{(k)}) \), \( K = \{1, 2, \ldots, \nu - 1, \nu + \eta + 1, \ldots, k\} \). Using (3.19)

\[
(u_i, g^1) = \sum_{j \in J} s_{1j}^{(k)}(u_i, z_j^{(k)}) + \sum_{j \in K} s_{1j}^{(k)}(u_i, z_j^{(k)}).
\]

(8.15)

The first sum is determined by the cluster itself. The last sum account for the effect of the other Ritz values, which are supposed to be well separated from the cluster. For any \( j \in K \) (using 3.17 and supposing \( \delta_{kj} \geq \varepsilon_4 \))

\[
|(u_i, z_j^{(k)})| = o(\delta_{kj}/g_i^{(k)}).
\]

Let for a given small \( \zeta, K_+ = \{j \in K, \delta_{kj} \leq \zeta g_i^{(k)}/k^{1/2}, 0 < \zeta \ll 1\} \), \( K_- = K \setminus K_+ \). Then clearly

\[
\left| \sum_{j \in K_+} s_{1j}^{(k)}(u_i, z_j^{(k)}) \right| = o(\zeta).
\]

(8.16)

We are not able to say anything about the sum over \( K_- \) in the case \( \delta_{k\ell} \ll 1, j \in J \). If for at least one \( \ell \in J \) the value \( \delta_{k\ell} \) is large, i.e.

\[
\max_{\ell \in J}(\delta_{k\ell}) \geq \tau g_i^{(k)} / k^{1/2}, \quad \tau \gg 0,
\]
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then we have in fact the situation which is assured by Lemma 8.3 for the exact case and using (6.5)

$$\left| \sum_{j \in K^-} s_{1j}^{(k)} (u_i, z_j^{(k)}) \right| \leq k^{1/2} \frac{2\beta_{k+1}}{\max_{\ell \in J} (\delta_{k\ell})} \frac{d_i^{(k)}}{g_i^{(k)}} + \varepsilon_4$$

and supposing $d_i^{(k)} \geq \varepsilon_4$

$$| (u_i, q^1) | = \left| \sum_{j \in J} s_{1j}^{(k)} (u_i, z_j^{(k)}) \right| + o(\zeta) + k\beta_{k+1} o \left( \frac{d_i^{(k)}}{\tau (g_i^{(k)})^2} \right),$$

(3.17)

i.e. if for at least one Ritz value in the sufficiently tight and well separated cluster $\delta_{kj}$ is not small, than the $|(u_i, q^1)|$ is a small perturbation of the sum

$$\left| \sum_{j \in J} s_{1j}^{(k)} (u_i, z_j^{(k)}) \right| .$$

This is of course a very partial result. The question remains open and needs further work.
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