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Abstract. We present a numerical study of quasiconvexity for some functions of the type $f(\xi) = g(\|\xi\|^2, \det \xi)$, where $\xi$ is a $2 \times 2$-matrix. The corresponding global optimization problems are solved using a simulated annealing-like algorithm. The computations strongly indicate that the considered functions are quasiconvex if and only if they are rank-one convex. Relation to Morrey's conjecture, various applications and implementation problems are discussed.
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1. Introduction
The goal of this paper is twofold, namely

- introduction and study of a global minimization algorithm,
- (numerical) determination of quasiconvexity and application of the method to examples related to Morrey's conjecture (see below).

The first point will lead to the development, test and use of a general algorithm of global minimization based on ideas ranging from quantum mechanics and stochastic differential equations (see [chs], [gi] or [gm]) to more traditional descent methods (gradient or conjugate gradient algorithms). The second point has been a major open problem in the Calculus of Variations for forty years. Recently, Šverák [sv] verified Morrey's conjecture in the three dimensional case; we will thus focus the application of our algorithm on the two dimensional case which is still open.

Let us be more specific. Consider the following minimization problem

(1.1) \[ \min\{I(u), u \in W^{1,\infty}_0(\Omega; \mathbb{R}^2)\} \quad \text{with} \quad I(u) = \int_{\Omega} f(\nabla u(x)) \, dx, \]

where $\Omega \subset \mathbb{R}^2$ is an open bounded set and $f : \mathbb{R}^{2 \times 2} \to \mathbb{R}$ is a continuous function; $W^{1,\infty}_0(\Omega; \mathbb{R}^2)$ denotes the space of $\mathbb{R}^2$-valued Lipschitz functions vanishing on the boundary $\partial \Omega$. For a very large class of problems (for instance, nonlinear elasticity), the classical
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method which consists in solving the Euler equation $I'(u) = 0$ fails, essentially because of the complexity of the involved calculations. The only available tool consists then in establishing the weak lower semicontinuity of $I$. This latter property is known to be equivalent to the quasiconvexity of $f$ (see e.g. [da]). For the sake of completeness, let us recall the two following definitions

$f$ is said to be quasiconvex if

$$f(\xi) \leq \frac{1}{|\Omega|} \int_{\Omega} f(\xi + \nabla \phi(x))dx, \quad \forall \xi \in \mathbb{R}^{2 \times 2}, \forall \phi \in W^{1,\infty}_0(\Omega; \mathbb{R}^2);$$

$f$ is said to be rank-one convex if

$$f(\lambda \xi + (1-\lambda)\eta) \leq \lambda f(\xi) + (1-\lambda)f(\eta),$$

$$\forall \lambda \in [0,1], \forall \xi, \eta \in \mathbb{R}^{2 \times 2}, \det(\xi - \eta) = 0.$$ 

It turns out that it is usually extremely difficult to establish the quasiconvexity of a function. The notion of rank-one convexity is known to be slightly weaker (i.e. "quasiconvexity $\Rightarrow$ rank-one convexity", see e.g. [da]). It was conjectured by Morrey (see [mo]), that $f$ rank-one convex $\not\Rightarrow f$ quasiconvex. This problem is still open in the two dimensional case. Numerous attempts have been made to construct examples of functions which are rank-one convex but not quasiconvex (see [ad], [ddgr]). The complexity of the involved calculations have not yet permitted their complete analytical study (the example of Šverák seems to be purely three-dimensional and not "translatable" to a two dimensional setting). As will be seen from the computations, the numerical analysis is quite an efficient tool with which to study this problem.

From a numerical point of view, a quasiconvexity test will consist in the global minimization of a functional in some space $\mathbb{R}^p$. The algorithm we consider here is, in essence, not new and can be related to some kind of Monte Carlo method. The idea is based on the annealing process in which one goes from one configuration of a system to a more "stable" one by heating and then cooling down very slowly. In this frame, the unknown function in the optimization problem is viewed as the state of an imaginary physical system whose energy has to be minimized. Results of convergence towards global minimima have been established, and the optimal annealing schedule (i.e. the way to change the "temperature" in order to reach equilibrium as fast as possible) is known. We refer the reader to [gi] (see also [chs] and [gm]).

Algorithms based on these ideas are referred to as simulated annealing methods (SA), and can be applied to a huge class of minimization problems. However, to our knowledge and much to our surprise, closely related methods have only been used for solving much more simple problems than the one we are interested in here (see e.g. [apz] for some low
dimensional applications; see also [lm] where a crude version of SA, namely the Metropolis algorithm, has been successfully used for a “real life” problem). On the other hand, there exists in the literature several computational and numerical studies of quite complicated variational problems (see e.g. [cck], [cl], [gr]) but the emphasis is on the use and convergence of the finite element method (i.e., in the case of problem (1.1), the construction of finite dimensional spaces approximating functions in $W_0^{1,\infty}$) rather than on the much more involved issue of the actual global minimization of the functional.

The outline of the paper is as follows. In section 2, we introduce and analyze the spatial discretization using the Finite Element method. The simulated annealing method is discussed in section 3. We present the examples considered in this paper in section 4. Some theoretical results are recalled. In section 5, the detailed numerical test of quasiconvexity is introduced. The method is evaluated and the numerical results presented and discussed. Section 6 is devoted to concluding remarks. Finally, in the appendix, a PDE approach to the simulated annealing method is considered.

2. Discretization

In this section, we analyze the discretization of the problem (1.1) by the finite element method.

Let $\{T_h\}$ be a family of regular triangulations of $\Omega$, $h$ being the size of the mesh. For the sake of simplicity, we assume that $\Omega$ is polygonal and $\tilde{\Omega} = \cup_{K \in T_h} K$. We set

$$V_h = \{ \phi : \Omega \to \mathbb{R}, \phi \in C^0(\tilde{\Omega}), \phi|_K \in \mathcal{P}_1(K), \phi = 0 \text{ on } \partial \Omega \},$$

$$W_h = V_h^2,$$

$$\text{Aff}_0(\Omega; \mathbb{R}^2) = \{ \phi \in W_0^{1,\infty}(\Omega; \mathbb{R}^2), \phi \text{ piecewise affine} \},$$

$\mathcal{P}_1$ being the space of polynomials of degree 1. For any $\xi \in \mathbb{R}^{2 \times 2}$, we introduce the notations

$$Q_f(\xi) = \inf \left\{ \frac{1}{|\Omega|} \int_{\Omega} f(\xi + \nabla u(x)) dx, u \in W_0^{1,\infty}(\Omega; \mathbb{R}^2) \right\},$$

$$Q'_f(\xi) = \inf \left\{ \frac{1}{|\Omega|} \int_{\Omega} f(\xi + \nabla u(x)) dx, u \in \text{Aff}_0(\Omega; \mathbb{R}^2) \right\},$$

$$Q_h f(\xi) = \inf \left\{ \frac{1}{|\Omega|} \int_{\Omega} f(\xi + \nabla u(x)) dx, u \in W_h \right\}.$$

We have the following result.

**Lemma 2.1.**

\begin{align*}
\text{(2.1)} & \quad Q_f(\xi) = Q'_f(\xi) \quad \forall \xi \in \mathbb{R}^{2 \times 2}, \\
\text{(2.2)} & \quad \lim_{h \to 0} Q_h f(\xi) = Q_f(\xi) \quad \forall \xi \in \mathbb{R}^{2 \times 2}.
\end{align*}
Proof. The relation (2.1) is proved in [da], p.207–212. It is then not difficult to establish (2.2) (see [bc]). \]

\textbf{Remark 2.1.} Let us point out that in the scalar case (i.e., } u \in W^{1,\infty}_0(\Omega; \mathbb{R}) \text{ and } f : \mathbb{R}^2 \to \mathbb{R}, \text{ it is possible to prove that } Q_h f(\xi) \text{ tends to } Q f(\xi) \text{ as } h^{1/2}, \text{ provided that } \frac{f(\xi)}{\|\xi\|} \underset{|\xi| \to \infty}{\longrightarrow} +\infty \text{ (see [bc]). To our knowledge, there is no such result in the present vectorial case. Finally, we recall that } Q f \text{ does not depend on } \Omega \text{ (see [da]).} \]

We now turn to the elaboration of a numerical test of quasiconvexity. We will restrict ourself to homogeneous functions } f, \text{ i.e., such that there exists a real number } p \text{ with}

\begin{equation}
(2.3) \quad f(\lambda \xi) = \lambda^p f(\xi) \quad \forall \lambda > 0.
\end{equation}

We set

\[ J(\xi, \phi) = \int_{\Omega} (f(\xi + \nabla \phi(x)) - f(\xi)) dx. \]

The quasiconvexity of } f \text{ is then equivalent to}

\begin{equation}
(2.4) \quad \inf_{\xi \in \mathbb{R}^{2 \times 2}} \inf_{\phi \in W^{1,\infty}_0(\Omega; \mathbb{R}^2)} J(\xi, \phi) = 0.
\end{equation}

Let us remark that by (2.3), the left member of the previous relation is either 0 or \(-\infty\).

We say that } f \text{ is } h\text{-quasiconvex if}

\begin{equation}
(2.5) \quad \inf_{\xi \in \mathbb{R}^{2 \times 2}} \inf_{\phi \in W_h} J(\xi, \phi) = 0.
\end{equation}

The lemma 2.1 justifies such a denomination.

By allowing a slight stretch in the notation, a function } \phi \text{ in } W_h \text{ is identified with the } 2 \times N\text{-matrix of its values at the nodes of } T_h, \text{ } N \text{ being the number of the nodes. The } 2 \times (N + 2)\text{-matrix corresponding to } (\xi, \phi) \text{ is then denoted } \Phi \text{ and (2.5) becomes}

\begin{equation}
(2.6) \quad \inf_{\Phi \in \mathbb{R}^{2 \times (N+2)}} J(\Phi) = 0.
\end{equation}

\textbf{3. Numerical optimization}

In this section, the algorithm of minimization is introduced and studied.

We are interested in the numerical resolution of the following problem

\begin{equation}
(3.1) \quad \inf_{\Phi \in \mathbb{R}^p} J(\Phi),
\end{equation}
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for a family of functions $J$ as large as possible (see e.g. (2.6)).

The traditional algorithms of descent (gradient or conjugate gradient methods) are essentially based first, on the observation that solutions to the following time dependent equation

$$\frac{d\Phi}{dt}(t) = -\nabla J(\Phi(t)), \quad t > 0,$$

(3.2)

(where $\nabla$ denotes the derivative with respect to $\Phi$) tend to local minima of $J$ as $t$ tends to infinity, and secondly on the discretization of this equation by a single Euler forward scheme, i.e.,

$$\Phi^{k+1} = \Phi^k - \tau^k \nabla J(\Phi^k),$$

(3.3)

where the time steps, $\tau^k$, may or may not be "optimized." A major drawback suffered by this approach is that it is obviously local; the missing part in (3.2), i.e., the choice of the initial condition, plays a central role.

**Remark 3.1.** Such methods may, nevertheless, be used for general problems, but with the two possible major restrictions:

- to repeat the computations for a large number of initial conditions (the hope being that one will eventually choose a starting point in the "basin of attraction" of a global minimizer);

- to have an a priori knowledge of the solution (!) or other closely related informations (e.g. Young measures associated to minimizing sequences, see e.g. [cl2]).

If one aims at finding global minimizers, starting with "arbitrary" initial conditions, one obviously has to be able to overcome potential barriers (i.e., "to climb hills"). In order to do this, we introduce a perturbation in the relation (3.2) in the form of a stochastic fluctuation

$$d\Phi(t) = -\nabla J(\Phi(t))dt + \sqrt{2\theta(t)}dw(t),$$

(3.4)

where the "temperature" $\theta(t)$ is a given annealing rate and $w(t)$ is a standard Brownian motion in $\mathbb{R}^p$. We refer the reader to [sc], chap. 8, for various comments on the physical significance of (3.4).

Using stochastic analysis techniques, it is possible to prove, for suitable functions $J$ and $\theta$, that $\Phi$, solution of (3.4), tends to a global minimizer "in some probabilistic sense" (see e.g. [chs], [gi] or [gm]). These results are beyond the scope of this paper, and we refer the reader to the abovementioned papers for more details (see also the naive approach
presented in the appendix). Let us however remark that, central in these papers, is the fact that the annealing rate \( \vartheta(t) \) has to be very slowly decreasing in order to ensure convergence. We accordingly choose

\[
(3.5) \quad \vartheta(t) = \frac{c}{\log(2 + t)}, \quad c \geq 0.
\]

The minimizing algorithm is then:

\[
(3.6) \quad \begin{cases}
\Phi^{k+1} = \Phi^k - \tau^k g^k + \sqrt{2\vartheta(t^k)}\tilde{w}^k, \\
\Phi^0 = \Phi_0,
\end{cases}
\]

where \( \vartheta \) is given by (3.5) and \( g^k \) is given by

\[
g^k = \nabla J(\Phi^k) \quad \text{or} \quad g^k = \nabla J(\Phi^k) + \beta^k g^{k-1},
\]

where \( \beta^k = \frac{\nabla J(\Phi^k) - \nabla J(\Phi^{k-1})}{\|\nabla J(\Phi^{k-1})\|^2} \), i.e., using respectively the gradient or conjugate gradient algorithm. Moreover, we have set in (3.6) \( t^k = \sum_{i=0}^{n-1} \tau^i \), where the time steps \( \tau^k \) are experimentally determined; \( \tilde{w}^k = w(t^{k+1}) - w(t^k) \) is a randomly generated vector in \( \mathbb{R}^p \) such that \( \tilde{w}^k \in [-1, 1]^p \) and \( \Phi_0 \in \mathbb{R}^p \) is an initial condition.

4. The examples of Dacorogna & Marcellini

In this section, we consider functionals of the type (1.1) where \( f : \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R} \) is as follows

\[
(4.1) \quad f(\xi) = g(|\xi|^2, \det \xi),
\]

form some function \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) and where \( | \cdot | \) denotes the euclidean norm. Such functions are important in elasticity or in optimal design (see [da], appendix, or [ks]).

Our first and principal example will be functions of the type

\[
(4.2) \quad f(\xi) = |\xi|^{2\alpha}(|\xi|^2 - 2\gamma \det \xi) \quad \alpha \geq 1/2, \gamma \in \mathbb{R}.
\]

Let us recall the following result.

**Theorem 4.1.** Let \( f \) be given as in (4.2), with \( \alpha = 1 \). Then

- \( f \) convex \( \iff |\gamma| \leq \frac{2}{3} \sqrt{2} \),
- \( \exists \varepsilon > 0 \) such that \( f \) quasiconvex \( \iff |\gamma| \leq 1 + \varepsilon \),
- \( f \) rank-one convex \( \iff |\gamma| \leq \frac{2}{\sqrt{3}} \).
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Proof. See [ad], theorem 1. □

The most difficult point in the above result is obviously the quasiconvexity. We give in the next section an estimation of the parameter $\varepsilon$.

The general case (4.2) is treated in [ddgr], theorem 1.8, where necessary and sufficient conditions for rank-one convexity are established. Optimal quasiconvexity conditions are unknown and will be numerically determined in the next section.

In a second example, the following kind of functions is studied

\begin{equation}
(4.3) \quad f(\xi) = |\xi|^{2\alpha} - 2^{\alpha-1} \gamma |\det \xi|^{\alpha}.
\end{equation}

Rank-one convexity conditions for the above functions $f$ are established in [ddgr], theorem 1.6. Here also, no quasiconvexity condition is known.

5. Numerical results

In this section, we first briefly evaluate the simulated annealing method (SA) with respect to other more traditional descent methods. The examples of the previous section are used as a bench-mark. In a second part, we discuss computational results showing that those functions are "$h$-quasiconvex" if and only if they are rank-one convex.

Throughout this section, we set $\Omega = (0,1)^2$ and $T_h = \{K_{l,m,p}, 1 \leq l,m \leq N, p = 1,2\}$ where $K_{l,m,1}$ (resp. $K_{l,m,2}$) is the triangle with vertices $(lh,(m-1)h)$, $((l-1)h,mh)$ and $((l-1)h,(m-1)h)$ (resp. $(lh,mh)$) and where $h = 1/N$.

As pointed out in [gi], the optimal annealing schedule is determined by the competition between the two following effects

- if the temperature is lowered too abruptly, the solution may get stuck in some local minimum ("adiabatic" effect);
- if the temperature is lowered too slowly, the convergence (if any) towards a global minimum might be too slow to be of any practical use ("supercooling" effect).

In our case, the speed of cooling is measured by the coefficient $c$ in (3.5). The value $c = 0$ corresponds to the traditional descent algorithms.

We now illustrate the previous remark by considering the algorithm (3.5), (3.6) applied to the example (4.2) with $\alpha = 1, \gamma = 1.4$. The functional is defined according to (2.6) and we use $\tau = 10^{-4}$ and $N = 20$. According to theorem 4.1, the continuous corresponding functional is not quasiconvex and thus we should find

\begin{equation}
(5.1) \quad \inf_{\Phi \in \mathbb{R}^{2N+2}} J(\Phi) = -\infty.
\end{equation}

In view of figure 1, the traditional method does not "converge" after the 1000 displayed iterations (in this example, $J$ becomes negative after $\approx 1400$ iterations). On the other hand, SA gives very satisfactory answers after only a few hundred iterations.
Figure 1. Simulated annealing with $c = 0, 10^{-6}, 10^{-4}, 10^{-3}$ (example 4.2 $\alpha = 1, \gamma = 1.4$).

If the annealing coefficient $c$ is further increased, then oscillations appear and rapidly lead to an overflow.

**Remark 5.1.** The algorithm is actually very sensitive to the way random numbers are generated. This could somehow render the algorithm quite "machine dependent" (at least if one uses a built-in random number generator). For instance, we use in this paper a generator of the type GFSR (generalized feedback shift register) with period $2^{521} - 1$, see [ri], appendix; this leads to a substantial improvement with respect to the algorithm obtained in conjunction with the built-in random number generator RANF provided by CRAY (which has a period of $2^{48} - 1$). The computations presented below have been obtained on a CRAY-2/4-512. [1]

Let us conclude this brief evaluation by the following remarks. The advantages and disadvantages of SA versus the classical descent methods have to be analyzed and weighed from case to case. For instance, for convex optimization problems, there is no point in adding some fluctuation terms in the algorithm. On the other hand, the more "nonconvex" the functional is, the more needed those terms will be. We doubt that any much more precise, definite and serious statement can be offered in the general case.

The applications presented hereafter are indeed a perfect example of a "mixed" approach, where traditional and stochastic algorithms are both used to solve a same problem.
We now consider the application of SA to the examples of Dacorogna & Marcellini (see section 4). As recalled in the previous section, necessary and sufficient conditions for rank-one convexity are known if $f$ is given by (4.2) (or (4.3)). Our goal is to find if there exists a rank-one convex function which is not quasiconvex.

Roughly speaking, the strategy is as follows: if $\gamma$ is “large” (see e.g. theorem 4.1), then the function is not rank-one convex and thus not quasiconvex; consequently, for “large” $\gamma$, the relation (5.1) has to be found. Therefore, for various fixed values of $\alpha$, we are looking for the smallest $\gamma$, denoted $\gamma_h^*$ such that (5.1) is satisfied. The theoretical critical value for rank-one convexity is denoted $\gamma_r$. Three cases are then possible.

- $\gamma_h^*$ is much larger than $\gamma_r$: the numerical test is not precise enough (since, neglecting numerical errors, $\gamma_h^*$ has to satisfy $\gamma_h^* \leq \gamma_r$, see also remark 5.2);
- $\gamma_h^*$ is reasonably close to $\gamma_r$: this would tend to imply that the function is quasiconvex if and only if it is rank-one convex;
- $\gamma_h^*$ is smaller than $\gamma_r$.

Remark 5.2. Even if the continuous function was such that $\gamma^* = \gamma_r$ (where $\gamma^*$ is the largest number such that $f$ is quasiconvex), we should have $\gamma_h^* \approx \gamma^*$ because of the “convexifying” effect of the discretization itself. 

For a given fixed value of $\alpha$ in (4.2) or (4.3), the numerical test of quasiconvexity is as follows:

0. Choose $h$ and $\gamma$ ($\gamma \geq \gamma_r$)
1. Initialize $\Phi^0, k = 0$
2. Compute $\nabla J(\Phi^k)$
3. Compute $\Phi^{k+1}$ according to (3.5), (3.6)
4. If $J(\Phi^{k+1}) \ll 0$ (non quasiconvexity) then
   set $\gamma \leftarrow \gamma - \delta \gamma, \Phi^0 \leftarrow \Phi^{k+1}, k = 0$
   go to 2
else
   set $k \leftarrow k + 1$
   go to 2 (till # iterations = max)
endif .

Some comments are in order. First, SA is most useful for going from the initial condition to a well where a global minimum lies. This means that after a first successful
computation with a value $\gamma$, one can, if the decrement $\delta \gamma$ is small, switch off the noise term afterwards (the hope being that the structure of $J$ does not change too much if $\gamma$ is slightly changed). Secondly, the use of SA is here more than a mere numerical gadget. Indeed, for small $h$ and large $\alpha$, for instance, the functional is so steep that an arbitrary choice of an initial condition leads to unsolvable numerical problems (the energy being simply too large to be efficiently numerically handled). A natural choice for the initial condition is then $\Phi^0 = (\xi^0, 0)$, where $\xi^0$ is any $2 \times 2$ matrix. It is easy to check that $\Phi^0$ is a local minimum of $J$ and satisfies $J(\Phi^0) = 0$. Contrary to traditional methods, SA allows us to start from such a local minimum without getting stuck there (see figure 2).

![Graph showing the function $J$ with different values of $c$.](image)

**Figure 2.** SA started at a local minimum (example 4.2).

The results of the quasiconvexity test are shown in the following table.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$h=1/20$</th>
<th>$h=1/30$</th>
<th>$h=1/40$</th>
<th>$\gamma_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 1$</td>
<td>1.1571</td>
<td>1.1553</td>
<td>1.1550</td>
<td>1.1547</td>
</tr>
<tr>
<td>$\alpha = 2$</td>
<td>0.9906</td>
<td>0.9896</td>
<td>0.9894</td>
<td>0.9889</td>
</tr>
<tr>
<td>$\alpha = 6$</td>
<td>0.9759</td>
<td>0.9754</td>
<td>0.9753</td>
<td>0.9751</td>
</tr>
</tbody>
</table>

Example 4.2 : values of $\gamma_h^*$. 
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The above results have been obtained by starting with values of $\gamma$ such that the corresponding function is "seriously non quasiconvex". Typically, 10 to 15 decreasing values of $\gamma$ are used and for each of these values several thousand iterations are needed.

The values of $\gamma_h^*$ in the above table are such that : for the value itself, non quasiconvexity has been observed, moreover if the last digit is diminished by one unit, $J(\Phi^k)$ is still positive for $k = 10000$. The agreement between the computed values and the theoretical values for rank-one convexity (see section 4) is very good. The considered functions seem thus to be quasiconvex if and only if they are rank-one convex, i.e., $\lim_{h \to 0} \gamma_h^* = \gamma_r$.

In figure 3, level curves of one of the two components of the unknown $\phi$ are represented for various values of $h$. The picture shows that, as the mesh is refined, new modes appear that were not allowed with coarser meshes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3}
\caption{Level curves of the first component of $\phi$ for $h = 1/20, 1/24, 1/30, 1/40$ (example 4.2 $\alpha = 1, \gamma = 1.158$).}
\end{figure}

In all the above cases, the solution is obviously affected by various "mesh effects." The following question naturally arises : have we really found a "minimizer" when we claim that the function is quasiconvex (or more precisely "h-quasiconvex")? Would we still observe quasiconvexity if the number of iterations is further increased or the mesh refined? We strongly believe it is the case, and the agreement between the theoretical values for rank-one convexity and the experimental values for quasiconvexity observed in
the above table is more than a mere coincidence.

The figure 4 backs this belief. The time at which \( J \) becomes negative goes to infinity as \( \gamma \) decreases. We should however point out that the curves in figure 4 have been obtained by taking the same initial condition for each value of \( \gamma \) (which is not consistent with our algorithm).

In the case of the example 4.3, the numerical results are of the same nature, although more delicate to obtain (the "tricky" determinant term is here more dominant). The results for a mesh size \( h = 1/20 \) are given in the following table.

<table>
<thead>
<tr>
<th>( \alpha = 3 )</th>
<th>( \gamma_r = 1.2946 )</th>
<th>( \gamma_r = 1.2926 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 4 )</td>
<td>( \gamma_r = 1.4237 )</td>
<td>( \gamma_r = 1.4169 )</td>
</tr>
</tbody>
</table>

Example 4.3: values of \( \gamma_h^* \).

Here also, the numerical results suggest that the considered functions are quasiconvex if and only if they are rank-one convex.
6. Conclusions
We have successfully used the simulated annealing method (SA) in the framework of a numerical test of quasiconvexity. The algorithm has been tested for functions which were considered in relation to Morrey's conjecture (i.e., possible candidates for non quasiconvex functions which are rank-one convex).

The computations strongly suggest that those functions are quasiconvex if and only if they are rank-one convex, leaving thus Morrey's conjecture unanswered in dimension 2, but ruling out a family of possible candidates. The generality of this "result" is difficult to evaluate and the general case \( f(\xi) = g(|\xi|^2, \det \xi) \) undoubtedly deserves further studies, despite the theoretical and numerical difficulties.

As far as the numerical method is concerned, the following remarks are worth considering. First, SA allows a lot of freedom in the choice of a starting point without getting stuck in some local minimum (even local minima are possible as initial conditions). In the case of "nasty" functionals, we have shown that, properly tuned, it works far better than the classical descent methods: SA allows the iteration to follow "the short way". The second point is that SA may turn out to be quite tricky to tune. This, in our view, constitutes its main disadvantage, but it should not prevent its broader use in the framework of global optimization.

Finally, we have focused here on an application of numerical analysis to mathematics. However, and not surprisingly, the problems encountered (global optimization, mesh effects,...) are by no means limited to this theoretical frame.
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Appendix: a naive PDE approach to Simulated Annealing

To fix the ideas and for the sake of completeness, we briefly present a sketch proof of convergence of the simulated annealing method. The following approach has been suggested in [gi] to which we refer for further details. We give here only formal arguments.

Let us consider once again the stochastic differential equation

\[(a.1)\quad d\Phi(t) = -\nabla J(\Phi(t))dt + \sqrt{2\theta(t)}dw(t), \quad \Phi(0) = \Phi_0 \in \mathbb{R}^p.\]

We refer the reader to [fr] or [sc] for existence and uniqueness results of a Markov process solution to (a.1).

For any Borel set \(A \subset \mathbb{R}^p\), we define

\[P(0, \Phi_0, t, A) = P\{\Phi(t) \in A\},\]

where \(P\{\cdot\}\) is the probability of \(\cdot\) and \(P(0, \Phi_0, t, A)\) is the transition probability of \(\Phi(t)\).

**Lemma.** If \(\theta : \mathbb{R} \to \mathbb{R}^+\) and \(\nabla J : \mathbb{R}^p \to \mathbb{R}^p\) are bounded, continuous, uniformly Lipschitz continuous on compact subsets of \(\mathbb{R}\) and \(\mathbb{R}^p\) respectively, then

\[P(0, \Phi_0, t, A) = \int_A \rho(x, t)dx,\]

where the transition probability density \(\rho = \rho(x, t)\) satisfies the Fokker-Planck equation

\[(a.2)\quad \frac{\partial \rho}{\partial t} - \theta(t)\Delta \rho - \nabla \cdot (\nabla J \rho) = 0,\]

\[\lim_{t \to 0} \rho(\cdot, t) = \delta_{\Phi_0},\]

where \(\delta_{\Phi_0}\) is the Dirac mass at \(\Phi_0\).

**Proof.** See e.g. [fr], chap. 6. \(\square\)
Let us now for the sake of the argument, assume \( \vartheta(t) = \vartheta = \text{constant} \). We also consider the linear operator \( \mathcal{L}_\vartheta = -\vartheta \Delta - \nabla \cdot (\nabla J \cdot \cdot) \). If \( \int_{\mathbb{R}^p} \exp(-J(z)/\vartheta) dz = m_\vartheta < \infty \), then \( \rho_0(z) = \frac{1}{m_\vartheta} \exp(-J(z)/\vartheta) \) is a density that satisfies \( \mathcal{L}_\vartheta \rho_0 = 0 \).

We next (formally) write \( \rho \) as an eigenfunction expansion

\[
(a.3) \quad \rho(x, t) = \rho_0(x) + \sum_{n=1}^{\infty} \rho_n(x) \rho_n(\Phi_0) \exp(-J(x)/\vartheta) e^{-\lambda_n t},
\]

where \( \lambda_n \) and \( \rho_n \) denote the \( n \)-th eigenvalue and eigenvector of \( \mathcal{L}_\vartheta \), i.e.

\[
(a.4) \quad -\vartheta \Delta \rho_n - \nabla \cdot (\nabla J \rho_n) = \lambda_n \rho_n, \quad \int_{\mathbb{R}^p} \rho_n(x) dx = 1.
\]

In (a.3), the function \( \rho_0 \) is the eigenfunction corresponding to the first eigenvalue \( \lambda_0 = 0 \). Under reasonable assumptions upon \( J \) (see e.g. [gi]), we have \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \). Consequently, we get

\[
\rho(x, t) \xrightarrow{t \to \infty} \rho_0(x).
\]

It remains to study the behavior of \( \rho_0 \) as \( \vartheta \to 0 \). Using the Taylor formula, it is possible to prove, in the case of a suitable multiple well function \( J \) for instance, that \( \rho_0 \) tends in the distribution sense to a sum of Dirac masses, each of which is concentrated on a global minimizer of \( J \), with a weight proportional to the "width" of the corresponding well (see e.g. [apz]).

The general case \( \vartheta = \vartheta(t) \) requires more technicalities and we refer the reader to [gi] and the references quoted therein, where convergence results are obtained for functions \( \vartheta \) satisfying (3.5).
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