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Modern portfolio theory establishes

- A necessity for a forecasted reward
- ...and a specified risk over this same period.
- These two quantities are balanced against each other in some ‘optimal’ way.

In the final analysis, the vagueness of the above is why portfolio optimization is a tool rather than a solution.
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Markowitz in 1952 established what is likely the first portfolio optimization problem; namely
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\begin{align*}
\text{minimize} & \quad w' \Sigma w \\
\text{subject to} & \quad \mu' w \geq \alpha \\
& \quad 1' w = 1 \\
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A QP problem with linear constraints. It was a significant achievement, and it has been widely adopted. Enough so that we know it doesn’t work.
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The above is generally referred to as mean-variance optimization. In terms of the original discussion, we are equating

- Reward with expected return
- Risk with portfolio variance
- We are minimizing risk subject to a minimum expected return

This formulation is normative and not empirical. Financial data are nonstationary. Additionally, measurements have error.
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A disclaimer: this view on the origins of modern portfolio theory may not be the norm. In fact, Markowitz was quoted as saying “Diversifying sufficiently among uncorrelated risks can reduce portfolio risk toward zero” as recently as 2008. However,
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G/I suggest the robust problem based on temporal regression

\[
\max_{\{w \in W\}} \min_{V \in S_v, \mu \in S_m, D \in S_d} \frac{\mu^T w - r_f}{\sqrt{w^T \Sigma w}}.
\]

with

- \(S_v = \{V : V = V_0 + W, \|W_i\|_g \leq \rho_i, i = 1, \ldots, n\}\)
- \(S_m = \{\mu : \mu = \mu_0 + \xi, |\xi_i| \leq \gamma_i, i = 1, \ldots, n\}\)
- \(S_d = \{D : D = \text{diag}(d), d_i \in [d_i, d_i], i = 1, \ldots, n\}\)

Here, \(W_i\) denotes the \(i\)th column of \(W\) and \(\|w\|_g = \sqrt{w^T G w} \).
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\[ B = [f_{t-p} \cdots f_{t-2} f_{t-1}] . \]

\[ G = \left( B \cdot B^T - (B \cdot 1) \cdot (B \cdot 1)^T \right) \]

and \( \gamma_i = \sqrt{(B \cdot B^T)^{-1}}_{(1,1)} c_{p,m}(\omega) \cdot \sigma^2_i, \rho_i = \sqrt{c_{p,m}(\omega) \cdot \sigma^2_i} \)

We have assumed that \( f(1) \) is the coefficient related to the intercept of our model.
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<table>
<thead>
<tr>
<th>Annual Return (%)</th>
<th>S&amp;P 500</th>
<th>Nominal Sharpe μ: Trailing Mean</th>
<th>Nominal Sharpe μ: forecast</th>
<th>Robust Sharpe μ: forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002 (beginning March)</td>
<td>-17.15</td>
<td>0.33</td>
<td>-0.34</td>
<td>0.21</td>
</tr>
<tr>
<td>2003</td>
<td>13.02</td>
<td>5.20</td>
<td>4.92</td>
<td>2.10</td>
</tr>
<tr>
<td>2004</td>
<td>10.93</td>
<td>1.03</td>
<td>2.64</td>
<td>11.01</td>
</tr>
<tr>
<td>2005</td>
<td>6.45</td>
<td>24.94</td>
<td>5.62</td>
<td>7.30</td>
</tr>
<tr>
<td>2006</td>
<td>12.10</td>
<td>-10.69</td>
<td>-0.27</td>
<td>4.55</td>
</tr>
<tr>
<td>2007</td>
<td>5.75</td>
<td>57.13</td>
<td>21.78</td>
<td>-0.49</td>
</tr>
<tr>
<td>2008</td>
<td>-39.49</td>
<td>2.49</td>
<td>3.36</td>
<td>8.78</td>
</tr>
<tr>
<td>2009 (through June)</td>
<td>2.56</td>
<td>-26.52</td>
<td>18.38</td>
<td>-1.21</td>
</tr>
<tr>
<td>Annualized Return (%)</td>
<td>-2.78</td>
<td>4.78</td>
<td>7.37</td>
<td>4.31</td>
</tr>
<tr>
<td>Annualized Volatility</td>
<td>15.78</td>
<td>24.28</td>
<td>15.93</td>
<td>6.19</td>
</tr>
<tr>
<td>Annualized Sharpe Ratio</td>
<td>(0.10)</td>
<td>0.32</td>
<td>0.53</td>
<td>0.71</td>
</tr>
<tr>
<td>Max Gain</td>
<td>9.39</td>
<td>18.86</td>
<td>15.85</td>
<td>6.82</td>
</tr>
<tr>
<td>Max Drawdown</td>
<td>-16.94</td>
<td>-26.69</td>
<td>-14.36</td>
<td>-4.85</td>
</tr>
<tr>
<td>S&amp;P Relative</td>
<td>β</td>
<td>1.00</td>
<td>(0.11)</td>
<td>(0.09)</td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>0.00</td>
<td>0.63</td>
<td>0.69</td>
</tr>
</tbody>
</table>
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I would like to thank the IMA for holding their Mathematical Modeling in Industry Workshops. Much of the data shown in the above table was calculated by students from the 2009 workshop (XIII).
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