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Abstract

In this thesis we study two problems. First, we generalize the Robin boundary condition

for the scalar Possoin equation to the vector case and derive two kinds of general Robin

boundary value problems. We propose finite elements for these problems, and adapt

the finite element exterior calculus (FEEC) framework to analyze the methods. Second,

we study the time-harmonic Maxwell’s equations with impedance boundary condition.

We work with the function space H (curl) consisting of L2 vector fields whose curl

are square integrable in the domain and whose tangential traces are square integrable

on the boundary. We will show convergence of our numerical solution using H (curl)-

conforming finite element methods.
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Chapter 1

Introduction

In this thesis, we study finite element methods for two problems related to the Hodge-

Laplace operator. First, the Hodge-Laplacian with two kinds of Robin boundary conditions,

and second, the time-harmonic Maxwell’s problem.

Partial differential equations, or PDEs, are widely used to describe laws in science

and engineering. The Laplace operator occurs in many of the most common and

fundamental ones. It is related to many phenomena in physics. For example, in

the diffusion of heat flow, wave propagation, and Schrödinger’s equation in quantum

mechanics.

Often the PDEs in physical models are impossible to solve analytically. To overcome

this and for practical purposes in science and engineering, people seek approximate

numerical solutions that are close enough to the true solution. That is, instead of

looking for a function u that solves the problem P , one uses a mesh in the domain,

studies another finite dimensional problem Ph defined on the mesh and find its solution

uh, where the index h is a size parameter of the mesh. Such a discrete problem Ph

is much easier to solve, as it is a matrix-vector equation. Then one measures some

suitable error norm ‖u− uh‖. As refining the mesh and obtain a sequence of numerical

solutions uh, we hope uh to converge to the real solution u. It is natural to consider

these questions: Does the original problem P admits a unique solution? Does Ph do so

as well? As the parameter h→ 0, does ‖u− uh‖ → 0? If so, how fast does it converge?

The finite element method is one of the most useful numerical tools in study of PDEs.

In this thesis, we will propose finite element methods for the Hodge-Laplace equation

with two kinds of Robin boundary conditions, and the time-harmonic Maxwell equation

with impedance boundary condition. We will analyze the continuous and the discrete

problems, and establish the convergence of our methods.

1
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1.1 Poisson problem and Hodge Laplacian

The scalar Poisson equation −∆u = f is well studied with three kinds of boundary

conditions on the boundary: the Dirichlet condition u = 0, the Neumann condition

∂u/∂n = 0, and the Robin condition u + λ∂u/∂n = 0. When writing the Neumann

problem into variational form, one has∫
Ω

gradu · grad vdx =

∫
Ω
fvdx,

with both trial and test functions u, v ∈ H1. For the Dirichlet problem, one has the

same variational form, but with u, v ∈ H̊1. For the Robin problem, the variational form

is ∫
Ω

gradu · grad vdx+
1

λ

∫
Γ
uvds =

∫
Ω
fvdx.

Thus we see that the Neumann boundary condition is implicitly imposed in the variational

form, while the Dirichlet boundary condition is explicitly imposed on the function

space. For this reason, we say they are natural and essential boundary conditions,

respectively1.

In the vector case in three dimensions, the equation becomes

(curl curl− grad div)u = f. (1.1)

It is a known fact (cf. [3] for instance) that we have counterparts of the Neumann and

Dirichlet boundary conditions for (1.1). One of our results in this thesis is establishment

of two kinds of Robin boundary conditions for (1.1).

To treat scalar and vector Laplacian in three dimensions in a uniform way, we follow

[3] and view scalar and vector functions as proxies of differential forms, given by Table

1.1. Our usual differential operators, grad, curl, and div, can be viewed as instances of

the exterior differential d. We thus have the Hodge-Laplacian

(dδ + δd)u = f

where δ is the formal adjoint of d. Moreover, we may impose the natural boundary

condition

tr ?du = 0, tr ?u = 0,

1The concept is relative to the variational form we adopt. If one tries mixed variational form instead,
the Neumann boundary condition becomes essential, and the Dirichlet boundary condition becomes
natural. See Chapter 2 for detail.
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or the essential boundary condition

tru = 0, tr δu = 0.

The novelty in this thesis includes proposal and analysis of two types of Robin boundary

conditions, namely the semi-natural Robin boundary condition

tr ?du = 0, tr ?u− λ ?Γ tr δu = 0,

and the semi-essential Robin boundary condition

tr ?du+ λ ?Γ tru = 0, tr δu = 0.

We will explain the meaning of the trace operator tr and the Hodge star ? in detail in

Chapter 2.

degree k differential form function

0 u u

1
∑3

i=1 ui dxi (u1, u2, u3)

2
∑3

i=1(−1)i+1ui dx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn (u1,−u2, u3)
3 u dx1 ∧ dx2 ∧ dxn u

Table 1.1: Isomorphisms between k-forms (k = 0, 1, 2, 3) in three dimensions and
functions.

Another discussion we will have in this thesis is the harmonic functions for these

problems. As we know, depending on the topology of the domain, there may exist

functions that satisfy the homogeneous Hodge-Laplace equation with homogeneous

boundary conditions. Those are called harmonic functions. It is essential to include

them in our formulation properly to derive well-posedness. One interesting result in our

research is that the harmonic function spaces for our semi-natural and semi-essential

Robin BVPs are identical to those for the natural and essential BVPs, respectively.

1.2 FEEC theory

As a large portion of our analysis heavily depends on the theory of finite element exterior

calculus [4, 2], or FEEC, we briefly go over it in this section. Developed over the past

decade by Arnold, Falk, and Winther, FEEC analyzes problems associated with general

differential complexes, and provides a freamwork for analysis of concrete problems. One

essential result is that if one has a complex (W,D) consisting of spaces W and differential
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operators D:

. . .
Dk−2

−−−−→ W k−1 Dk−1

−−−−→ W k Dk−−−−→ W k+1 Dk+1

−−−−→ . . . , (1.2)

and if D and their domains V possesses certain properties, which make (W,D) a closed

Hilbert complex, then the Hodge-Laplacian is well-posed.

As an example, the natural BVP corresponds to the L2 de Rham complex, with

domains being spaces HΛk, where HΛk represents the spaces of differential forms that

are square integrable and whose exterior differentials, (k + 1)-forms, are also square

integrable. In three dimensions, these domain spaces correspond to the function spaces

H1, H(curl), H(div), and L2. For the essential BVPs, we have similar results, except

that we impose vanishing boundary traces on all these spaces. In this thesis, we will

introduce the Hilbert spaces H Λk, which consists functions in HΛk whose trace is

square integrable on the boundary. In three dimensions, H Λk corresponds to H1,

H (curl), H (div), and L2, where H (curl) (resp. H (div)) is the subspace of H(curl)

(resp. H(div)) consist of functions with square integrable tangential (resp. normal)

traces. We will provide Hilbert complexes associated with Robin BVPs.

In order to apply the theory, one non-trivial part is to verify a general Poincaré

inequality. In general, we need to prove there is C > 0 such that for all u ∈ W k

orthogonal to the null space of Dk, it holds that ‖u‖ ≤ C‖Du‖. For both natural and

essential BVPs, Poincaré inequalities are established in [3]. In Chapter 3 of this thesis,

we will validate various Poincaré inequalities for our Robin BVPs.

Once we have a closed Hilbert complex, FEEC also studies a discrete complex (Vh, d)

where Vh ⊂ V are finite dimensional. Relating (V,D) and (Vh, D) is a cochain projection

Π with commuting property, as illustrated below,

. . . V k−1 V k V k+1 . . .

. . . V k−1
h V k

h V k+1
h . . .

Dk−2 Dk−1

Πk−1

Dk

Πk

Dk+1

Πk+1

Dk−2 Dk−1 Dk Dk+1

(1.3)

The discrete complex (Vh, D) gives us a mixed finite element method. If these Π are

uniformly bounded, then we have stability of the mixed method, and convergence of

the discrete solution to the true solution. Efforts have been put into finding such

uniformly bounded cochain projections. For L2 de Rham complexes, Arnold, Falk,

and Winther [3] first provided such projection, based on earlier works of Chistiansen

[9] and Schöberl [30]. Later, Christiansen and Winther [11] found a uniformly bounded

cochain projection for de Rham complexes with vanishing traces. Unfortunately, neither

projection fits our need for the Robin BVPs, because our problems involve nonvanishing
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traces on the boundary. Nevertheless, thanks to [4, Theorem 3.7], we can overcome this

issue by verifying two things. First, we need to prove some discrete Poincaré inequality.

Second, we verify the gap between continuous and discrete harmonic function spaces is

not too large, cf. (3.8). As we will see in Chapter 3, establishment of discrete Poincaré

inequalities requires the most effort. For the harmonic function space gap, we can apply

some known results.

1.3 Finite element spaces

For our application, two families of finite elements are useful, the PrΛk and P−r Λk

spaces. These notations are from the exterior calculus point of view, and unifies some

well-known finite elements, such as the Lagrange element, the Nédélec elements [27, 28],

and the Discontinuous Galerkin element. Studies of these spaces can be found in many

works, for instance [3, 10, 19]. In particular, for 0 and 3 forms, we have PrΛ0 = P−r Λ0

and PrΛ3 = P−r+1Λ3. Thus we only have the Lagrange element (for k = 0) and the

Discontinuous Galerkin element (for k = 3).

In our analysis, it is common that we need to use some projection from our continuous

function space H Λk to the finite element. A difficulty is to find a suitable bounded

projection. As we mentioned before, the smoothed cochain projection cannot control the

boundary traces. Thus we will use the canonical projection. However, it is not bounded

for all HΛk, as for functions in those spaces, we do not necessarily have bounded traces

on faces, edges, or vertex values. Fortunately, Amrouche et al. [1] proved that with

extra regularity, the canonical projection is defined and bounded. Therefore, we will

need to refer and prove a number of lemmas to establish such regularity.

1.4 Maxwell’s equations

Maxwell’s equations, first completed by James C. Maxwell in 1873, consists of four

fundamental physical laws in electromagnetism, Gauss’ laws for electricity and for

magnetism, Faraday’s law, and Ampere’s law. This set of differential equations has

numerous uses and applications. Almost everything in modern technology involving

electricity or magnets, for instance, magnetic tape, electricity generation, computers,

and MRI scanners, is based on understanding of electromagnetism and hence governed

by these equations.

Owing to Maxwell’s equations’ high importance, there is a huge amount of related

researches. Among them, numerical analysis of the equations is a useful and active

branch. Various finite difference and finite element methods have been proposed and

studied [21, 29, 12, 13, 22, 14, 23]. In this thesis, we will approach the problem with
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the Nédélec edge element, and prove its convergence.

In order to uniquely determine a solution to the system, we need to impose a suitable

condition on the boundary. Different boundary conditions for Maxwell’s equations

reflects the surface characters of different materials. For the simplest example, if we

have a perfect conductor, then on the boundary, we will have normal electric field and

tangential magnetic field, that is, E × n = 0 and B · n = 0. However, if the surface is

coated with some material that allows the electric fields to penetrate a small distance, a

more appropriate boundary condition that models the electromagnetic behavior of the

coating is

H × n = λn× E × n. (1.4)

This is the impedance boundary condition, which we will analyze. As we have tangential

traces on the boundary, our function space will be H (curl).

In general, Maxwell’s equations are a time-dependant system, and it is possible to

recognized it as a Hodge wave equation, and apply finite element methods on the system

(cf. [2] for instance). Alternatively, if we assume all source fields are sinusoids with a

fixed frequency ω, then so are the net fields. In this time-harmonic case, which we study

in the thesis, every fields can be viewed as the real part of the product of a purely-spacial

function and a time-dependent factor e−iωt. We will derive and analyze a method for

the time-harmonic Maxwell’s equations with impedance boundary condition (1.4) in

Chapter 4. The major difference between our result and Monk’s [26] is the boundary

condition we use in our analysis.

1.5 Outline

We divide the remainder of the thesis into three parts.

The first part consists of Chapters 2 and 3. We will study Hodge-Laplacian in three

dimensions with two types of Robin boundary conditions.

The first half of Chapter 2 is mostly dedicated to review of natural and essential

boundary value problems and related concepts in exterior calculus. In the second

half of this chapter, we will introduce the two kinds of Robin BVPs. In particular,

we will see that these two sets of boundary conditions can be viewed as natural and

essential boundary conditions with perturbation terms. In addition, when the domain

has nontrivial geometry, we will encounter harmonic functions. We will see that our

problems of interest have the same harmonic function space as the natural and essential

BVPs. Thus we will give them the names semi-natural and semi-essential Robin BVPs.

Chapter 3 first covers some preliminary results from the FEEC theory. Then a lot
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of effort is put into constructing suitable closed Hilbert complexes that will fits our

two kinds of Robin BVPs. This will leads to well-posedness of our problems. Further,

we propose finite elements for our problem, and give proof of stability of the discrete

problems and convergence of the discrete solutions.

The second part is Chapter 4 alone. We will give a brief introduction to Maxwell’s

equations and boundary conditions Then we will focus on the case of time-harmonic

fields with impedance boundary condition and derive the special formulation for our

problem. We follow [26] to give proof of well-posedness of the continuous Problem 4.10.

Next we propose to use the H(curl)-conforming Nédélec elements as our numerical

method. We will analyze the stability and convergence of our method. The result

generalizes that of [26].

In the last part, Chapter 5, we provide several numerical examples that verify our

theory.



Chapter 2

Hodge-Laplace equation with

Robin boundary conditions

2.1 Introduction

In this Chapter, we will introduce the Hodge-Laplace equation with Robin boundary

conditions and related finite elements. In a domain Ω ∈ R3, the Poisson equation is a

simple second order differential equation that has the form

∆u =
∑
i

∂2

∂x2
i

u = f, in Ω. (2.1)

Depending on whether u and f are scalar or vector functions, (2.1) may stand for

two different equations. As discussed in [3], we can establish correspondence between

differential forms and functions. Thus, all these equations can be included in a more

general problem of solving

(δd+ dδ)u = f, (2.2)

where u and f are differential forms, and in the operator (δd + dδ), called the Hodge-

Laplacian, d is the exterior differential, and δ is its formal adjoint. Besides its uniformity,

(2.2) also suggest a way of rewriting the original problem in a variational formulation in

which there are a pair of unknowns (σ, u) := (δu, u). Details will be given in following

sections.

For the scalar Poisson equation, three boundary conditions are typically considered,

Dirichlet condition, Neumann condition, and Robin condition, as shown below:

u = 0, or
∂u

∂n
= 0, or u+ λ

∂u

∂n
= 0.

8
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As we come to vector version of Poisson equation, or Hodge-Laplace equation, we will

see counterparts of these boundary conditions. In the light of [3], we will call the first

two boundary conditions and their counterparts the natural and the essential conditions.

The third kind of boundary condition for Hodge-Laplace equation is not as well-known,

and is a major topic of this thesis. We will show it further splits into two kinds for

vector equations. We will called them the first and the second kinds of Robin boundary

condition and study finite element methods regarding such boundary conditions.

We will start by reviewing existing theories in exterior calculus in Section 2.2.

Besides basic concepts, we will see correspondence between usual functions and differential

forms. Differential operators, such as grad, curl, div will be interpreted as exterior

differentials and their formal adjoint operators. With this knowledge, we can define some

useful function spaces in the language of exterior calculus. Next, we will review some

results for the Hodge Laplace problems with natural or essential boundary conditions

in Section 2.3. In Section 2.4, two sets of finite element spaces are introduced due to

[3]. Consisting of known finite element spaces, these sets provide a new perspective

that connect those spaces. We will also recall some results regarding projections from

function spaces to finite elements. Finally, we generalize the scalar Poisson equation

with the well-known Robin boundary condition in two ways, which gives us two kinds

of Robin boundary value problems in Section 2.5.

2.2 Definitions and notations from exterior calculus

Throughout this thesis, we denote by Ω a bounded domain in Rn with Lipschitz boundary,

and by Γ the boundary of Ω. For any such domain Ω, we can consider differential

k-forms, each element u of which is an alternating k-linear map at every x ∈ Ω:

ux : TxΩ × . . . TxΩ → R. Here TxΩ is the tangent space at x, which is Rn under

our assumption on Ω. We can define the wedge product of a k1-from u1 and a k2-form

u2, denoted by u1 ∧ u2, to be the following (k1 + k2)-form: For any (k1 + k2) vectors

v1, . . . , vk1+k2 ∈ TxΩ,

(u1 ∧ u2)x(v1, . . . , vk1+k2)

=
∑
σ

(sgnσ)u1,x(vσ(1), . . . , σ(k1))u2,x(σ(k1 + 1), . . . , σ(k1 + k2)),

where σ denotes the permutations of (1, . . . , k1 + k2).

We denote e1, . . . , en an orthonormal basis of TxΩ = Rn. Naturally, at each x ∈ Ω,

a differential k-forms has the following basis:

{dxi1 ∧ . . . ∧ dxik | 1 ≤ i1 < . . . < ik ≤ n} ,
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where dxi1 ∧ . . . ∧ dxik maps the k-tuple (ej1 , . . . , ejk) to 0 unless {j1, . . . , jk} is a

permutation of {i1, . . . , ik}, in which case the image is the sign of that permutation.

Thus each differential k-form can be written as

u =
∑
|I|=k

uI dxI ,

for functions uI defined in Ω. Here we used the multi-index I = (i1, . . . , ik), whose

components are in {1, . . . , n}, and dxI denotes dxi1 ∧ . . . ∧ dxik .

In n dimensions, there are interesting and useful isomorphisms between 0-, 1-,

(n− 1)-, and n-forms and usual functions. In particular, 0- and n-forms can be viewed as

scalar functions, while 1- and (n−1)-forms correspond to n-dimensional vector functions.

We give the isomorphisms in Table 2.1.

degree k differential form function

0 u u
1

∑n
i=1 ui dxi (u1, . . . , un)

n− 1
∑n

i=1 ui dx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn (u1,−u2, . . . , (−1)n+1un)
n u dx1 ∧ . . . ∧ dxn u

Table 2.1: Isomorphisms between k-forms (k = 0, 1, n − 1, n) in n dimensions and
functions.

We can define integrability and regularity for differential forms. A k-form u is said

to be in Lp(Ω), denoted by u ∈ LpΛk(Ω), if and only if for any k smooth vector fields

v1, . . . , vk, the function x 7→ u(v1, . . . , vk) is in Lp(Ω). Because our domain Ω is a

compact sub-manifold of R3, thus given any basis of R3, a form u =
∑

I uIdxI is in

Lp(Ω) if and only each uI , called a coefficient, is in Lp(Ω). Similarly, we can define

C∞Λk(Ω), HsΛk(Ω), etc. All these properties can be characterized by the regularity

of the coefficients uI
1. As convention, we denote by dk the exterior derivative from

k-forms to (k + 1)-forms, i.e., assuming that u =
∑

I uIdxI , then dku is defined to be

the following (k + 1)-form:

dku =
∑
I

n∑
j=1

∂uI
∂xj

dxj ∧ dxI .

We may abuse notation to write du when the degree of u is clear.

With the isomorphism introduced just before, we can identify some usual differential

operators as the exterior derivative. If u is a 0-form, which is also a scalar function, du

is isomorphic to gradu. If u is an (n − 1)-form, du is div u. For a 1 form u, du can

be used to define the curl operator in n dimensions. In particular, it is identical to the

1The regularity of such uI is independent of the choice of basis.
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usual rotation operator in 3 dimensions:

curl(u1, u2, u3) =

(
∂u3

∂x2
− ∂u2

∂x3
,
∂u1

∂x3
− ∂u3

∂x1
,
∂u2

∂x1
− ∂u1

∂x2

)
.

We have a natural connection between k-forms and (n−k)-forms via the Hodge star,

?. For any dxI , ?dxI is defined to be ±dxJ , where I and J partitions N = {1, . . . , n},
and the sign of the image is the same as the sign of the permutation (I, J) of (1, . . . , n).

Then by linearity, we can define ? for all k-forms.

With the definition of the Hodge star operator, we have the following for any k-form

u1 and any (n− k)-form u2 at each x ∈ Ω:

〈?u1, u2〉 dx1 ∧ . . . ∧ dxn = u1 ∧ u2.

Thus we can consider the inner product of two k-forms u and v over the whole domain

Ω:

〈u, v〉Ω =

∫
Ω
u ∧ ?v.

Using the Hodge star operator, we can also introduce the coderivative operator,

denoted by δ, which is an essential ingredient for the Hodge Laplace problem. For any

k-form u, δu is defined to be the (k − 1)-form that satisfies

?δu = (−1)kd ? u.

Next, in order to implement proper boundary conditions in our problems, we need

to consider the trace operator of differential forms. For any domain Ω, we have the

natural embedding of Γ into Ω: i : Γ ↪→ Ω. Thus for any k-form u defined on Ω, we can

define the trace of a k-form u to be the pullback of u under i: for any v1, . . . , vk ∈ TxΓ,

we have v1, . . . , vk ∈ TxΩ, and

trux(v1, . . . , vk) = ux(v1, . . . , vk).

Thus, at each point x, tru acts as an alternating k-linear map on the tangent space

TxΓ. In other words, tru is a differential k-form on Γ.

In the view of exterior calculus, one can write various differential equations in a

unified form. In order to formulate those problems in one framework, we need the

domain of d:

HΛk(Ω) =
{
u ∈ L2Λk(Ω) | du ∈ L2Λk+1(Ω)

}
.
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That is, HΛk(Ω) is the space of k-forms whose exterior differentials are in L2. Similarly,

we define the domain of δ, denoted byH∗Λk, to be the space of k-forms whose coderivatives

are also in L2:

H∗Λk(Ω) =
{
u ∈ L2Λk(Ω) | δu ∈ L2Λk−1(Ω)

}
.

These spaces are useful when one deals with natural boundary value problem, as later

we will see examples of.

We remark that the trace operator defined above maps everything in HΛk(Ω)

into H−1/2Λk(Γ). For any u ∈ C∞Λk, and any ρ ∈ H1/2Λk(Γ), we have ?Γρ ∈
H1/2Λn−1−k(Γ). Hence we can find v ∈ H1Λn−1−k(Ω) such that tr v = ?Γρ. Then,

we have

〈tru, ρ〉Γ =

∫
Γ

tru ∧ ?Γρ =

∫
Γ

tru ∧ tr v =

∫
Ω
d(u ∧ v)

=

∫
Ω

[
du ∧ v + (−1)ku ∧ dv

]
≤ 2‖u‖HΛ‖v‖H1 ≤ C‖u‖HΛ‖ρ‖H1/2(Γ).

Next, we can extend the definition of tr to HΛk by density of C∞Λk in that space. The

above inequality shows the extended trace operator gives us an element in H−1/2Λk(Γ).

It is also crucial to consider essential boundary value problems. In this case, we need

to introduce another space, H̊Λk(Ω). It is a subspace of HΛk(Ω), whose elements have

vanishing traces:

H̊Λk(Ω) =
{
u ∈ HΛk(Ω) | tru = 0

}
.

We also have a counterpart for H∗Λk(Ω):

H̊∗Λk(Ω) =
{
u ∈ H∗Λk(Ω) | tr ?u = 0

}
.

In order to formulate the Robin boundary value problem, we define a space that lies

between HΛk and H̊Λk:

H Λk(Ω) =
{
u ∈ HΛk(Ω) | tru ∈ L2Λk(Γ)

}
. (2.3)

Similarly, we define the following subspace of H∗Λk:

H ∗Λk(Ω) =
{
u ∈ H∗Λk(Ω) | tr ?u ∈ L2Λn−k(Γ)

}
.

When analyzing the well-posedness of the problems we consider, two spaces of
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harmonic forms will be needed. They are

Hk(Ω) =
{
u ∈ HΛk(Ω) | du = 0, 〈u, dv〉 = 0, ∀v ∈ HΛk−1(Ω)

}
, (2.4)

and

H̊k(Ω) =
{
u ∈ H̊Λk(Ω) | du = 0, 〈u, dv〉 = 0, ∀v ∈ H̊Λk−1(Ω)

}
. (2.5)

We shall prove that a k-form is harmonic if and only if it vanishes under both d and δ.

An important utility for the proof is integration by parts. It will be used in many other

places in this thesis. For this reason, we state it here as a lemma.

Lemma 2.2.1. For all u ∈ HΛk and v ∈ H∗Λk+1. If one of them has H1-regularity,

there holds

〈du, v〉 = 〈u, δv〉+

∫
Γ

tru ∧ tr ?v,

If one of them has vanishing trace on Γ, there holds

〈du, v〉 = 〈u, δv〉.

Proof. We note that the first equation is valid if u ∈ HΛk, v ∈ H∗Λk+1, and one of

them is smooth (in C∞). Then, recalling the well-known result that C∞ is dense in

H1, we can validate the first part. The proof to the second case is similar. Starting

with u ∈ HΛk and v ∈ H∗Λk+1 such that one of them is in C∞0 , applying the density

argument, we have the proof.

Lemma 2.2.2. The harmonic spaces with natural or essential boundary conditions have

the following equivalent definitions:

Hk(Ω) =
{
u ∈ HΛk(Ω) ∩ H̊∗Λk(Ω) | du = 0, δu = 0

}
,

H̊k(Ω) =
{
u ∈ H̊Λk(Ω) ∩H∗Λk(Ω) | du = 0, δu = 0

}
.

Proof. We only prove the first equation, since the second is similar. For any u ∈ Hk,

and any v ∈ C∞Λk−1(Ω), we have, by Lemma 2.2.1, that

0 = 〈dv, u〉 = 〈v, δu〉+

∫
Γ

tr v ∧ tr ?u.

This implies both δu = 0, and tr ?u = 0. Thus “⊂” is proven in the first equation.

To prove the other direction, one just reverse the arguments, and use the density of

C∞Λk−1 in HΛk−1.
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2.2.1 Interpretation in 3 dimensions

We have already seen that 0-, 1-, (n − 1)-, and n-forms are isomorphic to scalar- or

vector-valued functions in general. In particular, if Ω ∈ R3, we know how all forms are

isomorphic to functions, or proxy (scalar or vector) fields. We also have interpretation

of d and δ for k = 0, 1, 2, as shown in Table 2.2.

k 0 1 2 3

d grad curl div 0

δ 0 −div curl − grad

Table 2.2: Correspondence between d, δ and usual differential operator in 3 dimensions.

The trace operator can be interpreted by appropriate operations applied on those

proxy fields, as well. The trace of a 0-form ω, identical to a function w, is the same

as the restriction on the boundary, w|Γ. Just as a 1-form on a domain in R2 can be

viewed as a 2-vector field, on the 2-dimensional manifold Γ, a 1-form may be viewed as

a tangential vector field (since it acts linearly on the tangent space at each point). If

ω is a differential form on Ω, and w is the associated vector field, then the vector field

associated to trω is the tangent vector field n× (w × n)|Γ2. Similarly, if ω is a 2-form

and w is the associated vector field, then trω is associated to the scalar projection on

the unit outer normal, i.e., w · n. Finally, all 3-forms have vanishing traces. This is

summarized in Table 2.3.

k 0 1 2 3

trω w|Γ n× (w × n)|Γ w · n 0

Table 2.3: Interpretation of the trace operators in 3 dimensions. Assuming the
differential form ω has a proxy field w, we present the relationship between trω and w.

Then, we explain the meanings of the Hodge star ?. If w is a scalar function, i.e., a

0-form, then ?w = w dx1 ∧ dx2 ∧ dx3 is the 3-form associated to the same function. In

other words, if we identify 3-forms with scalar functions, then the Hodge star operator

from 0-forms to 3-forms is just the identity map. Similarly the Hodge star applied on a

1- or 2-form ω can be viewed as an identity operator on vector fields, because the proxy

fields of ω and ?ω are identical vector fields. We also need to interpret the Hodge star

?Γ that applies on forms on Γ. If u is a 0- or 2-form, which can be viewed as a scalar

field on the boundary, ?Γu is a 2- or 0-form on Γ that represents an identical scalar field

as u does. For a 1-form u on Γ, which represents a vector field, ?Γu is another vector

field, which is generated by rotating the original one for 90 degrees with respect to the

2Although the tangential projection corresponds to the trace, we do not call it the tangential trace.
In literature (cf. [6][8] for instance), the term tangential trace is used for the tangent vector field n×w,
which differs from the tangential projection by a 90-degree rotation.
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normal vector n = e1 × e2 of Γ following right-hand rule, i.e., the vector field that ?Γ

stands for is n× w. When it is clear that we take the Hodge star of a form defined on

the boundary, we may omit the subscript and just write ? for ?Γ.

2.3 Hodge Laplacian with natural or essential boundary

conditions

The Hodge Laplace equation

Lu = (dδ + δd)u = f (2.6)

is a generalization of the usual Poisson equation. The equation by itself is not a well-

posed problem, unless suitable boundary conditions and other restrictions are given.

In general, given such boundary conditions, we are interested in the problem: Given

f ∈ L2Λk, we will seek u in the domain of the Hodge Laplacian

D(L) =
{
u ∈ HΛk ∩H∗Λk | δu ∈ HΛk−1, du ∈ H∗Λk+1

}
, (2.7)

such that the equation (2.6), as well as the boundary conditions, is satisfied.

The goal of this chapter is to introduce two kinds of Hodge Laplacian with Robin

boundary conditions, a term that we will make clearer later. Before turning to these,

we first recall the simpler case of natural boundary value problem (natural BVP) and

the case of essential boundary value problem (essential BVP) in this section.

2.3.1 Natural BVP

Given any f ∈ L2Λk, we will seek u ∈ D(L) that satisfies the Hodge Laplacian (2.6)

with the boundary conditions

tr ?u = 0, tr ?du = 0 on Γ. (2.8)

This problem may not be well-posed. One can consider the homogeneous problem:

Find u ∈ D(L) such that Lu = 0 and (2.8) are satisfied. We have the solution space is

Hk, the space of harmonic k-forms, as defined before.

Lemma 2.3.1. Any u ∈ D(L) satisfies Lu = 0 and (2.8), if and only if u ∈ Hk.

Proof. The “if” part is straightforward from Lemma 2.2.2. We now prove the “only if”

part. If u ∈ D(L) satisfies Lu = 0, we have

〈dδu, u〉+ 〈δdu, u〉 = 0.
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We integrate by parts (cf. Lemma 2.2.1), and write

〈dδu, v〉 = 〈δu, δv〉+

∫
Γ

tr δu ∧ tr ?v, ∀v ∈ H1Λk,

〈w, δdu〉 = 〈dw, du〉 −
∫

Γ
trw ∧ tr ?du = 〈du, dw〉, ∀w ∈ H1Λk,

where we applied (2.8) in the last equation. In the first equation, we can take v = vn → u

in H∗Λk by density of H1Λk in H∗Λk, and hence obtain that 〈dδu, u〉 = ‖δu‖2. In the

second equation, we similarly let w = wn → u in HΛk by density of H1Λk in HΛk,

and thus have 〈δu, δu〉 = ‖du‖2. Then, we have du = 0 and δu = 0, and proven that

u ∈ Hk.

Similar to the scalar Neumann problem −∆u = f , ∂u/∂n = 0, in which we

imposed compatibility conditions to guarantee well-posedness, we take into account

of the harmonic space Hk, and have the well-posed natural BVP.

Problem 2.3.2 (Natural BVP). Given f ∈ L2Λk, find u ∈ D(L) such that u ⊥ Hk,

and that

(dδ + δd)u = f − PHkf in Ω, tr ?u = 0, tr ?du = 0 on Γ. (2.9)

We point out that this problem unifies a class of (scalar or vector) Laplace problems

by “translating” it to the language of partial differential equations using the correspondences

that we determined before. For simplicity, we assume f ⊥ Hk, and omit the auxiliary

condition u ⊥ Hk. If k = 0, it is the Laplace equation−∆u = f with Neumann boundary

condition ∂u
∂n = 0. If k = 1, it becomes the vector Laplace equation (grad div− curl curl)u =

f with boundary conditions u ·n = 0 and curlu×n = 0. If k = 2, the equation is again

the vector Laplacian, and the boundary conditions are u × n = 0 and div u = 0. If

k = 3, it reduces to the scalar Laplacian with Dirichlet boundary condition u = 0.

These interpretation are summarized in Table 2.4.

k equation BC1 BC2

0 −∆u = f - ∂u
∂n = 0

1 (grad div− curl curl)u = f u · n = 0 curlu× n = 0

2 (grad div− curl curl)u = f u× n = 0 div u = 0

3 −∆u = f u = 0 -

Table 2.4: Interpretation of the natural BVP 2.3.2 in 3 dimensions.

In practice, it is not the best to directly analyze these two problems with those

spaces, equations, and boundary condition. Much more preferable is to analyze their

weak formulations.
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Problem 2.3.3 (Weak form of the natural BVP). Find (σ, u, p) ∈ HΛk−1×HΛk ×Hk

that satisfies

−〈σ, τ〉+ 〈u, dτ〉 = 0, ∀τ ∈ HΛk−1,

〈dσ, v〉+ 〈du, dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ HΛk,

〈u, q〉 = 0, ∀q ∈ Hk.

(2.10)

The formulation explains the origin of the name “natural” BVP. As we see from

above, one does not impose any boundary condition in the space HΛk−1 ×HΛk × Hk,

while we will see in the next section that one needs to impose boundary conditions in

the space for the essential BVP. Given the names strong and weak forms, one natural

question is the relationship between them. As a matter of fact, these formulations are

equivalent, as the following theorems states more precisely.

Theorem 2.3.4. If u solves Problem 2.3.3, then (u, σ = δu, p = PHf) solves Problem

2.3.2. If (u, σ, p) solves Problem 2.3.2, then u solves Problem 2.3.3, and σ = δu,

p = PHf .

We will not present the proof. However, we will have similar results (Theorems 2.5.4

and 2.5.7) for the Robin problems, which is the main course of this chapter and will be

analyzed later. Since all these theorems have similar proof, we will only prove Theorems

2.5.4 and 2.5.7 later.

2.3.2 Essential BVP

In this section, we briefly review a second type of BVP for the Hodge Laplacian, the

essential BVP. Everything discussed in this section is in strong analogy to the natural

BVP, and hence we will omit details.

For any given f ∈ L2Λk, we seek u ∈ D(L) that satisfies the Hodge Laplace equation

(2.6), and the boundary conditions

tr δu = 0, tru = 0. (2.11)

Just as in the natural boundary conditions, there may be nontrivial solutions to the

homogeneous problem. The space H̊k defined by (2.5) consists of all solutions of the

homogeneous problem.

Lemma 2.3.5. Any u ∈ D(L) satisfies Lu = 0 and (2.11), if and only if u ∈ H̊k.

Proof. The “if” statement is obvious. Thus we just prove the “only if” part, as follows.

Any u ∈ D(L) such that Lu = 0 must satisfy

〈dδu, u〉+ 〈δdu, u〉 = 0.
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We integrate by parts, and write

〈dδu, v〉 = 〈δu, δv〉+

∫
Γ

tr δu ∧ tr ?v = 〈δu, δv〉, ∀v ∈ H̊1Λk,

〈w, δdu〉 = 〈dw, du〉 −
∫

Γ
trw ∧ tr ?du = 〈dw, du〉, ∀w ∈ H̊1Λk,

where (2.11) is used in the first equation. Then by density of H̊1Λk in HΛk and in

H∗Λk, we obtain that ‖du‖2 + ‖δu‖2 = 0, as before. Hence the lemma is proven.

Now we can state the strong form of the essential BVP.

Problem 2.3.6 (Essential BVP). Given f ∈ L2Λk, find u ∈ D(L) such that u ⊥ H̊k,

and

(dδ + δd)u = f − PH̊kf in Ω, tr δu = 0, tru = 0 on Γ. (2.12)

We note that tr δu and tru are (k − 1)- and k-forms on Γ, respectively. Hence the

total dimension of the boundary conditions is given by(
n− 1

k − 1

)
+

(
n− 1

k

)
=

(
n

k

)
,

where the last coincides with the dimension of k-forms in Ω. This means we have the

right number of (scalar) boundary conditions in (2.12).

We now interpret the problem in 3 dimensions. For simplicity, we assume f ⊥ H̊k,

and omit that u ⊥ H̊k. The meanings of Problem 2.3.6 are summarized in Table 2.5.

k equation BC 1 BC 2

0 −∆u = f - u = 0

1 (grad div− curl curl)u = f div u = 0 u× n = 0

2 (grad div− curl curl)u = f curlu× n = 0 u · n = 0

3 −∆u = f ∂u
∂n = 0 -

Table 2.5: Interpretation of the essential BVP 2.3.6 in 3 dimensions.

From the tables (2.4) and (2.5), we see that the Hodge Laplacian with natural

or essential boundary conditions covers several important boundary value problems:

The (scalar) Laplace equation with Neumann and Dirichlet boundary condition, the

vector Laplace equation with magnetic and electric boundary conditions. Nevertheless,

some other related types of boundary conditions are not covered by these formulations.

For instance, the scalar Laplace problem may come with Robin boundary condition.

Another example comes from the impedance boundary condition from electromagnetics.

These problems will motivate us to the generalized Robin problem, which we will discuss

in detail later.
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We will end this section with the weak formulation of the essential BVP and a

theorem of equivalence of the two formulations.

Problem 2.3.7 (Weak form of the essential BVP). Find (σ, u, p) ∈ H̊Λk−1× H̊Λk× H̊k

that satisfies

−〈σ, τ〉+ 〈u, dτ〉 = 0, ∀τ ∈ H̊Λk−1,

〈dσ, v〉+ 〈du, dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ H̊Λk,

〈u, q〉 = 0, ∀q ∈ H̊k.

(2.13)

Here we see the boundary conditions (2.11) are explicitly imposed in the space

H̊Λk−1× H̊Λk× H̊k, which explains the name “essential”. We also have the equivalence

between the strong and weak formulations for the essential BVP, which is stated in the

next theorem.

Theorem 2.3.8. If u solves Problem 2.3.7, then (u, σ = δu, p = PH̊f) solves Problem

2.3.6. If (u, σ, p) solves Problem 2.3.6, then u solves Problem 2.3.7, and σ = δu,

p = PH̊f .

2.4 Finite element spaces

We will consider two families of finite element spaces which will be used in our analysis

and computation. First we need to introduce some function spaces.

Just as we defined C∞Λk, HsΛk, etc., we define PrΛk(Rn)(resp. HrΛk(Rn)) to

be the space of k-forms whose coefficients are polynomials of degree at most r (resp.

homogeneous polynomials of degree r). As before, we may omit Rn in these notations

when the context is clear.

Besides PrΛk and HrΛk, we also need to define P−r Λk, a space that lies between

PrΛk−1 and PrΛk. Let us start by defining an operator, denoted by κ, that maps any

k-form ω to a (k − 1)-form κω. For any x ∈ Ω, and any (k − 1) vectors v1, . . . , vk−1 in

the tangent space TxΩ, we define

(κω)x(v1, . . . , vk−1) = ωx(−X(x), v1, . . . , vk−1),

where X(x) is the vector that starts at x and terminates at the origin. The vector X(x)

in the definition is in TxΩ, as Ω ⊂ Rn. Thus the right-hand side of the last equation is

meaningful.

An important property of κ is that it maps HrΛk to Hr+1Λk−1. In fact for each

k-form ω = fdxi1 ∧ . . . ∧ dxik , one can verify that κω = f
∑

j∈I(−1)j+1xjdxi1 ∧ . . . ∧
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d̂xj ∧ . . . ∧ dxik . The property hence follows. Consequently, for each k, we can define

P−r Λk = Pr−1Λk + κPr−1Λk+1 = Pr−1Λk + κHr−1Λk+1.

It is obvious that this space satisfies the desired property that Pr−1Λk ⊂ P−r Λk ⊂ PrΛk.
In most cases, these inclusions are proper. However, we have special cases for k = 0

and n:

P−r Λ0 = PrΛ0, P−r Λn = Pr−1Λn. (2.14)

The second equation is straightforward, as all (n+1)-forms vanish. To validate the first

equation, it suffices to show that κHr−1Λ1 = HrΛ0. In fact, for any 1-form
∑

i fi dxi,

the image of κ is
∑

i(−1)i+1fixi. The result follows from the fact that{∑
i

(−1)i+1fixi | fi ∈ Hr−1, ∀i

}
= Hr.

Thus we have verified the equations.

After the brief introduction to the spaces PrΛk and P−r Λk, we next use them as

our shape function space, and define appropriate degrees of freedom to turn them into

useful finite element spaces. When context is clear, we will refer these spaces as the

P− and P spaces, without degrees of polynomials and differential forms. In the next

subsections, we will take functions in P− spaces to give degrees of freedom of P spaces,

and vice versa.

2.4.1 The PrΛk finite element space

On an n-dimensional simplex T , for each subsimplex f ∈ ∆(T ), we consider the following

functional φv, where v ∈ P−r+k−dim fΛdim f−k, on PrΛk:

u 7→
∫
f

trf u ∧ v. (2.15)

This P− space vanishes if r+k−dim f ≤ 1 or dim f −k < 0 holds. In addition, f being

a subsimplex, we must have dim f < n. Thus only the functionals with k ≤ dim f ≤
min(r + k − 1, n) are of interest. It is proved [3, Theorem 4.8] that any u ∈ PrΛk with

φv(u) = 0 for all such v must vanish. Besides, [3, Theorem 4.9] verifies that

∑
f∈∆(T )

dimP−r+k−dim fΛdim f−k(f) = dimPrΛk(T ).
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Thus we have obtained a set of degrees of freedom on T : {φv} with v being basis

functions of P−r+k−dim fΛdim f−k.

2.4.2 The P−r Λk finite element space

The P− element is defined in a similar way to the P element. On a simplex T ⊂ Rn, and

any subsimplex f ∈ ∆(T ), for each v ∈ Pr+k+dim−1Λdim f−k, the following φv defines a

functional on P−r Λk:

u 7→
∫
f

trf u ∧ v. (2.16)

As before, only those functionals with k ≤ dim f ≤ min(r + k − 1, n) are of interest,

because others are associated with vanishing P spaces. A unisolvance property is given

by [3, Theorem 4.12]: if u ∈ P−r Λk satisfies φv(v) = 0 for all such v above, then u must

vanish. We also have the dimension equation

∑
f∈∆(T )

dimPr+k−dim f−1Λdim f−k(f) = dimP−r Λk(T ).

Hence if we let v be all basis functions of those P spaces associated with ∆(T ), such

{φv} is a set of degrees of freedom of P−r Λk.

2.4.3 The PrΛk and P−r Λk spaces in three dimensions

As this thesis focuses on problems in three dimensions, we want to associated these P
and P− spaces with some well-known finite element spaces. For k = 0, we have proved

that PrΛ0 = P−r Λ0 in (2.14). Both the P and P− spaces are the Lagrange element.

They are elements for the H1 function space. For k = 1 and k = 2, the P− spaces are

the two kinds of Nédélec edge elements, and the P spaces are the two kinds of Nédélec

face elements. Moreover, the 1-form spaces P−Λ1 and PΛ1 are elements for H(curl),

and the 2-form spaces P−Λ2 and PΛ2 are elements for H(div). For k = 3, thanks to

(2.14), PrΛ3 = P−r+1Λ3, and both spaces are the discontinuous Lagrange element. They

do not assume any continutiy accorse elements. These instances of finite elements are

summarized in the following table.

2.4.4 Projections to finite element spaces

We recall two kinds of projections from the continuous function spaces (e.g., HΛk, H Λk,

H̊Λk) to the finite element spaces (e.g., PrΛ
k, P−r Λk). The first kind is the canonical

projection, denoted by πk, or simply π when there is no confusion. It is the interpolation

via degrees of freedom. Unfortunately, such projections may not be continuous. For
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k Finite element space name degree regularity

P−r Λk

0 Lagrange element r H1

1 Nédélec edge element of the 1st kind r H(curl)
2 Nédélec face element of the 1st kind r H(div)
3 Discontinuous Lagrange element r − 1 L2

PrΛ
k

0 Lagrange element r H1

1 Nédélec edge element of the 2nd kind r H(curl)
2 Nédélec face element of the 2nd kind r H(div)
3 Discontinuous Lagrange element r L2

Table 2.6: Correspondence of finite element spaces in three dimensions

instance, in order to project an arbitrary function u ∈ H(curl) to the first-kind Nédélec

edge element P−Λ1, one needs to consider the moment
∫
e u · tq ds, where t is a unit

vector along an edge e of some triangulation of the domain. Such moment requires u

to have L2 tangential traces along the edge e, which property u may not possess. This

illustrate that in general, extra regularity of u ∈ HΛk is needed when we consider πu.

Some well-known results can be found in [1]. We do not list all results in the thesis, but

will refer to such ones in future when needed, e.g. Lemma 3.3.10 in this thesis.

The canonical projection has two important additional properties. It commutes with

the exterior derivative:

dk ◦ πku = πk+1 ◦ dku, for all u ∈ HΛk smooth enough. (2.17)

We sometimes just write d ◦ π = π ◦ d for short. The other important property of the

canonical projection is that it preserves vanishing traces:

tru = 0 =⇒ trπu = 0, for all u smooth enough.

These properties will be used later in our analysis.

Another kind of projection, called smoothed projection, is rather new. Unlike the

canonical projection, the smoothed projection is bounded on all of HΛk. In fact, as

given in [3, Section 5] such projections are even bounded from L2Λk to the finite element

spaces. These operators, denoted by Π̃ in [3] or simply Π in this thesis, also commute

with exterior derivatives:

d ◦Πu = Π ◦ du, for all u ∈ L2Λk.

However, unlike the canonical projection, the smoothed projection does not preserve

vanishing traces. Even if we have u ∈ C∞0 Λk, it is not guaranteed that tr Πu = 0.

Thus, this class of projection is ideal only when we are interested in HΛk and their
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finite dimensional subspaces. When it comes to essential boundary conditions, thanks

to Christiansen and Winther (cf. [11, Section 6]), a similar smoothed projection will

help. We abuse notation and still denoted the other class of projection by Π in this

thesis. It preserves vanishing trace, and commutes with d:

d ◦Πu = Π ◦ du, tr Πu = 0, for all u ∈ H̊Λk.

2.5 Two types of Robin problem

In this section we will start with the scalar Poisson equation with Robin boundary

condition. Then we consider two types of generalization of this problem.

2.5.1 Semi-essential Robin problem

For the scalar Poisson equation,

−∆u = f,

the most commonly studied boundary conditions are the Dirichlet condition u = 0, and

the Neumann condition ∂u/∂n = 0. Viewing the differential equation as the Hodge

Laplacian for 0-forms, these are exactly the cases of essential and natural boundary

conditions, respectively, as we have seen in the preceding section (cf. Tables 2.4 and

2.5). Another important boundary condition for the Poisson equation is Robin boundary

condition, as appears in the next problem.

Problem 2.5.1. Given f ∈ L2(Ω) and a constant λ > 0, find u ∈ H1(Ω) that satisfies:

−∆u = f in Ω, λ u+
∂u

∂n
= 0 on Γ.

All three kinds of BVPs arise in physics. For example, in the case of steady-state

heat flow, which is one application of the Poisson equation, natural boundary conditions

describe an insulated boundary, essential boundary conditions describe a boundary held

at a fixed temperature, and Robin boundary conditions describe a Newton’s law of

cooling, that the heat flow is proportional to the temperature drop.

In this section we study the following set of boundary conditions for the Hodge

Laplacian which generalize these Robin boundary conditions:

tr δu = 0 and tr ?du+ λ ?Γ tru = 0, (2.18)

where λ > 0 is a constant.
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We first verify that (2.18) is indeed a generalization of the boundary condition in

the model Problem 2.5.1. In the case of 0-forms, the first condition in (2.18) is null and

the second becomes the usual Robin boundary condition. We also remark that another

interesting case is for 1-forms in 3 dimensions, where these boundary conditions are

div u = 0 and λn× (u× n) + curlu× n = 0. (2.19)

We will see in section Chapter 4 that these are closely related to impedance boundary

conditions for Maxwell’s equations.

We next take a closer look at the conditions. We have two different Hodge stars in

the second condition, the usual ? that maps the (k+1)-form du to a (n−k−1)-form in Ω,

and the boundary ?Γ that maps tr ?du, an (n−k−1)-form defined on the boundary Γ, to

?Γ tr ?du, a k-form on Γ. Thus we see the addition in the second condition makes sense,

since both terms are k-forms defined on Γ. The conditions (2.18) are closely related

to the essential boundary conditions. As a matter of fact, while keeping one piece

of the essential boundary conditions, one can obtain (2.18) by adding a perturbation
1
λ ?Γ tr ?du the other piece of essential boundary condition. Thus, the constant λ can be

viewed as a permutation parameter that indicates how far (2.18) is from the essential

conditions. As λ → ∞ in (2.18), we get the essential boundary condition. Because of

these observations, we call this type of Robin problem semi-essential BVP.

Just as for the natural and essential BVPs, these problems may be ill-posed, unless

we take into account the solution space of the homogeneous problem. We have seen

that the solution space is H̊ (cf. (2.5)). Thus the strong form of our first kind of Robin

problem states as follows.

Problem 2.5.2. : Find u ∈ D(L) ∩H Λk such that u ⊥ H̊k, and

(dδ + δd)u = f − PH̊kf in Ω, tr δu = 0, tr ?du+ λ ?Γ tru = 0 on Γ. (2.20)

The problem has the following weak formulation.

Problem 2.5.3. Find (σ, u, p) ∈ H̊Λk−1 ×H Λk × H̊k that satisfies

−〈σ, τ〉+ 〈u, dτ〉 = 0, ∀τ ∈ H̊Λk−1,

〈dσ, v〉+ 〈du, dv〉+ λ〈tru, tr v〉Γ + 〈p, v〉 = 〈f, v〉, ∀v ∈H Λk,

〈u, q〉 = 0, ∀q ∈ H̊k.

(2.21)

Here λ > 0.

We have pointed out for the natural and essential BVPs that the strong and weak

formulations are equivalent. We have a similar result for this Robin problem.
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Theorem 2.5.4. If u solves Problem 2.5.2, then (u, σ = δu, p = PH̊f) solves Problem

2.5.3. If (u, σ, p) solves Problem 2.5.3, then u solves Problem 2.5.2, and σ = δu,

p = PH̊f .

Proof. We prove the first statement first. Assuming such a solution u, we set σ =

δu ∈ HΛk−1 and p = PH̊f ∈ H̊. Then we have immediately that σ ∈ H̊Λk−1 from the

boundary condition. Next, from the two equations

σ − δu = 0, dσ + δdu = f − p,

taking appropriate test functions, integrating by parts (cf. Lemma 2.2.1), we obtain

〈σ, τ〉 − 〈δu, τ〉 = 〈σ, τ〉 − 〈u, dτ〉 = 0, ∀τ ∈ H̊Λk−1, (2.22)

〈dσ, v〉+ 〈δdu, v〉 = 〈dσ, v〉+ 〈du, dv〉 −
∫

Γ
tr v ∧ tr ?du = 〈f, v〉 − 〈p, v〉, ∀v ∈ C∞Λk.

(2.23)

Here we have used the fact that 〈tru, tr v〉 =
∫

Γ tr v ∧ ? tru. The first part of (2.21)

follows from (2.22) . Applying boundary condition (2.20) to (2.23), we obtain

〈dσ, v〉+ 〈du, dv〉+ λ

∫
Γ

tr v ∧ ? tru+ 〈p, v〉 = 〈f, v〉, ∀v ∈ C∞Λk.

Since dσ, du, p, f ∈ L2Λk(Ω) and tru ∈ L2
tanΛk(Γ), by density of C∞Λk in H Λk, we

can validate the second equation in (2.5.4) from the last identity. The last equation in

(2.5.4) is part of the theorem hypothesis.

The other statement can be proven in a similar way. Given (2.21), one has (2.22),

hence σ = δu, which also implies the boundary condition tr δu = 0. Besides, the second

equation of (2.21) indicates that

〈dσ, v〉+ 〈du, dv〉+ λ

∫
Γ

tr v ∧ ? tru = 〈f, v〉 − 〈p, v〉, ∀v ∈ C∞Λk.

Integrating the term 〈du, dv〉 by parts, one obtains

〈dσ, v〉+ 〈δdu, v〉+

∫
Γ

tr v ∧ tr ?du+ λ

∫
Γ

tr v ∧ ? tru = 〈f, v〉 − 〈p, v〉, ∀v ∈ C∞Λk.

Thus we must have

〈dσ, v〉+ 〈δdu, v〉 = 〈f, v〉 − 〈p, v〉, ∀v ∈ C∞Λk,

tr ?du+ λ ? tru = 0, on Γ,

where the first equation leads to the second part of (2.21), and the other is the desired
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boundary condition. Finally, taking test functions v ∈ PH̊k in (2.21), ones sees f − p ⊥
H̊ k, and must have p = PH̊kf .

From the proof we know that we can analyze the weak formulation to obtain well-

posedness, which is a much easier task in practice. We will analyze the semi-essential

Robin problem and its discretization in Section 3.3.

2.5.2 Interpretation of the semi-essential Robin BVPs in 3 dimensions

Before we do any analysis, we interpret Problem 2.5.2 in 3 dimensions to get more

concrete examples. We have considered the cases k = 0 and 1. If k = 0, then H̊k is

vacuous, and the equation is just the scalar Laplacian with Robin boundary condition

−∆u = f − PH̊0f = f in Ω,
∂u

∂n
+ λu = 0, on Γ.

If k = 1, the equation is the vector Laplacian

(− grad div + curl curl)u = f − PH̊1f. (2.24)

The boundary conditions become

div u = 0, curlu× n+ λn× (u× n) = 0, on Γ. (2.25)

This is the same as the conditions in (2.19). In fact, using the unit normal n to cross

the second equation above, we can validate the equivalence.

If k = 2, the equation is again the vector Laplacian, but with a different boundary

condition

curlu× n = 0, div u+ λu · n = 0, on Γ. (2.26)

If k = 3, we have the scalar Laplacian again. Now the second boundary condition

in (2.20) is vacuous, since the left hand side is a 3-form on a 2-dimension boundary, so

the only boundary condition that applies is Tr δu = 0, or

∂u

∂n
= 0, on Γ.

Thus we have the Neumann problem, or the essential BVP. The space H̊3 of harmonic

forms is simply a set of piecewise constant functions: each element of H̊3 takes a constant

value on each connected components of Ω.

Another thing we can consider is to split the problem into subproblems, depending

on the space that f lies in. They are called the B and B∗ problems, whose names will be
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explained after we introduced the concept of Hilber complex in the next Chapter. For

the B-problem, we assume f ∈ dH̊Λk. For any v ∈H Λk, we take v⊥, the L2-projection

of v into the L2 orthogonal compliment of dH̊Λk−1 ⊕ H̊k, to be the test function in the

second equation of (2.21). By the definition of v⊥ and the fact that σ ∈ H̊Λk−1, we

have 〈dσ, v⊥〉 = 0, Thus the second equation in (2.21) now becomes

〈du, dv⊥〉+ λ〈tru, tr v⊥〉 = 0. (2.27)

Besides, since v − v⊥ ∈ dH̊Λk−1 ⊕ H̊k, we have

d(v − v⊥) = 0, tr(v − v⊥) = 0 =⇒ dv = dv⊥, tr v = tr v⊥.

So (2.27) becomes

〈du, dv〉+ λ〈tru, tr v〉 = 0.

Choosing v = u, we see that du = 0 and tru = 0. Therefore, the strong form of this

problem is

du = 0, dδu = f in Ω, tru = 0, tr δu = 0 on Γ.

Now let us write down the problem in 3 dimensions. If k = 0, we do not have σ,

and we have

gradu = 0 in Ω, u = 0 on Γ.

This leads to the trivial solution u = 0.

If k = 1, we have

curlu = 0, − grad div u = f in Ω, u× n = 0, div u = 0 on Γ.

If k = 2, we have

div u = 0, curl curlu = f in Ω, u · n = 0, curlu× n = 0 on Γ.

If k = 3, we have

−∆u = 0 in Ω,
∂u

∂n
= 0 on Γ.

This is the Neumann BVP of the scalar Laplacian.

For the B∗-problem, we have f ⊥ dH̊Λk⊕ H̊k. Let v = dσ in (2.21), we have dσ = 0.
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Then we set τ = σ, and see that σ = 0 from the first equation. Thus we have

〈u, dτ〉 = 0 and 〈du, dv〉+ λ〈tru, tr v〉Γ = 〈f, v〉.

Consequently, we have the strong form of this problem:

δu = 0, δdu = f in Ω, tr ?du+ λ ?Γ tru = 0.

We also interpret this problem in 3 dimensions. If k = 0, we have

−∆u = f in Ω,
∂u

∂n
+ λu = 0 on Γ.

This is the usual scalar Laplace equation with Robin boundary condition.

If k = 1, we have

div u = 0, curl curlu = f in Ω, curlu× n+ λ n× (u× n) = 0 on Γ.

If k = 2, we have

curlu = 0,− grad div u = f in Ω, div u+ λu · n = 0 on Γ.

If k = 3, we have gradu = 0 with no boundary conditions. However, the auxiliary

condition u ⊥ H̊3 implies that u = div φ for some φ ∈ H̊Λ2. We have 〈grad div φ,w〉 = 0

for all w ∈ HΛ2. In particular, taking w = φ, integrating by parts, we obtain that

u = div φ = 0. Thus we have a trivial problem in this case.

Thus, we have introduced our Robin BVP of the first kind, in both strong and weak

(mixed) formulation. We interpreted the abstract problem as concrete BVPs in three

dimensions. We also considered breaking up the problem to two types of subproblems.

We will postpone our analysis of this BVP in the next Chapter. Prior to that, we will

introduce another Robin BVP in the next section, and make a few comparisons among

these BVPs.

2.5.3 Semi-natural Robin problem

In this section we will introduce another problem that generalizes the usual scalar Robin

BVP.

Problem 2.5.5. Find u ∈ D(L) such that δu ∈H Λk−1, u ⊥ Hk, and

(dδ + δd)u = f − PHkf in Ω, tr ?du = 0, tr ?u− λ ?Γ tr δu = 0 on Γ. (2.28)
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As we will see in the next subsection, in the case of 3-form, this problem becomes

the usual Robin problem.

Similar to the relationship between the semi-essential and essential boundary conditions,

the boundary condition in (2.28) can be viewed as a perturbation of the natural boundary

condition. As λ→ 0, this boundary condition formally approaches the natural boundary

condition. Therefore, we call this type of Robin problem semi-natural BVP.

We recall that the space H Λk−1 is the subspace of HΛk−1 such that the traces of

its elements on the boundary are all in L2 (cf. (2.3)). The weak formulation associated

with this problem is

Problem 2.5.6. Find (σ, u, p) ∈H Λk−1 ×HΛk × Hk that satisfies

−〈σ, τ〉 − λ〈trσ, tr τ〉Γ + 〈u, dτ〉 = 0, ∀τ ∈H Λk−1,

〈dσ, v〉+ 〈du, dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ HΛk,

〈u, q〉 = 0, ∀q ∈ Hk.

(2.29)

Here λ > 0.

Same as in the preceding section, we have equivalence of these two formulations.

Theorem 2.5.7. If u solves Problem 2.5.6, then (u, σ = δu, p = PHkf) solves Problem

2.5.5. If (u, σ, p) solves Problem 2.5.5, then u solves Problem 2.5.6, and σ = δu,

p = PHkf .

Proof. The proof is similar to that of Theorem 2.5.4. For any u solving Problem 2.5.6,

we let σ = δu ∈ H Λk−1 and p = PHkf . Taking appropriate test functions, by Lemma

2.2.1, we have

−〈σ, τ〉+ 〈δu, τ〉 = −〈σ, τ〉+ 〈dτ, u〉 −
∫

Γ
tr τ ∧ tr ?u = 0, ∀τ ∈ C∞Λk−1,

〈dσ, v〉+ 〈δdu, v〉 = 〈dσ, v〉+ 〈du, dv〉 −
∫

Γ
tr dv ∧ tr ?du = 〈f − p, v〉, ∀v ∈ C∞Λk.

By the boundary conditions in (2.28) and the density of C∞Λk−1 in H Λk−1 and C∞Λk

in HΛk, one can derive the first two equations in (2.29). The last equation in (2.29) is

obvious from the definition of p.

On the other hand, if we have a solution (σ, u, p) ∈ H Λk−1 ×HΛk × Hk satisfying

(2.29), we immediately have u ⊥ Hk from the last equation. Letting v ∈ Hk ⊂ HΛk, we

can conclude that f − p ⊥ Hk, which implies p = PHkf . Thus by Lemma 2.2.1, for all

v ∈ C∞Λk, we have

〈dσ, v〉+ 〈δdu, v〉+

∫
Γ

tr dv ∧ tr ?du = 〈f − PHkf, v〉.
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This shows that

dσ + δdu = f − PHkf (2.30)

and the boundary condition tr ?du = 0. Finally, taking τ ∈ C∞Λk−1 in (2.29), Lemma

2.2.1 yields

−〈σ, τ〉 − λ
∫

Γ
tr τ ∧ ?Γ trσ + 〈δu, τ〉+

∫
Γ

tr τ ∧ tr ?u = 0. (2.31)

This implies σ = δu, and the boundary condition tr ?u−λ?Γ trσ = tr ?u−λ?Γ tr δu = 0.

Substituting σ = δu in (2.30), we have (dδ + δd)u = f − PHkf . Thus we verified that

u ∈ HΛk solves Problem 2.5.5.

The analysis of semi-natural Robin problem will also be done in Section 3.4.

2.5.4 Interpretation of semi-natural Robin BVP in 3 dimensions

Similar to Problem 2.5.2, we can interpret Problem 2.5.5 in 3 dimensions, as follows. If

k = 0, the equation is the scalar Laplacian

−∆u = f − PH0f.

The second piece of the boundary conditions in (2.28) drops out, and our boundary

condition hence becomes

∂u

∂n
= 0.

Thus for k = 0, semi-natural BVP reduces to just the natural BVP (Neumann problem).

If k = 1, we have the vector Laplace equation

(− grad div + curl curl)u = f − PH1f.

The boundary condition become

curlu× n = 0, u · n+ λ div u = 0.

Notice that the boundary condition for k = 1 is the same as the boundary condition

of the semi-essential problem for k = 2, except that the perturbation factor is λ here,

whereas 1
λ there.
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If k = 2, we have the vector Laplace equation still, but different boundary conditions:

div u = 0, n× (u× n) + λ curlu× n = 0.

This boundary condition is the same as the boundary condition of the semi-essential

problem for k = 1, except that we have the reciprocal 1
λ there.

If k = 3, we have the scalar Laplacian again. The boundary condition is

u+ λ
∂u

∂n
= 0,

which is the usual Robin boundary value problem.

Next, we also consider splitting the problem into the B and B∗ problem. For the B
problem of Problem 2.5.6, we consider the case when f is in the range of d. Then for any

v, we may take v⊥ to be the L2-projection of v into the L2-compliment of dH Λk ⊕Hk.

Let v⊥ be the test function in the second equation of (2.29), we then have 〈du, dv⊥〉 = 0,

which is equivalent to 〈du, dv〉 = 0. Choosing v = u, we can see that du = 0. Thus the

strong form of this problem is

du = 0, dδu = f in Ω, tr ?u− λ ?Γ tr δu = 0.

We interpret this sub-problem in 3 dimensions. If k = 0, we have gradu = 0, which

indicates u is a constant on each connected component of Ω. However, the auxiliary

condition u ⊥ H0 guarantees that u = 0. So k = 1 is a trivial case.

If k = 1, we have

curlu = 0,− grad div u = f in Ω, u · n+ λdiv u = 0 on Γ.

If k = 2, we have

div u = 0, curl curlu = f in Ω, n× (u× n) + λ curlu× n = 0 on Γ.

If k = 3, we have

−∆u = 0 in Ω, u+ λ
∂u

∂n
= 0 on Γ.

For the B∗-problem, setting v = dσ in the second equation of (2.29), we have dσ = 0.

Then we take τ = dσ in the first equation, and obtain σ = 0, or δu = 0 equivalently.

Thus our problem becomes

δu = 0, δdu = 0 in Ω, tr ?du = 0, tr ?u = 0 on Γ.
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If k = 0, the first equation and the second boundary condition vanish. We thus have

the scalar Neumann BVP.

−∆u = 0 in Ω,
∂u

∂n
= 0 on Γ.

If k = 1, we have

div u = 0, curl curlu = f in Ω, u · n = 0, curlu× n = 0 on Γ.

If k = 2, we have

curlu = 0,− grad div u = f in Ω, u× n = 0,div u = 0 on Γ.

If k = 3, the second equation and the first boundary condition vanish. The remaining

problem is to find u such that gradu = 0 in Ω and u vanishes on the boundary, which

is obviously a trivial problem.

Thus, we have finished introducing the semi-natural Robin BVP, including the strong

and weak formulation, interpretation in three dimensions, and have splitting the original

problem into subproblems. So far we have four kinds of Hodge Laplace problem, the

natural BVP 2.3.2, the essential BVP 2.3.6, and two kinds of Robin BVPs (cf. Problems

2.5.2 and 2.5.5). We will give a few remarks in the next section on their connections,

and leave the analysis of the Robin BVPs in the next Chapter.

2.5.5 Comparison of the two Robin BVPs

We will close this Chapter by comparing the problems 2.5.2 and 2.5.5 discussed just

before, as well as the natural and essential BVPs (cf. Problems 2.3.2 and 2.3.6). Looking

at the boundary conditions of Problem 2.5.2, we see the boundary condition

tr δu = 0

is exactly the same as one from the essential BVP (cf. (2.12)). The other boundary

condition in (2.20),

tr ?du+ λ ?Γ tru = 0,

can be viewed as adding a perturbation term to the boundary condition

tru = 0.
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The last equation is the other boundary condition in the essential BVP. Besides, the

perturbation is related to one boundary condition from the natural BVP, cf. Problem

2.5.5 and Equation (2.28). Thus we see that the boundary conditions associated with

the semi-essential Robin BVP is in fact the boundary conditions from the essential BVP,

with a perturbation term from the natural BVP.

Another observation we make is that the functions spaces in the mixed formulations

of these problems are related. In the first kind of Robin BVP, we choose the space

H̊Λk−1 ×H Λk × H̊Λk.

This is very like the space we used for the essential BVP, except that the middle one

H Λk is a super set of H̊Λk, which we used for the essential BVP. Still, the space H Λk

is a subset of HΛk, which is used for the natural BVP. Thus, we see that, in terms

of function spaces, the first kind of Robin BVP is a perturbed version of the essential

BVP.

Based on the above observations, we can say the first Robin BVP is semi-essential.

From similar comparison, we can view the second kind of Robin BVPs as a perturbed

version of the natural BVP, and hence we say it is semi-natural. We list all boundary

conditions and function spaces in these problems in the following table.

BVP boundary conditions function spaces

Natural tr ?du = 0, tr ?u = 0 HΛk−1 ×HΛk × Hk

Second Robin
(Semi-natural)

tr ?du = 0, tr ?u− λ ?Γ tr δu = 0 H Λk−1 ×HΛk × Hk

First Robin
(Semi-essential)

tr ?du+ λ ?Γ tru = 0, tr δu = 0 H̊Λk−1 ×H Λk × H̊k

Essential tru = 0, tr δu = 0 H̊Λk−1 × H̊Λk × H̊k

Table 2.7: Boundary conditions in strong formulation and function spaces in weak
formulation of four BVPs in three dimensions.

Just as we saw that the k-form natural BVP and the (n − k)-form essential BVP

generates the same BVP (cf. Tables 2.4 and 2.5), we also have such relation between

the semi-natural BVP and semi-essential BVP. This is not surprising. One can consider

the Hodge star ? as a mapping between k-forms and (n − k)-forms. If u satisfies the

boundary conditions in (2.20), then w = ?u satisfies the boundary conditions in (2.28).



Chapter 3

Hilbert Complex Approach

3.1 Introduction

In this chapter, we analyze our two Robin BVPs introduced in Section 2.5 following a

approach based on the finite element exterior calculus (FEEC) framework established

in [4]. The key concept in the FEEC theory is Hilbert complex, which generalizes de

Rham complexes and can represents more function spaces and operators.

Our main goal in the chapter is to fit the semi-natural and -essential BVPs into

the general FEEC framework established in [4]. Once we see that there are Hilbert

complexes with appropriate operators behind the concrete BVPs, we can directly apply

the general theory to our new Hilbert complexes, and immediately have wellposedness

of the original problems 2.5.5 and 2.5.2, stability of the corresponding discrete problems,

and approximation results.

3.2 Preliminaries

In this section we review some general results in FEEC from [4]. We consider a sequence

of Hilbert spaces W k with (maybe unbounded) linear operators Dk : W k →W k+1,

W k−1 Dk−1

−−−−→ W k Dk−−−−→ W k+1. (3.1)

If the operators satisfy that Dk+1 ◦ Dk = 0, the sequence is then called a complex.

We denote such a complex by (W,D). For each Dk, we consider a suitable subspace

V k ⊂
{
u ∈W k | Dku ∈W k+1

}
. This V k is called the domain of Dk. For the domain

space V k, we consider the inner product 〈·, ·〉:

〈u, v〉V k = 〈u, v〉Wk + 〈Dku,Dkv〉Wk+1 ,

34
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and the resulting norm, called the V -norm or graph norm. Thus we have the domain

complex (V,D). It is straightforward that Dk|V k maps V k into V k+1. We also consider

the (still maybe unbounded) adjoint operators D∗k : W k →W k−1, and have the adjoint

complex

W k−1
D∗k←−−−− W k

D∗k+1←−−−− W k+1, (3.2)

For each D∗k, we have its domain

V ∗k =
{
u ∈W k | D∗ku ∈W k−1

}
.

Definition 3.2.1. A complex (W,D) is a Hilbert complex, if the following properties

hold:

1. Each Dk is a closed operator. This means the resulting graph
{

(u,Dku) | u ∈ V k
}

is a closed set;

2. Each Dk is densely-defined in W k, i.e., the corresponding domain V k is a dense

subset of W k.

In addition, if the operators Dk have closed ranges, we say that (W,D) is a closed Hilbert

complex.

Remark 3.2.1. It can be checked that for a Hilbert complex (W,D), the resulting

domain complex (V,D), equipped with the graph norm, is a bounded Hilbert complex. A

Hilbert complex (W,D) is closed if and only if so is (V,D).

The closedness of a Hilbert complex, or the closed range property, plays an essential

role in our analysis. However, usually we do not verify this property directly. Instead,

we can check the Poincaré inequality. To introduce the general form of the inequality,

we shall define a few more spaces. For each Dk continuously defined on V k, we denote

Bk+1 the range Dk(V k), and denote Zk the null space of Dk. One can check that both

Bk and Zk are subspaces of V k. Moreover, each Zk is always closed (under W -norm),

and every Bk is closed if and only if the Hilbert complex is closed. For a Hilbert complex

(W,D), each domain V k can be decomposed as V k = Zk ⊕ Zk,⊥, where ⊥ denotes the

W -orthogonality. Now we can introduce the General Poincaré inequality.

Definition 3.2.2 (General Poincaré inequality). Given a Hilbert complex (W,D) and

domain spaces V , We say that Poincaré inequality holds for k, if there exists a constant

C > 0, such that every u ∈ Zk,⊥ satisfies

‖u‖ ≤ C‖Dku‖. (3.3)
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It has been pointed out in [4]1 that closedness of a Hilbert complex is equivalent

to Poincaré inequality (for all k). However, for the sake of conciseness, only a proof of

sufficiency was provided in that paper. We state the property as a lemma below and

give a complete proof.

Lemma 3.2.2. A Hilbert complex (W,D) with domains V is closed if and only if the

Poincaré inequality (3.3) holds.

Proof. We will prove the “if” part first for Dk. Suppose Dui → w ∈W k+1 for ui ∈ V k,

our goal is to show that there exists a u ∈ V k such that Du = w. For each ui, we

decompose

ui = ui,0 + ui,⊥ = Zk ⊕ Zk,⊥.

Applying Poincaré inequality (3.3) on ui,⊥ − uj,⊥, we have ‖ui,⊥ − uj,⊥‖ ≤ C‖Dui,⊥ −
Duj,⊥‖, where C > 0 is some constant that does not depends on {ui}. Note that

Dui,⊥ = Dui, which means {ui,⊥} is a Cauchy sequence. Since W k is a Hilbert space,

there exists a u ∈W k such that ui → u. Next, because D is a closed operator, ui → u in

W k implies Dui → Du in W k+1. The last convergence shows that u ∈ V k, and Du = w

from our hypothesis Dui → w.

Next, we will prove the “only if” part. Obviously, Dk maps Zk,⊥ to Bk+1 bijectively.

It is clear that Zk,⊥ is a closed subspace of W k. Moreover, because (W,D) is closed, the

range Bk+1 of Dk is a closed subspace of W k+1. Hence, both Zk,⊥ and Bk are Banach

spaces. Thus, by the well-known bounded inverse theorem, we have a constant C > 0,

depending on those two spaces and the operator Dk only, such that ‖u‖ ≤ C‖Dku‖.

We will see (cf. Lemmas 3.3.4 and 3.4.5) that validating an appropriate Poincaré

inequality makes up a nontrivial part of the analysis of both Robin BVPs.

Next we introduce the general Hodge Laplacian in the Hilbert complex context.

This will be useful, as our plan is to fit the two kinds of Robin BVPs in this framework,

and take advantages of analysis that has been done in [4]. We call the operator L =

D∗k+1 ◦Dk +Dk−1 ◦D∗k the abstract Hodge Laplacian. The domain of L is

D(L) =
{
u ∈ V k ∩ V ∗k | Du ∈ V ∗k+1, D

∗u ∈ V k−1
}
.

The abstract Hodge Laplace problem is to find u ∈ D(L) satisfying Lu = f for given

f ∈W k. In general, the problem may not be well-posed. To obtain a well-posed Hodge

1See the remark after equation (16) in this paper.
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Laplacian, we need to take into account the space of abstract harmonic functions

Hk =
{
u ∈ V k ∩ V ∗k | Du = 0, D∗u = 0

}
(3.4)

=
{
u ∈ V k | Du = 0, 〈u,Dσ〉 = 0, ∀σ ∈ V k−1

}
. (3.5)

Remark 3.2.3. Despite the similarity of notations, the space Hk defined above is not

necessarily the same space given by (2.4). However, as we will see later in this chapter,

our (more abstract) harmonic function space Hk above may equal the spaces Hk given

by (2.4) or H̊kgiven by (2.5), given appropriate complex (W,D) and domains V .

Remark 3.2.4. We see that Hk is the W -complement of Bk. If (W,D) is a closed

Hilbert complex, Bk is a closed subspace of Zk, we hence have Zk = Bk ⊕ Hk, and

consequently the Hodge decomposition

V k = Bk ⊕ Hk ⊕ Zk,⊥.

Now we can consider the well-posed Hodge Laplacian in strong and mixed formulation,

assuming closedness of the associated Hilbert complex. All brackets 〈·, ·〉 and norms ‖·‖
stand for the W -inner products and W -norm, unless otherwise mentioned.

Problem 3.2.5 (Strong formulation). Assume that (W,D) is a closed Hilbert complex.

Given f ∈W k, find u ∈ D(L) such that u ⊥ Hk, and that

Lu = f mod Hk.

Problem 3.2.6 (Mixed formulation). Assume that (W,D) is a closed Hilbert complex.

Given f ∈W k, find (σ, u, p) ∈ V k−1 × V k × Hk that satisfies

〈σ, τ〉 − 〈u,Dτ〉 = 0, ∀τ ∈ V k−1,

〈Dσ, v〉+ 〈Du,Dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ V k,

〈u, q〉 = 0, ∀q ∈ Hk.

We have the following well-posedness from [4, Theorem 3.1].

Theorem 3.2.7. For any closed Hilbert complex (W,D) and its domains V , there is

a constant C > 0, such that for all f ∈ W k, Problem 3.2.6 has a unique solution

(σ, u, p) ∈ V k−1 × V k × Hk, and moreover,

‖σ‖V k−1 + ‖u‖V k + ‖p‖ ≤ C‖f‖.

To apply the finite element methods to this problem, we need to discretize the
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Hilbert complex (V,D) with a discrete complex (Vh, D), where each V k
h ⊂ V k is a

finite-dimensional subspace. Corresponding to this discretization is the abstract discrete

harmonic space

Hkh =
{
u ∈ V k

h | Du = 0, 〈u,Dσ〉 = 0, ∀σ ∈ V k−1
h

}
. (3.6)

The discrete mixed problem is defined as below.

Problem 3.2.8. Given f ∈W k, find (σ, u, p) ∈ V k−1
h × V k

h × Hkh that satisfies

〈σ, τ〉 − 〈u,Dτ〉 = 0, ∀τ ∈ V k−1
h ,

〈Dσ, v〉+ 〈Du,Dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ V k
h ,

〈u, q〉 = 0, ∀q ∈ Hkh.

We need a series of maps that connect the complex (V,D) and its discretization

(Vh, D). A series of projections Πk : V k → V k
h , denoted by Π, is called a cochain

projection from (V,D) to (Vh, D), if it commutes with the D operators:

Πk+1 ◦Dku = Dk+1 ◦Πku, ∀u ∈ V k, ∀k.

This property is illustrated by the following commuting diagram.

V k−1 Dk−1

−−−−→ V k Dk−−−−→ V k−1yΠk−1

yΠk

yΠk+1

V k−1
h

Dk−1

−−−−→ V k
h

Dk−−−−→ V k−1
h

Moreover, a cochain projection Π is said to be bounded, if ‖Πk‖L (V k,V kh ) ≤ C for some

C > 0 independent of k.

If we have a family of subcomplexes (Vh, D) of (V,D), and there exist Πh uniformly

bounded projections from (V,D) to (Vh, D), we then have convergence of finite element

methods. The next convergence theorem is [4, Theorem 3.9].

Theorem 3.2.9. Let (V,D) be a closed Hilbert complex, and (Vh, D) be a family of

Hilbert subcomplexes indexed by h. Assume that there exist a uniformly bounded cochain

projection Π : (V,D)→ (Vh, D). There exist constant C > 0, such that for any f ∈W k,

(σ, u, p) ∈ V k−1 × V k × Hk the unique solution to Problem 3.2.6, and (σh, uh, ph) ∈
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V k−1
h × V k

h × Hkh the unique solution to Problem 3.2.8, we have

‖σ − σh‖V k−1 + ‖u− uh‖V k + ‖p− ph‖

≤ C

(
inf

τ∈V k−1
h

‖σ − τ‖+ inf
v∈V kh

‖u− v‖+ inf
q∈V kh

‖p− q‖+ µ inf
v∈V kh

‖ProjD(V k−1)u− v‖

)
,

where µ = sup
r∈Hk,‖r‖=1

‖(I −Π)r‖.

The existence of such uniform bounded cochain projection is usually not trivial.

Thanks to [4, Theorem 3.7], as stated below, we need a discrete Poincaré inequality,

and a lower bound of the projection from Hkh to Hk.

Theorem 3.2.10. Let (V,D) be a closed Hilbert complex, and (Vh, D) be a family of

Hilbert subcomplexes indexed by h. Assume that we have the discrete Poincaré inequality

‖v‖V ≤ C1‖dv‖V ,∀v ∈ Zkh, (3.7)

and for the projection PH : Hkh → Hk:

‖q‖V ≤ C2‖PHq‖, ∀q ∈ Hkh, (3.8)

Then there exists a cochain projection πh : V → Vh, whose norm is bounded in terms of

C1 and C2. The reverse of this theorem is also true.

Remark 3.2.11. We remark that the harmonic function spaces Hk and Hkh in the

preceding theorem is the abstract spaces, as defined by (3.4) and (3.6). In the next

subsection, we will give a proof for (3.8) for a few combination of concrete harmonic

function spaces, based on analysis of the natural and essential BVPs in literature . The

validation of the discrete Poincaré inequality (3.7) is more non-trivial. We will prove

it on a case-by-case basis in the next two subsections.

3.2.1 Some harmonic space gaps

Before we move on to the analysis of the two Robin BVPs and their discretization, we

want to prove (3.8) for the combinations of Hk and Hkh from the natural and essential

BVPs. Later we will see that these concrete harmonic spaces are exactly the same from

semi-natural and semi-essential Robin BVPs. Thus we can just apply the gap estimates

there.

To start with, we recall that for the natural BVP, we have the de Rham complex

(W,d), which in three dimensions is

L2Λ0 grad−−−−→ L2Λ1 curl−−−−→ L2Λ2 div−−−−→ L2Λ3. (3.9)
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The corresponding domain complex is (V, d) where V k = HΛk. The harmonic function

space is given by (2.4). With a triangulation T of Ω, and one of the following sets of

polynomial spaces V k−1
h × V k

h :

P−r Λk−1 × P−r Λk, PrΛk−1 × P−r Λk,

P−r+1Λk−1 × PrΛk, Pr+1Λk−1 × PrΛk,

where the P and P− spaces are defined in Section 2.4, we have uniformly bounded

cochain projection from (V, d) to (Vh, d). By theorem 3.2.10, this implies (3.8) in the

following special form:

‖q‖V ≤ C‖PHkq‖,∀q ∈ Hkh

where either

Hkh = {u ∈ Pr | du = 0, 〈u, dv〉 = 0, ∀v ∈ Pr−1} , (3.10)

or

Hkh =
{
u ∈ P−r | du = 0, 〈u, dv〉 = 0, ∀v ∈ P−r−1

}
, (3.11)

The story for the essential BVP is similar. With the same de Rham complex (3.9),

and a different domain complex (V, d), where V k = H̊Λk, we have the essential BVP.

The corresponding harmonic function space is given by (2.5). Choosing one of the

following sets of V k−1
h × V k

h :

P̊−r Λk−1 × P̊−r Λk, P̊rΛk−1 × P̊−r Λk,

P̊−r+1Λk−1 × P̊rΛk, P̊r+1Λk−1 × P̊rΛk,

we have a uniform bounded cochain projection from (W,d) to (V, d). Now (3.8) in

Theorem 3.2.10 becomes the following special form:

‖q‖V ≤ C‖PH̊kq‖,∀q ∈ H̊kh,

where either

H̊kh =
{
u ∈ P̊r | du = 0, 〈u, dv〉 = 0, ∀v ∈ P̊r−1

}
, (3.12)
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or

H̊kh =
{
u ∈ P̊−r | du = 0, 〈u, dv〉 = 0, ∀v ∈ P̊−r−1

}
, (3.13)

Summarizing the preceding argument, the known results for the natural and essential

BVP give us (3.8) for the following special cases:

Lemma 3.2.12. Assume Ω a Lipschitz domain with triangulation T . For the harmonic

spaces defined in (2.4), (2.5), and the discrete harmonic spaces given by (3.10), (3.11)),

(3.12)), and (3.13)), we have

‖q1‖ ≤ C‖PHkq1‖, ∀q1 ∈ Hkh,

‖q2‖ ≤ C‖PH̊kq2‖, ∀q2 ∈ H̊kh,

3.3 Analysis of the semi-essential Robin BVP

In this section, we will show that Problem 2.5.2 is the abstract Hodge Laplacian for a

certain closed Hilbert complex. Consider the complex (W,D) (as in (3.1)) with Hilbert

spaces

W k−1 = L2Λk−1, W k = L2Λk, W k+1 = L2Λk+1 × L2Λk(Γ),

and operators

Dk−1 = dk−1 and Dk = (dk, tr).

Here W k+1 is equipped with the norm ‖(u, σ)‖2 = ‖u‖2 + λ‖σ‖2Γ, the lower-case d

represents the usual exterior differentials, and tr denotes the trace operator of k-forms.

In order to have boundedness of D, we choose the following domains:

V k−1 = H̊Λk−1, and V k = H Λk.

With these spaces and operators, we have a Hilbert complex, as stated and proved

below.

Proposition 3.3.1. The sequence (W,D) with domains V is a Hilbert complex.

Proof. It is obvious that Dk ◦Dk−1 = 0. Thus, (W,D) is a Hilbert complex if we can

verify the following two properties:

1. The operators Dk−1 and Dk are closed, i.e., the resulting graph {(u,Du)} is a

closed set;
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2. The domains V k−1 and V k are dense in W k−1 and W k, respectively.

For the closedness, we need to check for Dk only, because the closedness of Dk−1 =

dk−1 is known (cf. [4, Section 6.2] for instance). Suppose we have a sequence (ui, dui, trui)

with ui ∈H Λk converging to (u,w, ρ) ∈W k ×W k+1 = L2Λk × L2Λk+1 × L2Λk(Γ). In

order to prove closedness, we need to show that u ∈ H Λk, du = w, and tru = ρ. In

fact, we have

ui → u in L2Λk =⇒ dui → du in H−1Λk+1,

and comparing the latter with our hypothesis dui → w in L2Λk+1, we have w = du. Thus

we know u ∈ HΛk, and ui → u in HΛk+1. Consequently, trui → tru in H−1/2Λk(Γ).

However, we assumed trui → ρ in L2Λk(Γ), so we know tru = ρ. The first property is

checked.

Next, we prove the density property. We know that C∞0 Λk−1 and C∞0 Λk are dense

in L2Λk−1 and L2Λk, respectively. In addition, we obviously have C∞0 Λk−1 ⊂ V k−1

and C∞0 Λk ⊂ V k. The property hence follows. Thus, we showed (W,D) is a Hilbert

complex.

We need to prove furthermore that (W,D) is a closed Hilbert complex, in order to

apply Theorem 3.2.7. As pointed out by Lemma 3.2.2, we shall first show a Poincaré

inequality (cf. Lemma 3.3.4). To serve that purpose, we need a compactness property

(cf. Lemma 3.3.3). We start with the following theorem proven by Costabel [15].

Theorem 3.3.2. For any Ω ⊂ R3 Lipschitz domain, there exists C, dependent only on

Ω, such that

‖u‖H1/2 ≤ C (‖u‖+ ‖ curlu‖+ ‖ div u‖+ ‖u× n‖Γ) , (3.14)

‖u‖H1/2 ≤ C (‖u‖+ ‖ curlu‖+ ‖ div u‖+ ‖u · n‖Γ) (3.15)

for all vector field u ∈ H(curl) ∩H(div)).

Recalling the correspondence Tables 2.2 and 2.3, we can restate (3.14) and (3.15) as

‖u‖H1/2 ≤ C (‖u‖+ ‖du‖+ ‖δu‖+ ‖ tru‖Γ) . (3.16)

for u ∈ H Λk ∩ H∗Λk in three dimensions, where k = 1, 2. We note that (3.16) still

holds for the cases k = 0, 3. In fact, u is in H1Λk if k = 0 or 3, and the right-hand

side of (3.16) contains the ‖u‖H1 . Therefore, (3.16) holds for all k in three dimensions.

In other words, H Λk ∩ H∗Λk is continuously embedded in H1/2Λk. By the Rellich

theorem, H1/2Λk is compact in L2Λk. Thus we have proved the following lemma:
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Lemma 3.3.3. For any Ω Lipschitz domain in R3, the space H Λk∩H∗Λk is compactly

embedded in L2Λk.

We note that the null spaces for Dk−1 and Dk in (V,D) are
{
u ∈ H̊ Λk−1|du = 0

}
=

Z̊k−1 and
{
u ∈ HΛk|du = 0, tru = 0

}
= Z̊k, respectively. So we shall prove the following

Poincaré inequality.

Lemma 3.3.4. Let Ω ⊂ R3 be a Lipschitz domain.

• (Poincaré inequality for k.) For all u ∈ Z̊k,⊥H Λ, we have

‖u‖ ≤ C‖Dσ‖ = C(‖du‖+ ‖ tru‖Γ), (3.17)

where the constant C depends on Ω and k only.

• (Poincaré inequality for k − 1.) For all σ ∈ Z̊k−1,⊥H̊Λ, we have

‖σ‖ ≤ C‖Dσ‖ ≤ C‖dσ‖,

where the constant C depends on Ω and k only.

Proof. The second part is a standard result. Thus we only need to prove 3.17.

For k = 0, we see that u is a H1 function such that it is orthoganal to constants:∫
Ω u = 0. The desired result 3.17 is just a standard Poincaré inequality.

Now we prove for k > 1. If the statement is not true, we can find a sequence

{un} ⊂ Z̊⊥H Λk satisfying

‖dun‖+ ‖ trun‖Γ → 0 as n→∞, ‖un‖ = 1. (3.18)

Since Z̊⊥H Λk is (L2-)orthogonal to dH Λk−1, we know in particular that Z̊⊥H Λk is

orthogonal to dC∞0 Λk−1. For any u ∈ Z̊⊥H Λk and any test function v ∈ C∞0 Λk−1, we

obtain from Lemma 2.2.1 that

〈δu, v〉 = −〈u, dv〉+

∫
Γ

tr v ∧ tr ?u = 0.

Because C∞0 Λk−1 is dense in L2Λk−1, δu is orthogonal to L2Λk−1, which implies δu = 0.

Now since un ∈H Λk ∩H∗Λk are bounded from (3.18), by Lemma 3.3.3, we know that

un has a subsequence, which we still denote as un, that converges to some u0 ∈ L2Λk

(in L2-norm).

Now from un → u0 in L2Λk, we have dun → du0 in H−1Λk. Besides, we know

dun → 0 from (3.18). These facts imply that u0 ∈ HΛk, du0 = 0, and un → u0

in HΛ-norm. Then from the boundedness of tr : HΛk(Ω) → H−1/2Λk(Γ), we obtain
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trun → tru0 in H−1/2Λk. We also have trun → 0 in L2(Γ) from (3.18), thus we know

tru0 = 0, which shows u0 ∈ H̊Λk.

Next, un ⊥ dH̊Λk−1 implies u0 ⊥ dH̊Λk−1. Thus we have u0 ∈ H̊k. However, since

un ⊥ H̊k, we have u0 ⊥ H̊k. Thus u0 = 0, which contradicts with 1 = ‖un‖ → ‖u0‖ from

(3.18). Therefore, we proved the lemma.

By Lemma 3.2.2, we hence have proved the following.

Proposition 3.3.5. The sequence (W,D) with domains V is a closed Hilbert complex.

3.3.1 Adjoint complex of the semi-essential Robin BVP

As we have seen in Section 3.2, the abstract Hodge-Laplacian is made up with several

operators and their adjoints. In this section we determine the operators and domains

of the adjoint complex (W,D∗). With these, we shall see that the complex introduced

earlier indeed corresponds to the semi-essential Robin BVP.

First, sincei Dk−1 = dk−1 : H̊Λk−1 → L2Λk, we know that its adjoint operator is

D∗k = d∗k = δk with domain V ∗k = H∗Λk. Second, for Dk = (dk, tr), by definition, the

domain of its adjoint is

V ∗k+1 =
{

(u, σ) ∈W k+1 | ∃w ∈W k, 〈(u, σ), Dkv〉 = 〈w, v〉 ∀v ∈ V k
}
,

i.e.,

V ∗k+1 =
{

(u, σ) ∈W k+1 | ∃w ∈W k, 〈u, dv〉+ λ〈σ, tr v〉Γ = 〈w, v〉 ∀v ∈H Λk
}
.

(3.19)

A particular case is that for any (u, σ) ∈ V ∗k+1, there exists w ∈ L2Λk satisfying

〈u, dv〉 = 〈w, v〉, ∀v ∈ H̊Λk.

The last equation shows that u ∈ H∗Λk+1, and δu = w. From (3.19) and Lemma 2.2.1,

we obtain

〈δu, v〉+

∫
Γ

tr v ∧ tr ?u+ λ

∫
Γ

tr v ∧ ?σ = 〈δu, v〉, ∀v ∈ H1Λk.

Hence we have

tr ?u+ λ ? σ = 0.
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Since we assumed σ ∈ L2Λk(Γ), we have proved u ∈H ∗Λk+1, and therefore

V ∗k+1 ⊂
{

(u, σ) ∈H ∗Λk+1 × L2Λk(Γ) | tr ?u+ λ ? σ = 0
}
.

On the other hand, for any pair (u, σ) ∈ H ∗Λk+1 × L2Λk(Γ) with the compatibility

condition tr ?u+ λ ? σ = 0, we let w = δu ∈ L2Λk. Then, Lemma 2.2.1 yields

〈u, dv〉+ λ〈σ, tr v〉Γ = 〈w, v〉, ∀v ∈ H1Λk.

Next, by compactness of H1Λk in H Λk, the preceding equation holds for all v ∈H Λk.

Thus we have

V ∗k+1 ⊃
{

(u, σ) ∈H ∗Λk+1 × L2Λk(Γ) | tr ?u+ λ ? σ = 0
}
,

and conclude that

V ∗k+1 =
{

(u, σ) ∈H ∗Λk+1 × L2Λk(Γ) | tr ?u+ λ ? σ = 0
}
.

From the above argument, we also see that

D∗k+1(u, σ) = δk+1u, ∀(u, σ) ∈ V ∗k+1.

With these ingredients, we can check that the abstract harmonic form now is in fact

H̊, as defined in (2.5). We immediately have the following well-posedness from Theorem

3.2.7.

Theorem 3.3.6 (Well-posedness of the semi-essential Robin BVP). Assume that Ω ∈
R3 is a Lipschitz domain, and λ > 0. There exist C > 0, depending on Ω and λ only,

such that for any f ∈ L2Λk, there exists a solution (σ, u, p) ∈ H̊Λk−1 ×H Λk × H̊k for

Problem 2.5.3. Moreover,

‖σ‖HΛk−1 + ‖u‖H Λk + ‖p‖ ≤ C‖f‖.

Remark 3.3.7. We introduced the B problem and B∗ problem for the semi-essential

Robin BVP in Chapter 2. They have such names because the function f is assumed to

be in the range of the D and D∗ operators. This is also the reason for the semi-natural

BVP, whose associated Hilbert complex will be discussed later in this chapter.

3.3.2 Discretization

As we have proved the well-posedness of the semi-essential Robin BVP, we move on to

introduce the finite element method we are going to use to solve it. We consider the



46

finite element space Λ̊k−1
h × Λkh × H̊kh, where Λ̊k−1 × Λk are one of the following:

P̊−r Λk−1 × P−r Λk, P̊rΛk−1 × P−r Λk,

P̊−r+1Λk−1 × PrΛk, P̊r+1Λk−1 × PrΛk,

and

H̊kh =
{
u ∈ Λkh | du = 0, 〈u, dσ〉 = 0 ∀σ ∈ Λ̊k−1

h

}
.

Here the spaces PrΛ
k and P−r Λk are the finite element spaces introduced in Section

2.4. A ring above a space, e.g., P̊rΛk, indicates that we impose boundary conditions by

setting the degrees of freedom associated with vertices, edges, and faces on the boundary

Γ of the domain to be zero.

Our first discrete Robin problem is the following.

Problem 3.3.8. Find (σ, u, p) ∈ Λ̊k−1
h × Λkh × H̊kh that satisfies

−〈σ, τ〉+ 〈u, dτ〉 = 0, ∀τ ∈ Λ̊k−1
h ,

〈dσ, v〉+ 〈du, dv〉+ λ〈tru, tr v〉Γ + 〈p, v〉 = 〈f, v〉, ∀v ∈ Λkh,

〈u, q〉 = 0, ∀q ∈ H̊kh.

(3.20)

Here λ > 0.

In order to apply Theorems 3.2.10 and 3.2.9 to derive our discrete semi-natural

BVP’s stability and convergence , we need a discrete Poincaré inequality, which will be

given and proven in the next section.

3.3.3 Discrete Poincaré inequalities

In this section we prove the following result.

Theorem 3.3.9 (Discrete Poincaré inequality for k). Given Ω ∈ R3 a Lipschitz polyhedral

domain and T a quasi-uniform mesh on it. For each k = 0, 1, 2, or 3, there exists a

C > 0, such that for all uh ∈ Λkh that satisfies uh ⊥ dΛ̊k−1
h and uh ⊥ H̊kh, we have

‖uh‖ ≤ C (‖duh‖+ ‖ truh‖) . (3.21)

We first note that the cases k = 0 or 3 are straightforward. If k = 0, the statement

is identical to the continuous case, cf. Lemma 3.3.4. If k = 3, such uh must vanish, and

hence the result. Thus we only need to prove for k = 1 and 2. We need a few lemmas.

In general, to prove a discrete Poincaré inequality, it is a standard approach to

use some projection between the continuous and discrete function spaces, and take



47

advantage of the continuous Poincaré inequality. We will use this approach. However, as

we know from Section 2.4, the canonical projection is not a bounded operator on H(curl)

or even H (curl). However, on a subset of H(curl) with suitable extra assumptions, the

projection is defined. Precisely, we have the following lemma (cf. [26, Lemma 5.38]).

Lemma 3.3.10. Assume T = {T} is a triangulation of the domain Ω. The canonical

projection πu of u ∈ H(curl) into Λ1
h is defined and bounded, if u satisfies u ∈ (Hδ(T ))3

and curlu ∈ Lp(T )3 for each tetrahedron T in the mesh for some δ > 1/2 and p > 2.

In order to apply the previous lemma, we need to show extra regularity for the

function in the finite element space. The next two lemmas provide us with desired

regularity. The first one, due to Bramble et. al.[5, Section 10], is an inverse estimate in

planer domains.

Lemma 3.3.11. Let F ∈ R2 be a Lipschitz polygon with a quasi-uniform triangulation

T of size h. For 0 ≤ t < 1/2, there exists C > 0, independent of h, such that for all u

piecewise polynomials, it holds that

‖u‖Ht(F ) ≤ Ch−t‖u‖F .

The next lemma generalize the result [1, Proposition 3.7] that H̊(curl)
⋂
H(div) is

continuously embedded in H1/2+δ for some δ > 0 that depends on the domain Ω only. It

is first given in [20, Equation 4.9]. However, for a more detailed and correct discussion,

one should also refer to [25, Corollary 5.5.2].

Lemma 3.3.12. Assume Ω ∈ R3 is a polyhedral domain. There exist C > 0 and

0 < s < 1/2, depending on Ω only, such that for all u ∈ H(curl) ∩ H(div) satisfying

u× n ∈ Ht(Γ), where 0 < t < s, one has u ∈ Ht+1/2(Ω), and

‖u‖Ht+1/2 ≤ C
(
‖u‖+ ‖ curlu‖+ ‖ div u‖+ ‖u× n‖Ht(Γ)

)
.

We note that in Lemma 3.3.11, regularity is given only on each face F , not the whole

boundary Γ. However, in Lemma 3.3.12, regularity on Γ is needed in the hypothesis.

We remark that these two are equivalent for 0 < t < 1/2.

When proving Theorem 3.3.9, we will need to project uh ∈ Z̊
1,⊥

Λ1
h

h into the space

Z̊1,⊥, and use several properties of the projection. Such projection and its properties

will also be used when we analyze Maxwell’s equations, cf. Theorem 4.4.5. Therefore,

we state these properties as the following lemma.

Lemma 3.3.13. Assume that Ω is a Lipschitz polyhedral domain with a quasi-uniform
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mesh, and uh ∈ Λ1
h is orthogonal to Z̊1. Let u = uh − PZ̊1uh. Then u satisfies

div u = 0, curlu = curluh, u× n = uh × n.

Moreover, πu is defined, and

‖u− uh‖ ≤ C‖u− πu‖ (3.22)

Proof. We first establish (3.27). By definition, u is orthogonal to the null space Z̊1, thus

it is in the range curl(H(curl)), and consequently, it is div-free. Again by definition of

u, we know u− uh ∈ Z̊1, which gives curl(u− uh) = 0 and (u− uh)× n = 0. The other

two equations in (3.27) hence follows.

Next, we will show πu is defined. The above argument has already implied that

u ∈ H(curl)
⋂
H(div). Moreover,because u × n = uh × n is a piecewise polynomial on

each face F of Ω, by Lemma 3.3.11, we know u × n ∈ Ht(Γ) for any 0 < s < 1/2. It

then follows from Lemma 3.3.12 that u ∈ Ht(Ω) for t > 0 sufficiently small. Besides,

we have curlu = curluh ∈ L∞(Ω). Therefore, by Lemma 3.3.10, πu is defined.

It remains to establish the estimate. We first observe that uh − πu is both curl-

free and trace-free. Indeed, the trace-free part comes from the fact that the canonical

projection preserves vanishing traces:

(u− uh)× n = 0 =⇒ π(u− uh)× n = 0

=⇒ (πu− πuh)× n = 0 =⇒ (πu− uh)× n = 0.

The curl-free part is a result of commutativity of the canonical projections with curl

operator:

curl(uh − u) = 0 =⇒ π curl(uh − u) = 0

=⇒ curlπ(uh − u) = 0 =⇒ curl(uh − πu) = 0.

Thus by definition, uh − πu ∈ Z̊1
h ⊂ Z̊1, and hence

〈u− uh, uh − πu〉 = 〈u, uh − πu〉+ 〈uh, uh − πu〉 = 0

By the Pythagorean theorem, (3.22) follows. The lemma is proved.

Now we are ready to prove Theorem 3.3.9 for the case k = 1.
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Proof of Theorem 3.3.9 for k = 1. For any such uh, we define

u = uh − Puh,

where P is the L2 projection from L2Λ1 to Z̊1.

By Lemma 3.3.13, we know that πu is defined, and

‖uh‖ ≤ ‖u− uh‖+ ‖u‖ ≤ ‖u− πu‖+ ‖u‖.

By Lemma 3.3.4 and Lemma 3.3.13, we have

‖u‖ ≤ C(‖ curlu‖+ ‖u× n‖Γ) ≤ C(‖ curluh‖+ ‖uh × n‖Γ)

Thus it suffices to prove

‖u− πu‖ ≤ C(‖ curluh‖+ ‖uh × n‖Γ). (3.23)

We will prove this by a scaling argument, as below.

Denote T̂ the reference tetrahedron. On each tetrahedron T ,

‖u− πu‖2T ≤ Ch3‖û− π̂û‖2
T̂

= Ch3‖(I − π̂)(û− v)‖2
T̂

≤ Ch3(‖û− v‖2
Ht+1/2(T̂ )

+ ‖ curl(û− v)‖2
Lp(T̂ )

),

(3.24)

for any v in the finite element space in T̂ . Since curl(û − v) is a piecewise polynomial

(up to some degree), we can use equivalence of norms and obtain

‖ curl(û− v)‖2
Lp(T̂ )

≤ C‖ curl(û− v)‖2
H−1(T̂ )

≤ C‖û− v‖2
L2(T̂ )

≤ C‖û− v‖2
Ht+1/2(T̂ )

.

Thus (3.24) yields

‖u− πu‖2T ≤ Ch3 inf
v
‖û− v‖2

Ht+1/2(T̂ )
.

By [18, Theorem 6.1], we have

‖u− πu‖2T ≤ Ch3|û|2
Ht+1/2(T̂ )

.

Next we scale back to T :

|û|2
Ht+1/2(T̂ )

≤ Ch2(t+1/2)−3|u|2
Ht+1/2(T )

.
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The last two estimates yield

‖u− πu‖2T ≤ Ch2t+1|u|2
Ht+1/2(T )

.

Summing over all T , we obtain

‖u− πu‖Ω ≤ Cht+1/2|u|Ht+1/2(Ω). (3.25)

For the Ht+1/2 semi-norm, we apply Lemma 3.3.12, and use the fact that div u = 0

from Lemma 3.3.13 to derive

‖u‖Ht+1/2 ≤ C(‖u‖+ ‖ curlu‖+ ‖u× n‖Ht(Γ)).

By continuous Poincaré inequality (cf. Lemma 3.3.4), we can bound ‖u‖ in above and

derive

‖u‖Ht+1/2 ≤ C(‖ curlu‖+ ‖u× n‖Ht(Γ)).

It remains to bound the last term, for which we use the inverse estimate from Lemma

3.3.11, as below.

‖u× n‖Ht(Γ) ≤ C
∑
F

‖u× n‖Ht(F ) ≤ h−t
∑
F

CF ‖u× n‖F ≤ Ch−t‖u× n‖Γ.

The last two estimates and (3.25) yield that

‖u− πu‖ ≤ Ch1/2(‖ curlu‖+ ‖u× n‖Γ).

By Lemma 3.3.13, the last estimate implies (3.3.9). Hence we proved the theorem for

case k = 1.

It remains to prove Theorem 3.3.9 for k = 2. The idea is similar to the k = 1 case.

In the proof, the canonical projection π (into Λ2
h for k = 2) also plays an important

role. Similar to k = 1, π is not a bounded operation on H(div) or H (div). The

following lemma from [26, Lemma 5.15], which analogies Lemma 3.3.10 but weakens

the assumptions, provides a sufficient condition to define a continuous projection.

Lemma 3.3.14. Assume T = {T} is a triangulation of the domain Ω. The canonical

projection πu of u ∈ H(div) into Λ2
h is defined and bounded, if u ∈ (H1/2+δ(T ))3 for

some δ > 0.

Similar to Lemma 3.3.12, We also have a lemma that gives our function regularity

more than 1/2 in Ω if it has enough regularity on Γ.
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Lemma 3.3.15. Assume Ω ∈ R3 is a polyhedral domain. There exist C > 0 and

0 < s < 1/2, depending on Ω only, such that for all u ∈ H(curl) ∩ H(div) satisfying

u · n ∈ Ht(Γ) for all faces F of Ω, where 0 < t < s, one has u ∈ Ht+1/2, and

‖u‖Ht+1/2 ≤ C
(
‖u‖+ ‖ curlu‖+ ‖div u‖+ ‖u · n‖Ht(Γ)

)
.

Proof. Consider the Neumann problem−∆ρ = f, in Ω,

∂ρ
∂n = u · n ∈ Ht(Γ), on Γ,

where f = 1
V ol(Ω)

∫
Γ u · n. By [26, Theorem 3.18], ρ is in H3/2+ε for some 0 < ε < 1/2.

Let U = grad ρ, then

curlU = 0, divU = −f, U · n = u · n.

Therefore, u− U is in the space H(curl)
⋂
H̊(div). Thus we know from [1, Proposition

3.7] that there is 0 < δ0 < 1/2, such that for any 0 < δ < δ0, u−U is in H1/2+δ(Ω), and

‖u− U‖H1/2+δ ≤ C(‖u− U‖+ ‖ curl(u− U)‖+ ‖div(u− U)‖)

≤ C(‖u‖+ ‖U‖+ ‖ curlu‖+ ‖ div u‖+ ‖f‖)

By Cauchy-Schwarz inequality, we have ‖f‖ ≤ C‖u · n‖Γ. Thus we have

‖u− U‖H1/2+δ ≤ C(‖u‖+ ‖ curlu‖+ ‖div u‖+ ‖u · n‖Γ + ‖U‖)

In particular, for any 0 < t < min(ε, δ), we know that U = grad ρ ∈ Ht+1/2. Hence

u ∈ Ht+1/2, and the above estimate yield

‖u‖Ht+1/2 ≤ C(‖u‖+ ‖ curlu‖+ ‖ div u‖+ ‖u · n‖Γ + ‖ grad ρ‖Ht+1/2)

Furthermore, by regularity of ρ, we have

‖ grad ρ‖Ht+1/2 ≤ ‖ρ‖Ht+3/2 ≤ C(‖f‖+ ‖u · n‖Ht+1/2(Γ)) ≤ C‖u · n‖Ht+1/2(Γ).

The lemma follows from the two estimates above.

As before, Lemmas 3.3.11 will be helpful establish necessary regularity of u on Γ, as

we will see in the next proof of Theorem 3.3.9 for k = 2.

Proof of Theorem 3.3.9 for k = 2. The proof is much analogous to the previous case.
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For any such uh, we define

u = uh − Puh,

where P is the L2 projection from L2Λ2 to Z̊2.

As before, we will first show that πu is defined, and

‖uh‖ ≤ ‖u‖+ C‖u− πu‖. (3.26)

One can check that

div uh = div u, uh · n = u · n, curlu = 0. (3.27)

Therefore, u satisfies all hypotheses in Lemma 3.3.15, and hence

‖u‖Ht+1/2 ≤ C
(
‖u‖+ ‖div u‖+ ‖u · n‖Ht(Γ)

)
. (3.28)

Consequently, u also satisfies the hypotheses in Lemma 3.3.10. Hence, πu is well-defined.

Next, we can check uh − πu ∈ Z̊2,⊥ by the following.

(u− uh) · n = 0 =⇒ π(u− uh) · n = 0

=⇒ (πu− πuh) · n = 0 =⇒ (πu− uh) · n = 0.

div(uh − u) = 0 =⇒ π div(uh − u) = 0

=⇒ div π(uh − u) = 0 =⇒ div(uh − πu) = 0.

Now that we have verified uh − πu ∈ Z̊2, we know in particular that it is orthogonal to

u − uh. By the Pythagorean theorem, we have ‖u − uh‖ ≤ ‖u − πu‖ and hence (3.26)

follows. Thus, to prove the result, it suffices to bound ‖u− πu‖.
By a scaling argument similar to the previous case,2 one can show that

‖u− πu‖ ≤ Cht+1/2‖u‖Ht+1/2 .

Hence we have

‖uh‖ ≤ C(‖div u‖+ ‖u · n‖Γ + ht+1/2‖u‖Ht+1/2). (3.29)

2The scaling argument here is a little simpler than the previous case. We do not have a div u term
from Lemma 3.3.14, while we had curlu from Lemma 3.3.10 before.
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For the Ht+1/2 norm, Applying Lemma 3.3.15, and the Poincaré inequality (cf. Lemma

3.3.4), and the inverse estimate (cf. Lemma 3.3.11) one can derive the estimate

‖u‖Ht+1/2 ≤ C(‖ div u‖+ h−t‖u · n‖Γ)

and hence prove the desired inequality from (3.29).

3.3.4 Stability of the discrete problem

With the preceding results, we now have the stability result from Theorem 3.2.9. We

note that in this problem, the term infv∈V kh
‖ProjD(V k−1)u − v‖ is just ‖ProjH̊kh

u‖.
Therefore, the general Theorem 3.2.9 becomes the following particular statement.

Theorem 3.3.16. Let Ω be a Lipschitz domain with quasi-uniform meshes. There is

C > 0, dependent on Ω and λ only, such that for (σ, u, p) the solution of Problem 2.5.3,

and (σh, uh, ph) the solution of Problem 3.3.8, it holds that

‖σ − σh‖HΛ + ‖u− uh‖H Λ + ‖p− ph‖

≤ C

(
inf

τ∈Λ̊k−1
h

‖σ − τ‖HΛ + inf
v∈Λkh

‖u− v‖H Λ + inf
q∈H̊kh

‖p− q‖+ ‖ProjH̊kh
u‖

)
, (3.30)

Remark 3.3.17. Similar to Theorem 7.4 in [3] that if the exact solution is smooth

enough, then ‖ProjH̊kh
u‖ = O

(
h2r
)
. Thus we have

‖σ − σh‖HΛ + ‖u− uh‖H Λ + ‖p− ph‖ = O(hr)

3.4 Analysis of the semi-natural Robin BVP

Now we move on to the semi-natural Robin BVP 2.5.5. As before, we want to associate

the problem with the abstract Hodge Laplacian for a certain closed Hilbert complex.

Consider the complex (W,D) (as in (3.1)) with Hilbert spaces

W k−1 = L2Λk−1 × L2Λk−1(Γ), W k = L2Λk, W k+1 = L2Λk+1,

where W k−1 is equipped with the norm ‖(σ, µ)‖2 = ‖σ‖2 + λ‖µ‖2Γ, and Dk−1 : (σ, µ) 7→
dk−1σ, Dk = dk. We have the domains

V k−1 =
{

(σ, trσ) | σ ∈H Λk−1
}

and V k = HΛk. (3.31)

These spaces and operators gives a Hilbert complex.
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Proposition 3.4.1. The sequence (W,D) with domains V , as defined above, is a Hilbert

complex.

We will need the following result. It will serve as an intermediate step in the

density argument when proving Proposition 3.4.1. However, the reasoning is not so

straightforward. Thus we state it as a lemma.

Lemma 3.4.2. Let Ω ⊂ R3 be a Lipschitz domain. For any ε > 0, k = 0, 1, 2, and

σ ∈ L2Λk(Γ), there exists u ∈H Λk, such that

‖u‖ ≤ ε, ‖ tru− σ‖Γ ≤ ε.

Proof. We will prove this in two steps. First, we will show there exists some u1 ∈H Λk,

whose trace is close to the given σ. This will be done separately for each k. Then we

will show that we can find u with the same trace as u1 and also with small L2-norm.

We will give one argument for the second part for all k.

If k = 0, for such σ, we can first find σ1 ∈ H1/2(Γ) such that ‖σ − σ1‖ ≤ ε. By the

well-known trace theorem that tr is surjective from H1(Ω) onto H1/2(Γ), we can find a

u1 ∈ H1 with ‖ tru1 − σ‖ ≤ ε.
If k = 1, for any such σ, one can find a σ1 ∈ H1Λ1(Γ) with ‖σ − σ1‖Γ ≤ ε/2. It is

obvious that both σ and dΓσ have −1/2-regularity on Γ:

σ1 ∈ H1Λ1(Γ) ⊂ H−1/2Λ1(Γ), dΓσ1 ∈ L2Λ2(Γ) ⊂ H−1/2Λ2(Γ).

It follows from [8] that there exists u1 ∈ H(curl) that satisfies tru1 = σ1, and hence

‖ tru1 − σ‖Γ ≤ ε.
For the case k = 2, let us consider the Neumann problem−∆ρ = 1

V ol(Ω)

∫
Γ σ, in Ω,

∂ρ
∂n = σ, on Γ.

One can check that the data satisfies the standard compatibility condition. Hence there

is a solution ρ ∈ H1. Let u1 = grad ρ, then u1 ∈ H(div) and tru1 = ∂ρ
∂n = σ. Thus we

have accomplished the first step for all k.

Next, we can define a H1-functions on Ω, parameterized by λ > 0, that equal 1 in a

neighborhood of Γ, and decays to 0 quickly. For example,

gλ(x) =


1, if x ∈ Ω and dist(x,Γ) < λ,

1
2 −

1
2 cos

(
dist(x,Γ)

λ π
)
, if x ∈ Ω and λ ≤ dist(x,Γ) < 2λ,

0, otherwise.
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Now we consider uλ = u1gλ. Choosing λ > 0 sufficiently small, we finally obtain

‖uλ‖ ≤ ε and ‖ truλ − σ‖ = ‖ tru1 − σ‖ ≤ ε.

Now we can prove Proposition 3.4.1

Proof of Proposition 3.4.1. It is obvious that Dk ◦Dk−1 = 0. Again, we need to prove

two properties of (W,D):

1. The operators Dk−1 and Dk are closed, i.e., the resulting graph {(u,Du)} is a

closed set;

2. The domains V k−1 and V k are dense in W k−1 and W k.

For the first property, we just need to check for Dk−1, as the closedness of Dk = dk is

well-known. Suppose we have

(σi, trσi, dσi)→ (σ, µ, u) ∈ L2Λk−1 × L2Λk−1(Γ)× L2Λk, as i→∞.

We want to show that σ ∈H Λk−1, trσ = µ, and dσ = u. In fact, we have dσi → dσ in

H−1 because σi → σ in L2. Since we also have dσi → u in L2, we hence have

u = dσ, and σi → σ in HΛ.

Therefore, we know trσi → trσ in H−1/2. We also have trσi → µ in L2. So, µ = trσ.

Hence the first property is proved.

Next, we check the density property. The result for V k is known, thus we only need

to check for V k−1. For any (σ, µ) ∈ L2Λk−1 × L2Λk−1(Γ), there exist σ1 ∈ C∞0 Λk−1

such that ‖σ1 − σ‖ ≤ ε by density, and σ2 ∈H Λk−1 that satisfies

‖ trσ2 − µ1‖Γ ≤ ε, and ‖σ2‖ ≤ ε,

by Lemma 3.4.2. Now we consider (σ1 + σ2, tr(σ1 + σ2)) = (σ1 + σ2, trσ2) ∈ V k−1. It

is “close” to (σ, µ):

‖(σ1 + σ2, tr(σ1 + σ2))− (σ, µ)‖L2(Ω)×L2(Γ)

≤‖σ1 − σ‖+ ‖σ2‖+ λ‖ trσ2 − µ‖Γ

≤ε+ ε+ λ(‖ trσ2 − µ1‖Γ + ‖µ1 − µ‖Γ)

≤(2 + 2λ)ε.

This proves the density property.
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As before, a Poincaré inequality is fundamental to analyze our semi-natural Robin

BVP. For the semi-essential BVP before, we proved a compactness property to derive

the Poincaré inequality. For the semi-natural BVP, a regular decomposition due to

Demlow and Hirani [17] is helpful.

Lemma 3.4.3. Assume Ω a bounded Lipschitz domain in R3, and let k = 0, 1, 2. Given

v ∈ HΛk, there exists φ ∈ H1Λk−1 and z ∈ H1Λk, such that

v = dφ+ z, ‖φ‖H1 + ‖z‖H1 ≤ C‖v‖HΛ.

We will mainly use the following consequent lemma.

Lemma 3.4.4. Assume Ω a bounded Lipschitz domain in R3, and let k = 0, 1, 2. Given

v ∈ HΛk, there exists ρ ∈ H1Λk satisfying

dρ = dv, ‖ρ‖H1 ≤ C‖dv‖.

Proof. We consider L2 orthogonal complement, denoted by Z⊥, of the null space of

dk : HΛk → L2Λk+1 in L2Λk. For any such v, we take its L2 projection into Z⊥, and

denote that projection by v⊥. It is obvious that we have dv = dv⊥. We also have the

Poincaré inequality ‖v⊥‖ ≤ C‖dv⊥‖.
Applying Lemma 3.4.3 to v⊥, we write v⊥ = dφ+ρ accordingly. Taking the exterior

derivative of the equation, we verify that dρ = dv⊥ = dv. We also have

‖ρ‖H1 ≤ C‖v⊥‖ ≤ C‖dv⊥‖ ≤ C‖dv‖.

The lemma is thus proven.

Lemma 3.4.5. Let Ω be a connected Lipschitz domain in R3.

• (Poincaré inequality for k.) For all u ∈ V k that is orthogonal to the null space of

Dk, we have

‖σ‖ ≤ C‖dσ‖,

where the constant C depends on Ω and k only.

• (Poincaré inequality for k − 1.) For all (σ, trσ) ∈ V k−1 that is orthogonal to the

null space of Dk−1, we have

‖σ‖+ ‖ trσ‖ ≤ C‖dσ‖,

where the constant C depends on Ω and k only.
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Proof. The result for k is well-known because Dk = dk. We hence omit that and

only prove the inequality for k − 1. For any such σ, by Lemma 3.4.4, we have some

ρ ∈ H1Λk−1 that satisfies

dρ = dσ ∈ HΛk, ‖ρ‖H1 ≤ C1‖dσ‖. (3.32)

Note that ρ − σ ∈ H Λk−1, and is in the null space of d: d(ρ − σ) = 0. By the

theorem hypothesis, we have 〈(σ, trσ), (ρ− σ, tr(ρ− σ))〉Wk−1 = 0. Thus we can apply

the Pythagorean theorem and obtain that ‖(σ, trσ)‖Wk−1 ≤ ‖(ρ, tr ρ)‖Wk−1 , or in terms

of the L2-norm,

‖σ‖+ ‖ trσ‖Γ ≤ C(‖ρ‖+ ‖ tr ρ‖Γ).

We note that, in the last inequality, the norm of the HΛ-trace of ρ is no greater than

that of the H1-trace. The latter is bounded by the H1-norm of tr by the trace theorem,

and hence by ‖dσ‖ according to (3.32). This gives us the desired result. We summarize

this argument by the following3:

‖σ‖+ ‖ trσ‖Γ ≤ C(‖ρ‖+ ‖ trHΛ ρ‖Γ) ≤ C(‖ρ‖+ ‖ trH1 ρ‖Γ) ≤ C‖ρ‖H1 ≤ C‖dσ‖.

By Lemmas 3.2.2 and 3.4.5, we have the following closedness.

Proposition 3.4.6. The sequence (W,D) with domains V is a closed Hilbert complex.

3.4.1 Adjoint complex of the semi-natural Robin BVP

In this section, we determine the operators D∗k and D∗k+1, and domains V ∗k and V ∗k+1 of

the adjoint complex:

W k−1 ←W k ←W k+1.

Since Dk = dk, we immediately have that

D∗k+1 = d∗k+1 = δk+1, and V ∗k+1 = H̊∗Λk.

3We use trHΛ and trH1 to distinguish the HΛ- and H1-traces in the inequality
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To determine D∗k and V ∗k , we apply the definition of adjoint: Given u ∈ L2Λk, u ∈ V ∗k
and D∗u = (τ, ν) if and only if

〈(τ, ν), (σ, µ)〉 = 〈u,D(σ, µ)〉 = 〈u, dσ〉, ∀(σ, µ) ∈ V k−1.

Thus we have

〈σ, τ〉+ λ〈µ, ν〉Γ = 〈u, dσ〉.

In particular, for all σ ∈ H̊Λk, we have

〈σ, τ〉 = 〈dσ, u〉

from integration by parts. We hence have u ∈H Λk, and τ = δu. Thus,

〈σ, δu〉+ λ〈µ, ν〉Γ = 〈u, dσ〉 = 〈σ, δu〉+

∫
trσ ∧ tr ∗u.

So we derive

λ

∫
Γ

trσ ∧ ?Γν =

∫
Γ

trσ ∧ tr ?u,

which indicates λ(?Γν) = tr ?u. Thus, we just determined that

D∗u = (δu, ν), where ν = (−1)k
1

λ
?Γ tr ?u, (3.33)

based on which we must define

V ∗k =
{
u ∈ L2Λk | tr ?u ∈ L2Λk(Γ), δu ∈ L2Λk−1

}
= H ∗Λk.

Based on these results, we can determine that the abstract harmonic form for this

complex becomes Hk, as defined in (2.4). By Theorem 3.2.7, we have the well-posedness

of the semi-natural Robin BVP.

Theorem 3.4.7 (Well-posedness of the semi-natural Robin BVP). Assume that Ω ∈ R3

is a Lipschitz domain, and λ > 0. There exist C > 0, depending on Ω and λ only, such

that for any f ∈ L2Λk, there exists a solution (σ, u, p) ∈H Λk−1×HΛk×Hk for Problem

2.5.3. Moreover,

‖σ‖HΛk−1 + ‖u‖H Λk + ‖p‖ ≤ C‖f‖.
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3.4.2 Discretization

We consider the finite element space Λk−1
h × Λkh × Hkh, where Λk−1

h × Λkh are one of the

following:

P−r Λk−1 × P−r Λk, PrΛk−1 × P−r Λk,

P−r+1Λk−1 × PrΛk, Pr+1Λk−1 × PrΛk,

and

Hkh =
{
u ∈ Λkh | du = 0, 〈u, dσ〉 = 0 ∀σ ∈ Λk−1

h

}
.

In other words, we use the same fours sets of finite elements as we did for the discrete

natural BVP. The discrete problem that we shall analyze is

Problem 3.4.8. Find (σ, u, p) ∈ Λk−1
h × Λkh × Hkh that satisfies

−〈σ, τ〉 − λ〈trσ, tr τ〉Γ + 〈u, dτ〉 = 0, ∀τ ∈ Λk−1
h ,

〈dσ, v〉+ 〈du, dv〉+ 〈p, v〉 = 〈f, v〉, ∀v ∈ Λkh,

〈u, q〉 = 0, ∀q ∈ Hkh.

(3.34)

As for the discrete semi-essential Robin BVP, our next goal is to state and prove

a discrete Poincaré inequality in the next section. After then, we can apply Theorems

3.2.10 and 3.2.9 to derive our main result.

3.4.3 Discrete Poincaré inequalities

As before, we need discrete Poincaré inequalities for (k − 1)- and k-forms.

Theorem 3.4.9 (Discrete Poincaré inequalities). Given Ω ∈ R3 a Lipschitz polyhedral

domain and T a quasi-uniform mesh on it.

• (Poincaré inequality for k.) For all uh ∈ V k
h that is orthogonal to the null space

of Dk on V k
h , we have

‖uh‖ ≤ C‖duh‖,

where the constant C depends on Ω and k only.

• (Poincaré inequality for k − 1.) For all (σh, trσh) ∈ V k−1
h that is orthogonal to

the null space of Dk−1 on V k−1
h , we have

‖σh‖+ ‖ trσh‖ ≤ C‖dσh‖,
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where the constant C depends on Ω and k only.

Proof. The first statement is well-known. We will prove the second inequality only.

The inequality is straightforward for k = 1. In this case, d is grad. The null space

consists of (τh, tr τ) such that τh is a connected component-wise constant function, which

is the same as the null space of d in V 0. Thus, we immediately have the desired result

from part two of Lemma 3.4.5.

For the k = 3 case, we will prove the result in a similar fashion as for Lemma 3.4.5.

For any such σh, we can find ρ ∈ H1Λk−1, as described by Lemma 3.4.4, such that

dρ = dσh. We note that this implies

d(πρ− σh) = d(π(ρ− σh)) = πd(ρ− σh) = 0.

We thus have that (πρ − σh, trπρ − trσh) is in the null space of Dk−1, and hence

by hypothesis, we have the following W -orthogonality: (πρ − σh, trπρ − trσh) ⊥W
(σh, trσh). By the Pythagorean theorem, we have ‖(σh, trσh)‖W ≤ ‖(πρ, trπρ)‖W . In

other words,

‖σh‖+ ‖ trσh‖ ≤ C(‖πρ‖+ ‖ trπρ‖). (3.35)

We will prove the bound ‖ trπρ‖ ≤ ‖ tr ρ‖ on each face F of each element T . For our

sets of finite element spaces, πρ is either in a P space or a P− space. If the element

is PrΛ2, trπρ is an rth degree polynomial on F . We also have that (tr ρ − trπρ) is

L2-orthogonal to any rth degree polynomial on F from (2.15). Hence the desired bound

follows from the Pythagorean theorem. If the element is P−r Λ2, trπρ is an (r − 1)st

degree polynomial on F . We now have that (tr ρ − trπρ) is L2-orthogonal to any

(r−1)st degree polynomial on F from (2.16), which also gives the desired bound by the

Pythagorean theorem. Therefore, we have the following estimates:

‖σh‖+ ‖ trσh‖Γ ≤ ‖πρ‖+ ‖ tr ρ‖Γ.

We apply Lemma 3.3.14 on ‖πρ‖, the trace theorem on ‖ tr ρ‖Γ, and finally Lemma

3.4.4 to obtain the desired inequality:

‖σh‖+ ‖ trσh‖Γ ≤ C‖ρ‖H1 ≤ C‖dσ‖.

The 2-form case is thus proven.

Finally we prove the result for k = 2. Similar to the previous case, by Lemma 3.4.4,
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we can find a ρ ∈ H1Λ1, such that

dρ = dσh, ‖ρ‖H1 ≤ C‖dσh‖.

It is clear that πρ is defined by Lemma 3.3.10, because, first, ρ is in H1Λ1, second,

curl ρ = curlσh is piecewise polynomial and hence L∞. Besides, we can check that

(σh − πρ, tr(σh − πρ)) is in the null space of D1. In fact,

d(ρ− σh) = 0 =⇒ π(d(ρ− σh)) = 0

=⇒ dπ(ρ− σh) = 0 =⇒ d(πρ− σh) = 0.

Thus we have the orthogonality

(σh, trσh) ⊥ (σh − πρ, tr(σh − πρ))

from the hypothesis, where the orthogonality is in the W inner product (or L2(Ω) ×
L2(Γ)). By the Pythagorean theorem, we have

‖(σh, trσh)‖L2(Ω)×L2(Γ) ≤ ‖(πρ, trπρ)‖L2(Ω)×L2(Γ),

therefore,

‖σh‖+ ‖ trσh‖ ≤ C(‖πρ‖+ ‖ trπρ‖Γ) (3.36)

We note that this estimate is very similart to (3.35). However, for k = 2, we do not

have the sharp trace estimate ‖ trπρ‖ ≤ ‖ tr ρ‖ as we did case k = 1. To work around,

we break ‖ trπρ‖Γ ≤ ‖πρ‖Γ + ‖ tr ρ− trπρ‖Γ, obtain

‖σh‖+ ‖ trσh‖ ≤ C(‖πρ‖+ ‖πρ‖Γ + ‖ tr ρ− trπρ‖Γ), (3.37)

and will apply a scaling argument on the last term. For the remainder of the proof, we

are going to bound all three terms on the right-hand side in (3.37) by ‖dσh‖.
For the first term ‖πρ‖, we scale between any T and a reference tetrahedron T̂ , and

apply the trace theorem on T̂ , as follows.

‖πρ‖2T ≤ Ch3‖π̂ρ̂‖2ρ̂
≤ Ch3‖ρ̂‖2

H1(T̂ )

≤ Ch3
(
Ch−3‖ρ‖2T + Ch−1|ρ|2H1(T )

)
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Summing over all T , we have

‖πρ‖2 ≤ C
(
‖ρ‖2 + h2|ρ|2H1

)
≤ C‖ρ‖2H1 ≤ C‖dσh‖.

Next, for the second term ‖ tr ρ‖Γ, we directly apply the trace theorem in Ω to have

‖ tr ρ‖Γ ≤ C‖ρ‖H1 ≤ C‖dσh‖.

It remains to estimate the last term ‖ tr ρ− trπρ‖Γ. For each T , we first scale to T̂ ,

and apply the trace theorem there.

‖ tr ρ− trπρ‖2∂T ≤ Ch2‖ tr ρ̂− tr π̂ρ̂‖2
∂T̂
≤ Ch2‖ρ̂− π̂ρ̂‖2

H1(T̂ )
.

In T̂ , we have

‖ρ̂− π̂ρ̂‖2
H1(T̂ )

≤ C|ρ̂|2
H1(T̂ )

by Bramble-Hilbert lemma. Scaling back to T , we obtain

|ρ̂|2
H1(T̂ )

≤ Ch−1‖ρ|2H1(T ).

Combining the last three inequalities, in each T , we have

‖ tr ρ− trπρ‖2∂T ≤ Ch|ρ|2H1(T ).

In particular, the last estimate is true for all T satisfying T
⋂

Γ 6= ∅. Summing over all

such elements, noting that the union of all such ∂T is a superset of Γ, we thus obtain

‖ tr ρ− trπρ‖2Γ ≤ Ch|ρ|2H1 ≤ Ch‖dσh‖2.

Thus we have bounded all three terms on the right-hand side of (3.37) by C‖dσh‖2.

The case k = 2 is proved. Hence we established the lemma.

3.4.4 Stability of the Discrete Problem

So far we have proven all hypotheses in Theorem 3.2.9 for our semi-natural Robin

BVP. We note that in this case, the term infv∈V kh
‖ProjD(V k−1)u− v‖ is just ‖ProjHkh

u‖.
Therefore, the general Theorem 3.2.9 in our particular case gives the following result.

Theorem 3.4.10. There is C > 0, dependent on Ω and λ only, such that for (σ, u, p)

the solution of Problem 2.5.3, and (σh, uh, ph) the solution of Problem 3.3.8, it holds
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that

‖σ − σh‖H Λ + ‖u− uh‖HΛ + ‖p− ph‖

≤ C

(
inf

τ∈Λk−1
h

‖σ − τ‖H Λ + inf
v∈Λkh

‖u− v‖HΛ + inf
q∈Hkh

‖p− q‖+ ‖ProjHkh
u‖

)
. (3.38)

Remark 3.4.11. Similar to Theorem 7.4 in [3] that if the exact solution is smooth

enough, then ‖ProjHkh
u‖ = O

(
h2r
)
. Thus we have

‖σ − σh‖H Λ + ‖u− uh‖HΛ + ‖p− ph‖ = O(hr).

3.5 Relation between the complexes and Robin boundary

value problems

We have introduced two closed Hilbert complexes, and related them with the two types

of Robin BVPs introduced in Chapter 2. As seen before, we took advantage of the

FEEC framework in our analysis. The key points are to identify appropriate closed

Hilbert complexes and suitable subcomplexes. Validation of various Poincaré inequality

is an essential step in our work. We close this chapter by summarizing the interpretation

as below.

semi-essential BVPs semi-natural BVPs

i k − 1 k k + 1 k − 1 k k + 1

W i L2Λk−1 L2Λk L2Λk−1 × L2Λk(Γ) L2Λk−1 × L2Λk−1(Γ) L2Λk L2Λk+1

V i H̊Λk−1 H Λk - see (3.31) HΛk -
Di dk−1 (dk, tr) - (u, σ) 7→ dk−1u dk -

V ∗i - H∗Λk see (3.19) - H ∗Λk H̊∗Λk+1

D∗i - δk (u, σ) 7→ δk+1u - see (3.33) δk+1

Hi - H̊k - - Hk -



Chapter 4

Maxwell’s equations with

impedance boundary conditions

4.1 Introduction

In this chapter, we develop numerical theory on Maxwell’s equations with impedance

boundary conditions. Maxwell’s equations are a set of four differential equations that

represent four physical laws, Gauss’ laws for electricity and for magnetism, Faraday’s

law, and Ampere’s law. Those equations provide a concise and elegant way to describe

electromagnetism. Without understanding of the electromagnetic world that is governed

by the equations, it is impossible to have applications as microwaves, computers, MRI

scanners, electricity generator, etc.. Therefore, the study for Maxwell’s equations is not

just of mathematical interest, but also of great importance in physics and engineering.

Two types of boundary value conditions of Maxwell’s equation are useful in practice.

The electric boundary condition arises when the electromagnetic wave travels between

some medium and a perfect conductor. If the medium is surrounded by a non-perfect

conductor that allows the wave to penetrate a small distance, we will have the impedance

boundary condition in the model. The mathematical expression of these boundary

conditions will be given in the next section. As we will see in this chapter, the weak

formulation for Maxwell’s equation with the impedance boundary condition requires

using the space H (curl) that was defined and studied in the last two chapters. We will

also apply the theories from previous chapters to analyze the original equation and its

numerical scheme.

In the next section, we will first introduce Maxwell’s equations and their boundary

conditions in more detail. In particular, we are interested in time-harmonic electro-

magnetic waves. In such cases, we will derive complex-valued function representations

64
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for the electromagnetic fields, and all equations and boundary conditions will consequent-

ly become complex-valued. In Section 4.3, we will follow [26] to analyze the weak

formulation of the time-harmonic Maxwell’s equations. In the next section, we will

prove stability result of the discrete method, and derive convergence of the method.

We will skip some proofs in these two sections due to their lengths. We will give those

proofs in Section 4.5.

4.2 Maxwell’s equations and boundary value conditions

In an electromagnetic field, we denote the electric and magnetic field intensities by E
and H, and denote the electric displacement and magnetic induction by D and B. All of

these are real-valued vector fields in space and time. Maxwell’s equations give relations

among them, as below. 

∂B
∂t + curl E = 0,

divD = ρ,

∂D
∂t − curlH = −J ,

divB = 0.

(4.1)

Here the scalar field ρ is the charge density, and the vector field J is the current density.

Besides, the four vector fields E , H, D, and B are related in two pairs, as below.

D = εE , B = µH. (4.2)

Here ε and µ are called electric permittivity and magnetic permeability, respectively.

They are positive semi-definite matrix-valued functions in general. However, in vacuum,

they obtain constant values:

ε0 = 8.85× 10−12 F/m, µ0 = 4π × 10−7 H/m .

We see from the Maxwell’s equations that E and H are in H(curl), and B and D are in

H(div). Thus we can view E andH as proxy fields of 1-forms, and B andD as proxy fields

of 2-forms, respectively. Thus (4.2) can be viewed as D = ?εE andH = ?µ−1B, where the

weighted Hodge star ?α is just the usual Hodge star with a matrix multiplication. For

instance, ?εE = ?(εE). In terms of computation, thanks to (4.2), we can eliminate two

variables from our original Maxwell’s equation. The most common choice is rewriting

the system in terms of E and B. This is quite natural as well. Compared to D and H,

the quantities E and B are physically easier to measure.

For a bounded media (domain Ω ∈ R3), if R3 \ Ω is a perfect conductor, then we
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have the boundary conditions

E × n = 0, on Γ.

If R3 \ Ω is an imperfect conductor, E × n is not constantly zero. Instead, there is a

positive impedance function λ, such that

H× n− λn× (E × n) = 0, on Γ. (4.3)

In this chapter, we will focus on the study of the Maxwell’s problem with the impedance

boundary condition (4.3). For simplicity, we will assume λ is a positive constant.

Next, we move to the particularly interesting case where all vector fields are at a

single frequency ω. That is, there are time-independent complex-valued vector fields

E,B,D,H : Ω→ C:

E(x, t) = Re(e−iωtE(x)), B(x, t) = Re(e−iωtB(x))

D(x, t) = Re(e−iωtD(x)), H(x, t) = Re(e−iωtH(x))

This setting brings computational simplification. The time derivatives ∂/∂t of those

electromagnetic fields are now equivalent to multiplying those time-independent fields

by −iω. For instance,

∂E(x, t)

∂t
= Re(−iωe−iωtE(x)).

With this property, rewriting the time derivatives of B and D in (4.1), applying (4.2),

we derive

−iωB + curlE = 0, (4.4)

−iω(εE)− curl(µ−1B) = −J.

Multiplying the second equation by −iω and using the first equation, we thus obtain

the following second-order Maxwell’s equation

curl(µ−1 curlE)− ω2εE = iωJ. (4.5)

Meanwhile, by (4.4) and (4.2), we have iωµH = curlE, thus the impedance boundary

condition (4.3) implies

curlE × n− i λωµn× (E × n) = 0 on Γ. (4.6)
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We will analyze the mixed form this this Maxwell’s problem (4.5)(4.6) and its discretization

in the next section.

In time-harmonic case, all the functions are complex-valued. Thus we need to deal

with sesquilinear forms. For a complex Hilbert space H, we say a : H × H → C is a

sesquilinear form, if

a(λ1u1 + λ2u2, v) = λ1a(u1, v) + λ2a(u2, v), ∀λ1, λ2 ∈ C, ∀u1, u2, v ∈ H,

a(u, λ1v1 + λ2v2) = λ̄1a(u, v1) + λ̄2a(u, v2), ∀λ1, λ2 ∈ C, ∀u, v1, v2 ∈ H.

We also adopt the complex inner product 〈·, ·〉 and the weighted inner product 〈f, g〉α
for any real symmetric matrix α in this section. For f, g : H → C3, We denote 〈f, g〉 =∫

Ω f · ḡ, and 〈f, g〉α = 〈αf, g〉.
As convention, we say a sesquilinear form a : H ×H → C is bounded, if there exists

M > 0 such that

|a(u, v)| ≤M‖u‖‖v‖ ∀u, v ∈ H. (4.7)

We say a is coercive, if there exists δ > 0, such that

‖a(u, u)‖ ≥ δ‖u‖2 ∀u ∈ H. (4.8)

Besides, our analysis in this Chapter relies on some assumptions on the parameters.

Assumption 4.2.1. The parameter functions λ, ε, and µ are positive constants1.

Assumption 4.2.2. We assume that ω2 is not an eigenvalue of the curl curl operator

with electric boundary condition. In other words, the problem

curlµ−1 curlE = ω2εE in Ω, E × n = 0 on Γ, (4.9)

or its equivalent mixed form

〈curlE, curlF 〉µ−1 − ω2〈E,F 〉ε = 0, ∀F ∈ H̊(curl)

has only the trivial solution E = 0 in H̊(curl).

1We assume ε and µ to be simplicity. It would not be hard to extend our analysis to more general
cases, such as ε and µ being symmetric positive definite.
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4.3 Analysis of the time harmonic Maxwell problem with

impedance boundary condition

In this section, we analyze the numerical solutions to the time-harmonic Maxwell’s

problem with impedance boundary conditions. We first present the weak formulation.

Taking any test function F ∈ H (curl), multiplying it with (4.5), integrating by parts,

and applying the boundary condition (4.6), we derive the following.

Problem 4.3.1. For any given J ∈ L2(Ω,C3), find E ∈H (curl) that satisfies

〈curlE, curlF 〉µ−1 − i λω〈E × n, F × n〉µ,Γ − ω2〈E,F 〉ε = 〈iωJ, F 〉, ∀F ∈H (curl).

(4.10)

We will follow [26] to prove the following result.

Theorem 4.3.2. For any given J ∈ L2(Ω,C3), there is a unique solution E ∈H (curl)

that solves (4.10).

The left-hand side of (4.10) can be viewed as a sesquilinear form on H (curl) ×
H (curl). Unfortunately, it is not coercive, thus in general, we cannot apply the well-

known Lax-Milgram theorem directly on an equation involving a. However, we can

consider the following slightly different sesquilinear form

a(E,F ) = 〈curlE, curlF 〉µ−1 + ω2〈E,F 〉ε − i λω〈E × n, F × n〉µ,Γ (4.11)

for (E,F ) ∈H (curl)×H (curl). Then our problem (4.10) can be equivalently written

as

a(E,F )− 2ω2〈εE, F 〉 = iω〈J, F 〉, (4.12)

Because ε and µ are assumed to be positive definite, their eigenvalues are positive,

bounded and away from zero. Hence we have the following proposition.

Proposition 4.3.3. The sesquilinear form a given by (4.11) is bounded and coercive.

Now we briefly sketch how we are going to prove Theorem 4.3.2. The nontrivial

part is for the case that J ∈ Z̊⊥ (cf. Theorem 4.3.8). To analyze that particular case,

we will establish some operator K in Lemma 4.3.5 to convert (4.12) into the equivalent

problem of finding E satisfying

(I +K)E = − i

2ω
KJ.
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In other words, our goal will be to show I + K is invertible. To achieve that, we also

establish Lemma 4.3.6 showing this K is in fact compact. Thus we can apply Fredholm

alternative, and just need to check (I+K)E = 0 admits the trivial solution only, which

will not be difficult (cf. Lemma 4.3.7).

We start with proving the following form of Lax-Milgram theorem.

Theorem 4.3.4. Assume H is a complex Hilbert space, and the sesquilinear form a :

H × H → C is bounded and coercive, with constants M and δ as in (4.7) and (4.8).

There exists a unique linear operator K : L (H,C) → H such that for any bounded

linear functional f : H → C,

a(x,Kf) = f(x), ∀x ∈ H. (4.13)

Moreover, K is continuous, ‖K‖ ≤ 1/δ.

The proof is mostly applying some fundamental results in functional analysis. We

will present it in Section 4.5.1 due to its length.

In the next three lemmas, we are going to introduce an operator K : L2(Ω,C3) →
H (curl) and validate some desired properties, as planned earlier.

Lemma 4.3.5. For the sesquilinear form a defined by 4.11, there exists a continuous

linear operator K : L2(Ω,C3)→H (curl), such that for any f ∈ L2(Ω,C3), Kf satisfies

a(Kf,F ) = −2ω2〈εf, F 〉, ∀F ∈H (curl). (4.14)

Proof. For any f ∈ L2(Ω,C3), we have a linear functional

gf : F 7→ −2ω2〈F, εf〉.

It is bounded:

‖gf‖ = sup
F

2ω2|〈F, εf〉|
‖F‖H (curl)

≤ sup
F

2ω2‖εf‖‖F‖
‖F‖H (curl)

≤ 2ω2ε‖f‖.

Thus, we can define K : f 7→ K1gf , where K1 ∈ L (H (curl),C) → H (curl) is the

operator from Theorem 4.3.4. We have

a(F,Kf) = a(F,K1gf ) = gf (F ) = −2ω2〈F, εf〉,

which is equivalent to (4.14). The boundedness of K follows from that of K1 and gf

immediately. The lemma is thus proven.
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We also need a compactness property. We have the decomposition

L2(Ω,C3) = Z̊⊕ Z̊⊥,

where the orthogonality is in the ε-weighted sense. In the next lemma, we show that

restricted on Z̊⊥, K is compact into (L2)3.

Lemma 4.3.6. Let K be the operator described in Lemma 4.3.5. The operator K |̊Z⊥
maps Z̊⊥ into Z̊⊥. Moreover, it is compact in Z̊⊥.

Proof. We take a bounded (with respect to L2-norm) sequence fn in Z̊⊥, and want to

show that Kfn ∈ Z̊⊥, and has a convergent subsequence.

In (4.14), we take any test function F ∈ Z̊. Then we have orthogonality 〈fn, F 〉ε = 0.

Therefore, we have a(Kfn, F ) = 0 for the operator K given by Lemma 4.3.5. That is

ω2〈εKfn, F 〉+ 〈µ−1 curlKfn, curlF 〉 − iλωµ〈Kfn × n, F × n〉Γ = 0

by the definition (4.11). Because our F is trace-free and curl-free. The above equation

is simplified into 〈Kfn, F 〉ε = 0. Therefore, we have Kfn ∈ Z̊⊥.

A consequence of Kfn ∈ Z̊⊥ is that Kfn is div-free, as we know that Z̊⊥ for the

curl operator is just the range of its adjoint, curl(H(curl)). Moreover, by Lemma 4.3.5,

‖Kfn‖H (curl) is bounded. Hence Kfn is a bounded sequence in H (curl) ∩H(div). By

Lemma 3.3.3, the space H (curl) ∩ H(div) is compactly embedded in the L2 vector

space. Thus Kfn has a convergent subsequence. Therefore, K |̊Z⊥ is a compact operator

in Z̊⊥.

Lemma 4.3.7. For any f ∈ Z̊⊥, the equation

(I +K |̊Z⊥)E = f

has a unique solution E in Z̊⊥.

Proof. We just validated the compactness of K |̊Z⊥ in Lemma 4.3.6. Thus by the

Fredholm alternative theorem, it suffices to show that the homogeneous equation

(I +K |̊Z⊥)E = 0

admits the trivial solution only. Let E be a solution, then we have K |̊Z⊥E ∈ H (curl)

by Lemma 4.3.5. Thus E = −K |̊Z⊥E is also in H (curl). Consequently, for any test

F ∈H (curl), one may write

a(E,F ) + a(KE,F ) = a((I +K |̊Z⊥)E,F ) = 0.
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Applying (4.11) and (4.14), we obtain

−ω2〈εE, F 〉+ 〈µ−1 curlE, curlF 〉 − iλωµ〈E × n, F × n〉Γ = 0.

Noting that all parameters are real, taking the imaginary part of the last equation, we

can derive E×n = 0. In other words, E ∈ H̊(curl). Furthermore, if we restrict the test

function F ∈ H̊(curl) ⊂H (curl), the last equation implies

〈µ−1 curlE, curlF 〉 = ω2〈εE, F 〉, ∀F ∈ H̊(curl). (4.15)

We assumed that ω2 is not an eigenvalue for time harmonic Maxwell problem with

electric boundary condition. Therefore, the last equation yields E = 0, which completes

the proof.

Now we can state and prove the well-posedness for the special case that J ∈ Z̊⊥.

Theorem 4.3.8. For any given J ∈ Z̊⊥, there is a unique solution E ∈ Z̊⊥ that solves

(4.10).

Proof. By Theorem 4.3.4, for any such given J , we have KJ ∈H (curl) that satisfies

a(KJ,F ) = −2ω2〈εJ, F 〉, ∀F ∈H (curl).

Let u = − i
2ωK(ε−1J), we can verify that

a(u, F ) = iω〈J, F 〉, ∀F ∈H (curl). (4.16)

Moreover, by Lemma 4.3.6, u ∈ Z̊⊥, as J ∈ Z̊⊥ by the hypothesis. Thus, we can apply

Lemma 4.3.7 on data u to find E ∈ Z̊⊥ that solves

(I +K)E = u. (4.17)

From (4.16)(4.17) and Lemma 4.3.5, we can check that for the given data J ∈ Z̊⊥, our

E satisfies

a(E,F ) = a(u−KE,F ) = a(u, F )− a(KE,F ) = iω〈J, F 〉+ 2ω2〈E,F 〉ε

which is equivalent to (4.10). Existence is thus shown.

It remains to show uniqueness of the solution to (4.10). It suffices to show that the

homogeneous problem of (4.10) only admits the trivial solution. Assume E is such a
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solution. We have

〈curlE, curlF 〉µ−1 − i λω〈E × n, F × n〉µ,Γ − ω2〈E,F 〉ε = 0, ∀F ∈H (curl).

Similar to the argument in last lemma, we separate real and imaginary parts of the

last equation, and derive E ∈ H̊(curl). Moreover, we can verify (4.15). By the non-

eigenvalue assumption on ω2. We know that E = 0. Thus we have uniqueness of the

equation.

The general case follows immediately.

Proof of Theorem 4.3.2. By the Hodge decomposition, any such J can be decomposed

as J = J0 + J⊥ ∈ (grad H̊1 ⊕ H̊1)⊕ Z̊⊥. Consider (4.10) with data J⊥ in the place of J .

The last theorem says we have a solution, which we denote by E⊥, to this problem. Now

it is easy to check that E = E⊥ − iJ0
ωε solves (4.10) (with original data J on the right-

hand side). Hence we have existence. Uniqueness is valid due to the same argument as

in the last theorem.

4.4 Discretization and analysis

Now that we have well-posedness of Problem (4.10) from Theorem 4.3.2, we can then

consider the discrete problem. We denote Λ1
h any finite dimensional subspace of H (curl).

Problem 4.4.1. For any given J ∈ L2(Ω,C3), find Eh ∈ Λ1
h that satisfies

〈curlEh, curlF 〉µ−1 − i λω〈Eh × n, F × n〉µ,Γ − ω2〈Eh, F 〉ε = 〈iωJ, F 〉, ∀F ∈ Λ1
h.

(4.18)

Two lemmas will be helpful to our error analysis. The first lemma is a regularity

result due to Amrouche et al. [1, Proposition 3.7].

Lemma 4.4.2. If Ω ⊂ R3 is a Lipschitz polyhedron, then there exists s > 1/2, such

that for any u ∈ H(curl) ∩ H̊(div) or u ∈ H̊(curl) ∩H(div) , we have

u ∈ Hs(Ω), and ‖u‖Hs ≤ C (‖u‖+ ‖ curlu‖+ ‖ div u‖) .

The second lemma is an analogue of Lemma 5.9 in [3].

Lemma 4.4.3. For any ph ∈ H̊kh, its L2-projection p onto H̊k

ph ∈ H̊k, p− ph ⊥ H̊k
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satisfies

‖p− ph‖ ≤ ‖(I −Π)p‖, ‖p‖ ≤ ‖ph‖, (4.19)

where Π : H̊Λk → Λ̊kh is the smooth projection given by [11, Section 6].

Proof. Since we have

tr p = tr ph = 0, dp = dph = 0, p− ph ⊥ H̊k,

there exists some σ ∈ H̊Λk−1 that satisfies p− ph = dσ. We also note that

〈ph, dτ〉 = 〈p, dτ〉 = 0, ∀τ ∈ Λ̊kh ⊂ H̊Λk.

from (continuous and discrete) Hodge decompositions. In particular, for τ = Πσ, we

have 〈p− ph, dΠσ〉 = 0. Hence we have

‖p− ph‖2 = 〈ph − p, dσ〉 = 〈ph − p, d(σ −Πσ)〉 = 〈ph − p, (I −Π)dσ〉

≤ ‖p− ph‖‖(I −Π)dσ‖ = ‖p− ph‖‖(I −Π)(ph − p)‖ = ‖p− ph‖‖(I −Π)p‖.

The first inequality in (4.19) follows. The other inequality is immediate from the

definition of p.

We also state a regularity result. We will need to apply the result to escalate

regularity of our auxiliary equation when proving the main theorem. The statement is

similar to a result due to Costabel et al. [16]. The major difference is that we weaken

the assumption on smoothness of the boundary, and get (1/2+ε)-regularity, rather than

H1-regularity in [16]. However, we will postpone its proof to next section due to its

length.

Theorem 4.4.4. Given any Lipschitz polyhedral domain Ω ⊂ R3, there exists ε > 0,

such that the space

V =
{

(E,H) ∈ [H(curl) ∩H(div)]2 | H × n+ αn× (E × n) = 0
}
, (4.20)

with α being a nonzero constant, is continuously embedded in H1/2+ε(Ω)×H1/2+ε(Ω).

We now state and prove our main result in this section, from which the stability of

the Problem 4.4.1 follows. We have the following theorem.

Theorem 4.4.5. Let Ω be a Lipschitz polyhedron domain. There exist constants s =

s(Ω) ∈ (0, 1/2) and C1, C2 > 0, such that if E ∈ H (curl) solves (4.10) and Eh ∈ Λ1
h
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solves (4.18) for some J ∈ L2(Ω,C3), then there holds

‖E − Eh‖H (curl) ≤
C1

1− C2hs
inf
F∈Λ1

h

‖E − F‖H (curl),

for h sufficiently small.

Proof. We denote e = E − Eh the error. Our goal is to bound the H (curl)-norm of e.

We recall the definition

‖e‖2H (curl) = 〈curl e, curl e〉µ−1 + 〈e× n, e× n〉µ,Γ + 〈e, e〉ε. (4.21)

We also denote Q the H (curl)-projection into Λ1
h. There are two major steps in this

proof. First, we will establish

‖e‖2H (curl) ≤ C

(
‖e‖H (curl) inf

F∈Λ1
h

‖E − F‖H (curl) + |〈e,Q e〉ε|

)
(4.22)

Next, we will provide the following estimate for |〈e,Q e〉ε|

|〈e,Q e〉ε| ≤ Chs−1/2‖e‖2H (curl) (4.23)

with some 1/2 < s < 1 for h sufficiently small. Once both (4.22) and (4.23) are

validated, it immediately follows that

‖e‖H (curl) ≤ C1 inf
F∈Λ1

h

‖E − F‖H (curl) + C2h
s−1/2‖e‖H (curl).

where both C1 and C2 are independent of h. The theorem follows for h sufficiently

small.

To validate (4.22), we start with an error equation. For any test function F ∈ Λ1
h,

subtracting (4.18) from (4.10), we obtain that

−ω2〈e, F 〉ε + 〈curl e, curlF 〉µ−1 − iλω〈e× n, F × n〉µ,Γ = 0, ∀F ∈ Λ1
h. (4.24)

Subtracting the last equation from (4.21), we obtain

‖e‖2H (curl) = 〈curl e, curl(e− F )〉µ−1 + 〈e× n, e× n〉µ,Γ + 〈e, e〉ε
+ ω2ε〈e, F 〉ε + iλω〈e× n, F × n〉µ,Γ

= 〈curl e, curl(e− F )〉µ−1 + 〈e× n, e× n〉µ,Γ + 〈e, e− F 〉ε
+ (1 + ω2)〈e, F 〉ε + iλω〈e× n, F × n〉µ,Γ.

(4.25)
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For the two boundary integral terms in (4.25), we have

〈e× n, e× n〉µ,Γ + iλω〈e× n, F × n〉µ,Γ

= 〈e× n, (e− F )× n〉µ,Γ + (1 + iλω)〈e× n, F × n〉µ,Γ.

Substituting this into (4.25), we obtain

‖e‖2H (curl) = 〈curl e, curl(e− F )〉µ−1 + 〈e, e− F 〉ε + (1 + ω2)〈e, F 〉ε

+ 〈e× n, (e− F )× n〉µ,Γ + (1 + iλω)〈e× n, F × n〉µ,Γ. (4.26)

Again from the error equation (4.24), one finds that

〈e× n, F × n〉µ,Γ =
ω2

iλω
〈e, F 〉ε +

1

iλω
〈curl e, curlF 〉µ−1

=
ω2

iλω
〈e, F 〉ε −

1

iλω
〈curl e, curl(e− F )〉µ−1 +

1

iλω
‖ curl e‖2µ−1 .

Substituting the last equation in the last term of (4.26), we thus have

‖e‖2H (curl) = 〈curl e, curl(e− F )〉µ−1 + 〈e, e− F 〉ε + (1 + ω2)〈e, F 〉ε

+ 〈e× n, (e− F )× n〉µ,Γ −
(1 + iλω)ω2

iλω
〈e, F 〉ε

− 1 + iλω

iλω
〈curl e, curl(e− F )〉µ−1 +

1 + iλω

iλω
‖ curl e‖2µ−1 .

Moving the term −1+iλω
iλω ‖ curl e‖2µ−1 to the left, and re-arranging the other terms on the

right, we derive

‖e‖2H (curl) −
(

1

iλω
+ 1

)
‖ curl e‖2µ−1

= − 1

iλω
〈curl e, curl(e− F )〉µ−1 + 〈e, e− F 〉ε

+ 〈e× n, (e− F )× n〉µ,Γ +

(
− ω2

iλω
+ 1

)
〈e, F 〉ε. (4.27)

We take the magnitudes of both sides, and note that iλω is purely imaginary. Thus the

magnitude of the left-hand side of (4.27) has the following lower bound∣∣∣∣‖e‖2H (curl) −
(

1

iλω
+ 1

)
‖ curl e‖2µ−1

∣∣∣∣ =

∣∣∣∣‖e‖2ε + ‖e× n‖2µ,Γ −
1

iλω
‖ curl e‖2µ−1

∣∣∣∣
≥ 1√

2

(
‖e‖2ε + ‖e× n‖2µ,Γ +

1

|λω|
‖ curl e‖2µ−1

)
≥ c‖e‖H (curl),
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where we used
√

a2+b2

2 ≥ a+b
2 and Assumption 4.2.1. For the right-hand side of (4.27),

we apply the triangle inequality and Cauchy-Schwarz inequality to get

‖e‖2H (curl) ≤ C
(
‖e‖H (curl)‖e− F‖H (curl) + |〈e, F 〉ε|

)
,

Now we choose a particular test function F = Q e in the last estimate, and use the fact

that

‖e−Q e‖H (curl) ≤ C inf
G∈Λ1

h

‖e−G‖H (curl).

Thus (4.22) follows from the last three estimates.

Next we will prove (4.23). To begin with, we recall the Hodge decomposition for

H (curl)

H (curl) = grad H̊1 ⊕ H̊1 ⊕ Z̊⊥H (curl) ,

where Z̊ is the space of vector fields u ∈H (curl) such that curlu = 0 in Ω and u×n = 0

on Γ. Thus for e ∈H (curl), we can break it into two parts

e = grad ρ+ ψ, where ρ ∈ H̊1, ψ ⊥ grad H̊1 (4.28)

Likewise, for Q e ∈ Λ1
h, we can apply a discrete Hodge decomposition

Λ1
h = grad Λ0

h ⊕ H̊1
h ⊕ Z̊⊥h ,

and write

Q e = grad ρh + ψh, where ρh ∈ Λ̊0
h, ψh ⊥ dΛ̊0

h. (4.29)

We know that 〈e, grad ρh〉ε = 0 by taking F = grad ρh in (4.24). Consequently, we have

〈e,Q e〉ε = 〈e, grad ρh + ψh〉ε = 〈e, ψh〉ε = 〈grad ρ+ ψ,ψh〉ε = 〈grad ρ, ψh〉ε + 〈ψ,ψh〉ε.
(4.30)

We will analyze the last two terms to validate (4.23).

We first look at the term 〈grad ρ, ψh〉ε. The discrete Hodge decomposition indicates

that in (4.29) we can write further

ψh = eh,2 + eh,3, where eh,2 ∈ H̊1
h, eh,3 ⊥ grad Λ̊0

h ⊕ H̊1
h. (4.31)
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By Lemmas 4.4.3, We can find w2 ∈ H̊1, such that

‖w2‖ ≤ ‖eh,2‖, ‖w2 − eh,2‖ ≤ ‖(I −Π)w2‖. (4.32)

We note that the harmonic function w2 is curl-free, div-free, and trace-free. Thus

Lemma 4.4.2 gives that w2 ∈ Hs(Ω), and ‖w2‖Hs ≤ C‖w‖. Hence

‖w2 − eh,2‖ ≤ ‖(I −Π)w2‖ ≤ Chs‖w2‖Hs ≤ Chs‖w2‖ ≤ Chs‖eh,2‖.

For eh,3, we let w3 = eh,3−PZ̊eh,3. Thus we can apply lemmas 3.3.13, 3.3.11, and 3.3.12,

and use a scaling argument to obtain the following estimate.

‖w3 − eh,3‖ ≤ ‖(I − π)w3‖ (by Lemma 3.3.13)

≤ Chs‖w3‖Hs (by a scaling argument)

≤ Chs(‖w3‖+ ‖ curlw3‖+ ‖w3 × n‖Hs−1/2(Γ)) (by Lemma 3.3.12)

≤ Ch1/2(‖w3‖+ ‖ curlw3‖+ ‖w3 × n‖Γ) (by Lemma 3.3.11)

≤ Ch1/2 (‖ curlw3‖+ ‖w3 × n‖Γ) (by the Poincaré inequality (3.17))

≤ Ch1/2 (‖ curl eh,3‖+ ‖eh,3 × n‖Γ) (by Lemma 3.3.13).

Now that we have established estimates for ‖eh,2 − w2‖ and ‖eh,3 − w3‖, recalling the

decompositions (4.28)(4.29), we thus have

|〈grad ρ, ψh〉ε| ≤ |〈grad ρ, eh,2〉ε|+ |〈grad ρ, eh,3〉ε|

= |〈grad ρ, eh,2 − w2〉ε|+ |〈grad ρ, eh,3 − w3〉ε| (by (4.28), (4.29), and (4.31))

≤ Ch1/2‖ grad ρ‖ (‖ curl eh,3‖+ ‖eh,3 × n‖Γ + ‖eh,2‖) (4.33)

Again by (4.29), we can further bound the last three terms ‖ curl eh,3‖, ‖eh,3×n‖Γ, and

‖eh,2‖ by ‖Q e‖H (curl). Thus (4.33) yields

|〈grad ρ, ψh〉ε| ≤ Ch1/2‖ grad ρ‖‖Q e‖H Λ (4.34)

We also know ‖ grad ρ‖ ≤ ‖e‖ ≤ ‖e‖H Λ by (4.28). Moreover, since Q is an H (curl)

projection, we naturally have ‖Q e‖H Λ ≤ ‖e‖H Λ. Hence, (4.34) yields the following

estimate:

|〈grad ρ, ψh〉ε| ≤ Ch1/2‖e‖2H Λ. (4.35)

Comparing (4.35) with our goal (4.23), we know it remains to analyze the term

|〈ψ,ψh〉ε|. We will fulfill this by giving a bound to ‖ψ‖ via a duality argument. Let us
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consider this auxiliary problem: Find z ∈H (curl) that solves

〈curl z, curlφ〉µ−1 − iλ(−ω)〈z × n, φ× n〉µ,Γ − (−ω)2〈z, φ〉ε = 〈ψ, φ〉, ∀φ ∈H (curl).

(4.36)

By theorem 4.3.2, we know such z is well-defined and satisfies

‖z‖H (curl) ≤ C‖ψ‖. (4.37)

We need to show that z and curl z are regular enough to define πz, as we do in the

following. Now for any φ ∈ grad H̊1, we observe that z satisfies

〈z, φ〉 =
1

ω2
〈ψ, φ〉 = 0,

where the second equality is a result of the Hodge decomposition (4.28). So we have

div z = 0, which means z ∈ H(curl) ∩ H(div, 0). Noticing the strong form of (4.36),

which reads

curlµ−1 curl z − ω2z = ψ in Ω, curl z × n+ iλωµn× (z × n) = 0 on Γ,

implies curl z ∈ H(curl), and hence curl z ∈ H(curl) ∩H(div), we thus have

(z, curl z) ∈ V, with α = iλωµ, as in (4.20).

Therefore, we can apply Theorem 4.4.4 to conclude that z and curl z are both in Hs(Ω)

for some s > 1/2. An immediate consequence is that the canonical projection πz is

defined. Furthermore, we have the following Hs-estimates.

‖z‖Hs ≤ C(‖z‖+ ‖ curl z‖+ ‖ div z‖)

= C(‖z‖+ ‖ curl z‖) ≤ C‖ψ‖, (4.38)

‖ curl z‖Hs ≤ C(‖ curl z‖+ ‖ curl curl z‖+ ‖div curl z‖)

= C‖ curl z‖+ ‖µω2z + ψ‖)

≤ (‖z‖+ ‖ curl z‖+ ‖ψ‖) ≤ C‖ψ‖. (4.39)

By [26, Theorem 5.41] and the trace theorem, we can show that

‖z − πz‖H (curl) ≤ Chs−1/2‖u‖Hs(curl) ≤ Chs−1/2‖ψ‖. (4.40)

Now we are in a position to give a bound to ‖ψ‖. We choose the particular test



79

function φ = ψ in (4.36), and get

‖ψ‖2 = 〈curl z, curlψ〉µ−1 − iλω〈z × n, ψ × n〉µ,Γ − ω2〈z, ψ〉ε.

Using the fact div z = 0 and the decomposition (4.28), we know that

〈z, ψ − e〉 = 0, curl e = curlψ, and e× n = ψ × n.

Hence

‖ψ‖2 = 〈curl e, curl z〉µ−1 + iλω〈e× n, z × n〉µ,Γ − ω2〈e, z〉ε.

Besides, we choose F = πz ∈ Λ1
h in the error equation (4.24) to obtain

〈curl e, curlπz〉µ−1 + iλωµ〈e× n, πz × n〉µ,Γ − ω2〈e, πz〉ε = 0.

The last two equations yield

‖ψ‖2 = 〈curl e, curl(z − πz)〉µ−1 − iλωµ〈e× n, (z − πz)× n〉µ,Γ − ω2〈e, z − πz〉ε.
(4.41)

The error equation (4.41) and the estimate (4.40) together yield

‖ψ‖ ≤ Chs−1/2‖e‖H (curl),

and as a result,

|〈ψ,ψh〉| ≤ Chs−1/2‖e‖H (curl)‖ψh‖ ≤ Chs−1/2‖e‖H (curl)‖Q e‖ ≤ Chs−1/2‖e‖2H (curl).

(4.42)

From (4.30), (4.35), and (4.42), we get the estimate (4.23).

Thus, both (4.22) and (4.23) are validated. As we pointed out in the beginning of

the proof, the theorem follows for h sufficiently small.

Remark 4.4.6. The constant C1
1−C2hs

converges to C1 as h → 0. Thus the theorem

actually gives

‖E − Eh‖H Λ ≤ C inf
F∈Λ1

h

‖E − F‖H Λ

for h sufficiently small.

As a corollary, we can prove the stability of our discrete problem, as below.
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Theorem 4.4.7 (Stability of (4.18)). The problem (4.18) has a unique solution for any

given data.

Proof. This is a finite dimensional problem, thus it suffices to show that the homogeneous

problem

〈curlEh, curlF 〉µ−1 + i λω〈Eh × n, F × n〉µ,Γ − ω2〈Eh, F 〉ε = 0, ∀J ∈ Λ1
h. (4.43)

admits only the trivial solution. Suppose Eh solves (4.43). We knew that E = 0 is the

only solution to the homogeneous continuous problem

〈curlE, curlF 〉µ−1 − i λω〈E × n, F × n〉µ,Γ − ω2〈E,F 〉ε = 0, ∀F ∈H (curl).

By Theorem 4.4.5, we have

‖Eh‖H (curl) ≤
C1

1− C2hs
inf
F∈Λ1

‖F‖H (curl) = 0,

and therefore Eh = 0.

4.5 Skipped proofs

We will provide the skipped proofs of Theorem 4.3.2 and Theorem 4.4.4.

4.5.1 Proof of Theorem 4.3.2

In order to prove Theorem 4.3.2, we first establish the following result for bounded

coercive sesquilinear forms.

Theorem 4.5.1. Under the same assumption for H and a as in Theorem 4.3.4, there

exists a unique bounded operator A : H → H such that

a(x, y) = 〈x,Ay〉, ∀x, y ∈ H. (4.44)

Furthermore, A−1 exists, and is bounded by 1/δ.

Proof. For any fixed y ∈ H, we consider the map

ay : H → C, x 7→ a(x, y).

By continuity of a, it is straightforward to check that ay is continuous. Thus, by Riesz

representation theorem, there exists a unique zy ∈ H such that

a(x, y) = 〈x, zy〉, ∀x ∈ H.
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This fact gives us a well-defined map

A : H → H, y 7→ zy.

We will show that such A is a bounded linear operator, and bijective on H.

First, the linearity is not difficult to check. For any y1, y2 ∈ H, and λ ∈ C, we have

〈x,Ay1 +Ay2〉 = 〈x,Ay1〉+ 〈x,Ay2〉

= a(x, y1) + a(x, y2) = a(x, y1) + a(x, y2) = a(x, y1 + y2), ∀x ∈ H,

〈x, λy1〉 = λ̄〈x, y1〉 = a(x, λy1), ∀x ∈ H.

These equations and the well-definedness of A yield the linearity. Besides, we can

validate that A is bounded. In fact,

‖Ay‖ = sup
x∈H\{0}

|〈x,Ay〉|
‖x‖

= sup
x∈H\{0}

|a(x, y)|
‖x‖

≤M‖y‖, ∀y ∈ H.

The last inequality shows ‖A‖ ≤M .

Now that we have A ∈ L (H), we hope to prove A is bijective so that we can apply

the inverse mapping theorem to complete the proof. The injectivity of A is rather

straightforward. Assume Ay = 0 for some y ∈ H. We have a(x, y) = 0 for all x ∈ H by

the way that A is defined in. In particular, a(y, y) = 0. Applying the coercivity of a,

we have y = 0, which implies that a is injective.

Next, we shall prove the surjectivity of A. To accomplish that, we will show ImA,

the range of A, is closed, and then show that ImA⊥ is trivial. We take any z ∈ ImA.

There exist yn ∈ H such that z = limn→∞Ayn. Thus from coercivity of a, and the

equation (4.44), we have,

δ‖ym − yn‖2 ≤ |a(ym − yn, ym − yn)|

= |〈ym − yn, A(ym − yn)〉| ≤ ‖ym − yn‖‖A(ym − yn)‖,

for all m and n. This implies the sequence {yn} is Cauchy, because {Ayn} is convergent

(and hence Cauchy). We denote y = limn→∞ yn. By continuity of A, we know that

z = Ay. Therefore, ImA is closed.

The other property we claimed, i.e., ImA⊥ = {0}, is easy to check. Indeed, if

x ∈ ImA⊥, there holds a(x, y) = 〈x,Ay〉 = 0 for all y ∈ H by (4.44). As before, we

have x = 0 by taking y = x and applying the coercivity of a. Consequently, we know A

is surjective, and hence bijective.

Because A is bijective, by the inverse mapping theorem, we know A−1 is bounded.
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In particular, in (4.44), we have a(y, y) = 〈y,Ay〉. The coercivity of a and the Cauchy-

Schwarz inequality give δ‖y‖2 ≤ ‖y‖‖Ay‖. The last inequality implies ‖A−1‖ ≤ 1/δ.

This completes the proof.

Now we can prove the theorem.

Proof of Theorem 4.3.2. The uniqueness is obvious from coercivity of a. We will prove

existence and show continuous dependence.

Given any such f ∈ L (H), by Riesz representation theorem, one can find a unique

zf ∈ H satisfying

f(x) = 〈x, zf 〉, ∀x ∈ H

‖zf‖ = ‖f‖.

By theorem 4.5.1, we have L ∈ L (H) such that

a(x, Lzf ) = 〈x, zf 〉, ∀x ∈ H,

‖L‖ ≤ 1/δ.

Thus we see that the operator K : f 7→ Lzf satisfies a(x,Kf) = f(x). It is obvious

that this K is linear. Furthermore,

‖Kf‖ = ‖Lzf‖ ≤ ‖zf‖/δ = ‖f‖/δ.

Hence the theorem is proven.

4.5.2 Proof of Theorem 4.4.4

Next, we follow [16] to prove Theorem (4.4.4). In order to do so, we need to recall and

establish some lemmas. To begin with, we define Hs(Γ) for s > 1, since our domain Ω

is assumed to be a Lipschitz polyhedron.

Definition 4.5.1. For a polyhedral domain Ω with Lipschitz boundary Γ, and s > 1,

Hs(Γ) =
{
u ∈ H1(Γ) | u|Γi ∈ Hs(Γi), ∀i

}
,

where Γi are the flat faces of Γ.

The first lemma is [25, Corollary 5.5.2] (and hence we omit the proof here). It gives

a regularity result for the (scalar) Laplace equation with non-homogeneous boundary

condition.
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Lemma 4.5.2. For any Lipschitz polyhedral domain Ω, there exists sΩ ∈ (0, 1/2),

depending on Ω only, such that for any φ that satisfies∆φ = f in Ω,

φ|Γ = g on Γ,

where f ∈ L2(Ω) and g ∈ Hs(Γ) for some 1 < s < 1 + sΩ, we have φ ∈ H1/2+s(Ω).

Moreover, the following holds

‖φ‖ ≤ C(‖f‖Ω + ‖g‖Hs(Γ)).

The Laplace-Beltrami operator also admits some regularity (may be less than 2), as

described in the next lemma due to Buffa et al. [7, Theorem 8].

Lemma 4.5.3. Assume Γ is the boundary of a Lipschitz polyhedral domain, and φ

satisfies

∆Γφ ∈ Hs(Γ), s > −1.

Then there exists some 0 < t < s such that φ ∈ H1+t(Γ).

We are now ready to give a proof to the main theorem of this section.

Proof of Theorem 4.4.4. We observe that it suffices to show that E ∈ H1/2+ε, because

the boundary condition in the definition (4.20) of V can be written as

E × n+

(
− 1

α

)
n× (H × n) = 0.

First, by Lemma 3.4.3, we can find w ∈ (H1)3 and ρ ∈ H1 that satisfies

E = w + grad ρ. (4.45)

By the assumption that E ∈ H(div) and the property w ∈ H1(Ω;R3), we take the

divergence of (4.45) and derive

∆ρ = −div grad ρ ∈ L2(Ω) (4.46)

We next derive the regularity of ρ|Γ from (4.45). Thanks to [8], we have divΓ(H × n) ∈
H−1/2(Γ). Applying the boundary condition in (4.20), we thus have

divΓ(n× E × n) ∈ H−1/2(Γ). (4.47)
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Because w ∈ (H1)3, we know n× w × n ∈ H1/2
tan (Γ), and further that

divΓ(n× w × n) ∈ H−1/2(Γ). (4.48)

From (4.45), (4.47), and (4.48), we obtain that

divΓ(n× grad ρ× n) ∈ H−1/2(Γ),

and hence

∆Γρ|Γ = −divΓ gradΓ ρ|Γ = −divΓ(n× (grad ρ× n)) ∈ H−1/2(Γ). (4.49)

Thus by Lemma 4.5.3, we know there exists sΓ > 0, depending on the shape of Γ (or

Ω) only, such that

ρ|Γ ∈ H1+sΓ(Γ). (4.50)

Finally, by Lemma 4.5.2, (4.46), and (4.50), we set ρ ∈ H3/2+ε(Ω) for some ε > 0, and

so E ∈ H1/2+ε(Ω) by (4.45).



Chapter 5

Numerical Examples

In the last chapter, we provide numerical solutions to several problems to verify our

theory in the thesis. We use FEniCS [24], an open-source project specialized in solving

PDEs using finite element methods, and its Python interface Dolfin 2019.1.0, to implement

our methods.

In this chapter, we write CG for the Lagrange element, and N1Curl, N2Div, etc.,

for Nédélec elements. A superscript 0 denotes imposing essential boundary conditions

on the element. Moreover, we put the degree r of our elements after its name. For

instance, (N2Curl0, 1) stands for the second kind of Nédélec edge element of the lowest

order with vanishing boundary traces.

5.1 Vector Laplacian

In this section we will consider the two Robin BVPs in Ω = [0, π]3. We recall the general

definition of the domain of Hodge-Laplacian (2.7), and rewrite it for the special case for

vector fields in three dimensions:

D(∆) =
{
u ∈ H(curl) ∩H(div) | curlu ∈ H(curl),div u ∈ H1

}
.

Now we state our problems in strong form.

Problem 5.1.1. For f ∈ L2(Ω,R3) and g ∈ L2(Γ), find u ∈ D(∆)
⋂

H (div) such that

(curl curl− grad div)u = f in Ω, (5.1)

(curlu)× n = 0, div u+ u · n = g, on Γ. (5.2)

Problem 5.1.2. For f ∈ L2(Ω,R3) and g ∈ L2
tan(Γ), find u ∈ D(∆)

⋂
H (curl) such

85
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that

(curl curl− grad div)u = f in Ω, (5.3)

div u = 0, curlu+ n× u× n = g, on Γ. (5.4)

As we have seen in Section 2.5, for each problem, we can view u as the proxy of either

a 1-form or a 2-form. Correspondingly, we can set σ = div u or σ = curlu, and obtain the

mixed formulation. Note that since Ω is a cube, we have trivial harmonic function spaces.

For each of the four discrete problems, we will first present the mixed formulation,

then we will mention the finite elements we use, and show the computational rates of

convergence in a table. We also append the tables for each element to show errors of

L2 norms of u− uh, curl(u− uh) (when applicable), div(u− uh) (when applicable), etc.

5.1.1 A 1-form semi-natural Robin BVP

In Problem 5.1.1, we choose the manufactured soution u = (x(x−π) cos z, 0, 0). Viewing

u as a 1-form, and setting σ = −div u = (−2x+ π) cos z, our goal is to solve

−〈σ, τ〉 − 〈σ, τ〉Γ + 〈u, grad τ〉 = 〈g, τ〉Γ ∀τ ∈ V 0
h ,

〈gradσ, v〉+ 〈curlu, curl v〉 = 〈f, v〉 ∀v ∈ V 1
h .

(5.5)

We choose our finite element to be (CG, 1; N1Curl, 1) and (CG, 2; N2Curl, 1), we see (cf.

Table 5.1) that our numerical solution converges with rate 1.

Elements Rates of Convergence Numerical Results

(CG, 1)× (N1Curl, 1) 1 cf. Table 5.5
(CG, 2)× (N2Curl, 1) 2 cf. Table 5.6

Table 5.1: Convergence rates using finite elements to solve Problem 5.1.1 as a 1-form
semi-natural Robin BVP.

5.1.2 A 2-form semi-essential Robin BVP

We still consider Problem 5.1.1 with the same manufactured solution. This time we

view u as the proxy of a 2-form, and let σ = curlu = (0,−x(x− pi) sin z, 0). Our mixed

formulation is the semi-essential one:

−〈σ, τ〉+ 〈u, curl τ〉 = 0 ∀τ ∈ V 1
h ,

〈curlσ, v〉+ 〈div u,div v〉+ 〈u · n, v · n〉Γ = 〈f, v〉+ 〈g, v · n〉 ∀v ∈ V 2
h .

(5.6)

We have four sets of elements. The corresponding rates of convergence are 1, given in

the following table.
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Elements Rates of Convergence Numerical Results

(N1Curl0, 1)× (N1Div, 1) 1 cf. Table 5.7
(N2Curl0, 1)× (N1Div, 1) 1 cf. Table 5.8
(N1Curl0, 2)× (N2Div, 1) 1 cf. Table 5.9
(N2Curl0, 2)× (N2Div, 1) 1 cf. Table 5.10

Table 5.2: Convergence rates using finite elements to solve Problem 5.1.1 as a 2-form
semi-essential Robin BVP.

5.1.3 A 1-form semi-essential Robin BVP

We do the same thing to Probelm 5.1.2. We take the manufactured solution u =

(sin(z), 0, 0). If we view u as a proxy of 1 form, the problem becomes a semi-essential

Robin BVP, with σ = div u = 0. The mixed formulation is

−〈σ, τ〉+ 〈u, grad τ〉 = 0 ∀τ ∈ V 0
h ,

〈gradσ, v〉+ 〈curlu, curl v〉+ 〈u× n, v × n〉Γ = 〈f, v〉+ 〈g × n, v × n〉Γ ∀v ∈ V 1
h .

(5.7)

We solve the problem for finite elements (CG0, 1; N1Curl, 1) and (CG0, 2; N2Curl, 1),

and generate the following convergence table.

Elements Rates of Convergence Numerical Results

(CG0, 1)× (N1Curl, 1) 1 cf. Table 5.11
(CG0, 2)× (N2Curl, 1) 1 cf. Table 5.12

Table 5.3: Convergence rates using finite elements to solve Problem 5.1.2 as a 1-form
semi-essential Robin BVP.

5.1.4 A 2-form semi-natural Robin BVP

Finally, we reconsider Probelm 5.1.2 with the same solution viewed as the proxy of a 2

form. Hence Probelm 5.1.2 is a semi-natural Robin BVP, and σ = curlu = (0, cos(z), 0).

The mixed formulation is

−〈σ, τ〉 − 〈σ × n, τ × n〉Γ + 〈u, curl τ〉 = 〈g, τ〉Γ ∀τ ∈ V 1
h ,

〈curlσ, v〉+ 〈div u,div v〉 = 〈f, v〉 ∀v ∈ V 2
h .

(5.8)

Using our four sets of finite elements, we can generate the following convergence table.

5.1.5 Detailed L2 error norms

We append detailed error norms to end this section.
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Elements Rates of Convergence Numerical Results

(N1Curl, 1)× (N1Div, 1) 1 cf. Table 5.13
(N2Curl, 1)× (N1Div, 1) 1 cf. Table 5.14
(N1Curl, 2)× (N2Div, 1) 2 cf. Table 5.15
(N2Curl, 2)× (N2Div, 1) 2 cf. Table 5.16

Table 5.4: Convergence rates using finite elements to solve Problem 5.1.2 as a 2-form
semi-natural Robin BVP.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 4.515 - 8.381 - 9.156 - 4.596 - 4.093 -
2 1.739 1.375 5.615 0.577 4.041 1.179 3.025 0.603 3.968 0.044
3 0.952 0.869 3.668 0.614 1.607 1.330 2.133 0.504 1.758 1.174
4 0.248 1.938 1.891 0.955 0.428 1.906 1.066 0.999 0.931 0.916

Table 5.5: Rates of convergence using (CG, 1; N1Curl, 1) to solve Problem 5.1.1.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 0.920 - 3.063 - 1.816 - 2.779 - 4.039 -
2 0.347 1.404 1.586 0.949 0.516 1.813 2.157 0.365 3.819 0.080
3 0.040 3.110 0.375 2.078 0.060 3.091 0.472 2.191 1.706 1.162
4 0.005 2.905 0.097 1.939 0.007 2.981 0.122 1.943 0.866 0.977

Table 5.6: Rates of convergence using (CG, 2; N2Curl, 1) to solve Problem 5.1.1.

mesh ‖σ − σh‖ rate ‖ curl(σ − σh)‖ rate ‖u− uh‖ rate ‖ div(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 6.344 - 9.040 - 8.297 - 6.512 - 6.878 -
2 4.388 0.531 4.131 1.129 3.126 1.408 3.886 0.744 1.681 2.032
3 2.261 0.956 3.117 0.406 1.853 0.753 1.716 1.178 0.845 0.992
4 1.142 0.985 1.618 0.945 0.962 0.945 0.899 0.931 0.221 1.933

Table 5.7: Rates of convergence using (N1Curl, 1; N1Div, 1) to solve Problem 5.1.1.

mesh ‖σ − σh‖ rate ‖ curl(σ − σh)‖ rate ‖u− uh‖ rate ‖ div(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 6.325 - 8.998 - 8.297 - 6.512 - 6.878 -
2 1.336 2.242 4.070 1.144 2.975 1.479 3.886 0.744 1.681 2.032
3 0.802 0.736 3.085 0.399 1.902 0.645 1.716 1.178 0.845 0.992
4 0.206 1.961 1.568 0.976 0.973 0.966 0.899 0.931 0.221 1.933

Table 5.8: Rates of convergence using (N2Curl, 1; N1Div, 1) to solve Problem 5.1.1.

mesh ‖σ − σh‖ rate ‖ curl(σ − σh)‖ rate ‖u− uh‖ rate ‖ div(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 3.237 - 5.485 - 5.149 - 6.463 - 3.719 -
2 0.677 2.255 2.059 1.413 1.986 1.374 3.875 0.737 0.847 2.134
3 0.248 1.448 0.446 2.207 0.423 2.228 1.686 1.200 0.102 3.043
4 0.063 1.971 0.129 1.782 0.109 1.957 0.850 0.987 0.013 2.909

Table 5.9: Rates of convergence using (N1Curl, 2; N2Div, 1) to solve Problem 5.1.1.

mesh ‖σ − σh‖ rate ‖ curl(σ − σh)‖ rate ‖u− uh‖ rate ‖ div(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 2.517 - 5.485 - 5.150 - 6.463 - 3.719 -
2 0.474 2.408 2.058 1.414 1.987 1.373 3.875 0.737 0.847 2.134
3 0.050 3.228 0.440 2.223 0.423 2.231 1.686 1.200 0.102 3.043
4 0.006 2.956 0.112 1.971 0.109 1.956 0.850 0.987 0.013 2.909

Table 5.10: Rates of convergence using (N2Curl, 2; N2Div, 1) to solve Problem 5.1.1.
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mesh ‖u− uh‖ rate ‖ curl(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 2.067 - 3.043 - 1.960 -
2 1.559 0.407 1.335 1.188 1.194 0.714
3 0.834 0.902 0.690 0.952 0.661 0.851
4 0.442 0.915 0.352 0.969 0.347 0.929

Table 5.11: Rates of convergence using (CG0, 1; N1Curl, 1) to solve Problem 5.1.2. The
errors for σ are all zeros.

mesh ‖u− uh‖ rate ‖ curl(u− uh)‖ rate ‖(u− uh)× n‖Γ rate

1 1.886 - 3.025 - 1.830 -
2 0.364 2.371 1.325 1.190 0.363 2.331
3 0.103 1.817 0.677 0.967 0.089 2.022
4 0.025 2.001 0.340 0.994 0.022 1.968

Table 5.12: Rates of convergence using (CG0, 2; N2Curl, 1) to solve Problem 5.1.2. The
errors for σ are all zeros.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 3.588 - 3.939 - 4.688 - 7.467 - 0.000 -
2 1.750 1.035 1.545 1.350 1.706 1.457 2.186 1.771 0.078 -
3 0.881 0.990 0.709 1.123 0.761 1.163 0.803 1.445 0.015 2.367
4 0.433 1.023 0.346 1.031 0.362 1.069 0.345 1.216 0.003 2.296

Table 5.13: Rates of convergence using (N1Curl, 1; N1Div, 1) to solve Problem 5.1.2.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 3.030 - 3.937 - 4.056 - 7.467 - 0.000 -
2 1.017 1.574 1.544 1.350 1.038 1.9657 2.114 1.820 0.078 -
3 0.260 1.965 0.707 1.126 0.283 1.8763 0.791 1.418 0.015 2.367
4 0.066 1.970 0.344 1.039 0.071 1.9899 0.343 1.204 0.003 2.296

Table 5.14: Rates of convergence using (N2Curl, 1; N1Div, 1) to solve Problem 5.1.2.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 0.506 - 1.186 - 0.562 - 1.240 - 0.002 -
2 0.229 1.144 0.257 2.205 0.204 1.459 0.252 2.293 0.009 -2.049
3 0.059 1.939 0.064 1.994 0.052 1.953 0.064 1.978 0.001 3.180
4 0.014 1.995 0.016 1.969 0.013 1.998 0.016 1.998 1e-4 3.111

Table 5.15: Rates of convergence using (N1Curl, 2; N2Div, 1) to solve Problem 5.1.2.

mesh ‖σ − σh‖ rate ‖ grad(σ − σh)‖ rate ‖σ − σh‖Γ rate ‖u− uh‖ rate ‖ curl(u− uh)‖ rate

1 0.465 - 1.186 - 0.555 - 1.223 - 0.002 -
2 0.067 2.777 0.257 2.205 0.072 2.930 0.250 2.290 0.009 -2.049
3 0.008 3.004 0.064 1.995 0.010 2.832 0.063 1.982 0.001 3.180
4 0.001 3.013 0.016 1.995 0.001 2.907 0.015 1.988 1e-4 3.111

Table 5.16: Rates of convergence using (N2Curl, 2; N2Div, 1) to solve Problem 5.1.2.
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5.2 Time harmonic Maxwell problems

In this section we will solve the discrete time-harmonic Maxwell problem (4.18). We

note that the functions and inner products that we considered and analyzed in Chapter

4 are all complex-valued, while complex numbers are not supported in FEniCS. Thus we

need to first convert our problem (4.18) to an equivalent form with real-valued functions

and inner products for computational purposes.

It will make our construction clearer to begin with the strong equation (4.5) and

the boundary condition (4.6), in which we replace the right-hand side with a tangential

vector field g for non-homogeneous boundary conditions. For each vector field, we can

split it to real and imaginary parts, indicated by subscripts �r and �i. For instance

E = Er + iEi. Thus (4.5) is broken into two equations

curl(µ−1 curlEr)− ω2εEr = −ωJi, curl(µ−1 curlEi)− ω2εEi = ωJr, (5.9)

and the boundary condition (4.6) also yields two pieces

curlEr × n+ λωµn× (Ei × n) = gr, curlEi × n− λωµn× (Er × n) = gi. (5.10)

Next, as routine, we take real-valued test functions Fr and Fi, multiplying with the

equations (5.9) respectively, integrate by parts while applying (5.10). We finally obtain

the following mixed form

〈µ−1 curlEr, curlFr〉 − ω2ε〈Er, Fr〉+ ωλ〈Ei × n, Fr × n〉Γ
= −ω〈Ji, Fr〉 − 〈gr, n× (Fr × n)〉Γ,

(5.11)

〈µ−1 curlEi, curlFi〉 − ω2ε〈Ei, Fi〉 − ωλ〈Er × n, Fi × n〉Γ
= ω〈Jr, Fr〉 − 〈gi, n× (Fi × n)〉Γ,

(5.12)

Here all inner products are the real integrals. In particular, it our trial functions Er

and Ei, and test functions Fr and Fi are all from our finite element space, then this

two-equation system yields our numerical scheme. It can be checked (and hence we omit

the proof) that this system is equivalent to our original one, i.e.,

Theorem 5.2.1. Given the domain Ω and data J ∈ L2(Ω,C3) and g ∈ L2
tan(Γ). For

any E = Er + iEi, with E ∈ H (curl) complex-valued and Er and Ei real-valued, E

solves (4.18) if and only if (Er, Ei) ∈ H (curl) ×H (curl) (real-valued) solves (5.11)

and (5.12).
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5.2.1 Example 1

In our first example, we consider the cubic domain Ω = [0, 1]3, parameters ε = 1, µ = 1,

and ω = 0.1, the exact solution E = (y, z, x+ y + z), and the right-hand side terms

J = i ωεE, g = − curlE × n+ iωλn× (E × n). (5.13)

We start with 1× 1× 1-mesh, and each time uniformly refine the mesh. On the first 4

meshes, we solve our problem with the H(curl) Nedelec space with degree 1. According

to Theorem 4.4.4, the H (curl)-norm of the error,

‖Eh − E‖H (curl) =
(
‖Eh,r − E‖2H (curl) + ‖Eh,i − 0‖2H (curl)

)1/2
,

should converge to 0 with order 1. Indeed we have such numerical result, as shown in

Table 5.17. Besides this result, we make a few more observations. We see that the L2

convergence of the error and the tangential trace of the error are both approximately of

order 1, which is optimal as well. However, curl of the error approaches 0 with a higher

rate. This is not surprising. Calculation gives a constant vector curlE = (0,−1,−1),

which lies in the finite element space.

Mesh ‖err‖ rate ‖ curl(err)‖ rate ‖err × n‖Γ rate ‖err‖H (curl) rate

1 0.713 - 0.020 - 1.143 - 1.347 -
2 0.465 0.615 0.009 1.369 0.637 0.843 0.789 0.772
3 0.259 0.847 0.003 1.384 0.332 0.941 0.421 0.907
4 0.132 0.966 0.001 1.570 0.168 0.980 0.214 0.975

Table 5.17: Unit cube meshes, element = N1curl, deg = 1

We can try raising the degree of the element, or switch to other elements, e.g., the

2nd kind Nedelec element. In either case, we note that the finite element space will

contain all linear vector fields. So we shall expect to produce the exact solution, which

is linear, by our numerical scheme. This is verified by computation.

5.2.2 Example 2

In this example, we work with the same unit cube domain with the same 4 meshes, but

with a quadratic exact solution

E = (y2, z2, x2 + y2 + z2),

and resulting right-hand side terms, which are still given by (5.13). As before, we first

solve with N1curl with degree 1, and obtain 1st order convergence for the H (curl)-norm

of the error (cf. Table 5.18). This time, all break-down errors decays with order one,
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including the curl-part, because now curlE is linear, and is not in the finite element

space.

Mesh ‖err‖ rate ‖ curl(err)‖ rate ‖err × n‖Γ rate ‖err‖H (curl) rate

1 0.739 - 0.753 - 1.190 - 1.590 -
2 0.497 0.573 0.381 0.982 0.687 0.791 0.930 0.774
3 0.278 0.835 0.197 0.945 0.362 0.924 0.498 0.901
4 0.143 0.960 0.103 0.940 0.184 0.973 0.255 0.963

Table 5.18: Unit cube meshes, element = N1curl, deg = 1

Next, we raise the degree of our space N1curl to r = 2, and also try switching to

N2curl with degree 1. In neither case is the quadratic exact solution contained in the

finite element space, so we expect to observe 2nd order convergence for 2nd degree

N1curl element, while still expect to see 1st order convergence with 1st degree N2curl

element (cf. Tables 5.19 and 5.20 for details). The first part is not hard to interpret.

As we raise the degree, the convergence rates of ‖e‖, ‖ curl e‖, and ‖e × n‖ all should

increases by 1, as the finite element space, its curl, and its tangential trace now all

contain one degree higher of complete polynomials. As a matter of fact, we observe

even higher convergence rate for ‖ curl e‖. The reason is similar to the first example.

For our particular exact solution E, curlE is linear, while our element space contains

all linear functions. Thus it is possible to have rate higher than 2. As for the 1st-degree

N2curl element, the convergence rate for ‖ curl e‖ does not improve, compared with that

for 1st-degree N1curl element. This is a result due to the general fact that

curl (rth-degree N1curl space) = curl (rth-degree N2curl space) .

In particular, the curl-image of our N2curl space does not contain all piecewise linear

vector fields, as before. Hence we again have 1st-order convergence for ‖ curl e‖. Consequently,

‖e‖H (curl) decays linearly.

Mesh ‖err‖ rate ‖ curl(err)‖ rate ‖err × n‖Γ rate ‖err‖H (curl) rate

1 0.165 - 4e-3 - 0.236 - 0.288 -
2 0.046 1.840 1e-3 2.204 0.063 1.893 0.078 1.875
3 0.011 1.957 2e-3 2.439 0.016 1.954 0.020 1.955
4 0.002 2.022 3e-5 2.478 0.004 1.978 0.005 1.993

Table 5.19: Unit cube meshes, element = N1curl, deg = 2
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Mesh ‖err‖ rate ‖ curl(err)‖ rate ‖err × n‖Γ rate ‖err‖H (curl) rate

1 0.187 - 0.752 - 0.307 - 0.834 -
2 0.049 1.922 0.381 0.982 0.081 1.921 0.392 1.087
3 0.012 1.964 0.197 0.944 0.021 1.924 0.199 0.977
4 0.003 1.975 0.103 0.940 0.005 1.931 0.103 0.948

Table 5.20: Unit cube meshes, element = N2curl, deg = 1
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