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Abstract

Title of Dissertation� The Single Layer Heat Potential and Galerkin
Boundary Element Methods for the Heat Equation

Patrick James Noon� Doctor of Philosophy� �����

Dissertation directed by� Douglas N� Arnold� Associate Professor� Applied
Mathematics Department�

We study Galerkin boundary element discretizations of the single layer heat
potential operator equation

K�q ��
Z t

�

Z
�
K�x� y� t� t��q�y� t��dydt� � F �x� t�� x � �� t � �� �����

where K denotes the fundamental solution

K�x� t� �

���
��

exp��jxj���t�
���t����

x � R�� t � �

� x � R�� t � �
�

We �rst formulate a well
posedness theory for ����� and show that for each
F in the anisotropic Sobolev space H����������R��� there exists a unique
solution q in its dual space H������������R�� which depends continuously
on the data in the sense that

kqkH������������R�� � ckFkH����������R���

Moreover� we show that K� satis�es a coercivity estimate

Re hq�K�qi � ckqk�H������������R��
�

We next develop a regularity theory for the mapping K� and show that K�

�in the scale of anisotropic Sobolev spaces Hr�s���R�� for r� s � �� may be
regarded as an operator which increases regularity by one spatial derivative
and one
half time derivative� These results provide a basis for our
subsequent analysis of a class of Galerkin discretizations methods based on
test and trial spaces of piecewise polynomials� We show optimal
convergence in the energy norm H������������R�� and investigate the rate
of convergence in L����R��� Finally� to test our conclusions� we present
numerical examples�



� Introduction

The classical method of boundary integral equations uses speci�cally de

�ned solutions called layered potentials and reduces the given boundary value
problem into an integral equation of the second kind� Thus� a double layer
potential is used to treat Dirichlet problems� whereas a single layer poten

tial is used to solve Neumann problems� The overwhelming reason for these
selections is the well known results on the unique solvability of second kind
integral equations� Besides being well posed in a variety of spaces� second
kind integral equations are often well suited� �in regards to both implemen

tation and analysis�� to various approximate methods such as Galerkin or
collocation type methods�

Although the layered potential approach is more commonly associated
with elliptic problems� it also has a long history in the study of parabolic
boundary value problems� Holmgren ���� initially introduced the heat po

tentials in two variables �i�e�� one time and one space variable� and used
them to show the solvability of the heat equation� Gevrey ���� subsequently
extended the argument to more general parabolic problems of two variables�
Generalizations to problems in several space dimensions were slow to appear
since the kernel of the second kind Volterra integral equation which arises was
not fully understood� Pogorzelski ��	� �
� ��� ��� showed the basic solvabil

ity of this integral equation in arbitrarily many space dimension on smooth
manifolds� His arguments helped to establish the basic well
posedness of a
wide variety of parabolic problems�

Currently� the application of boundary element methods to parabolic
problems is being actively considered� Essentially� boundary element meth

ods refer to numerical solutions of the integral equations encountered in the
layered potential method� In contrast to the classical approach� however�
the integral equation typically used for numerical purposes is the so called
direct integral equation of heat conduction� In the case of problems with
Dirichlet boundary conditions� this equation results in a �rst kind Volterra
integral equation� Though this approach is often used in practice ���� �����
��
�� ����� ����� the basic convergence theory behind it has yet to be given�
In this paper� we analyze the direct integral equation method applied to an
initial
Dirichlet boundary value problem for the heat equation�

We start by recalling the direct integral equation� Let u�x� t� solve the

�



initial
Dirichlet boundary value problem

�u

�t
�x� t���u�x� t� � �� x � �� t � �� �����

u�x� �� � f�x�� x � �� �����

u�x� t� � g�x� t�� x � �� t � �� �����

where � denotes a bounded� open set in R�� Set K�x� t� equal to the funda

mental solution to the heat equation� i�e��

K�x� t� �

���
��

exp��jxj���t�
���t����

x � R�� t � �

� x � R�� t � �
�

Then� a simple application of Green�s theorem �see ���� pp� ������� shows
that the solution u to ��������� must satisfy the integral equation

u�x� t� �
Z t

�

Z
�

�
K�x� y� t� t��

�u

�ny
�y� t��� �K

�ny
�x� y� t� t��g�y� t��

�
dydt�

�
Z
	
K�x� x�� t�f�x��dx�� x � �� t � �� �����

where � denotes the boundary of � and ny the unit outward normal derivative
to � at y� We will assume that � is a smooth C� surface� Observe how the
direct integral equation ����� relates u throughout � �R� to its initial and
boundary data�

The �rst term of ������ �where we have set q � �u��ny�

U��x� t� ��
Z t

�

Z
�
K�x� y� t� t��q�y� t��dydt�� x � R�n�� t � �� ���	�

is called the single layer heat potential with density q� Similarly� the second
term of �����

U��x� t� ��
Z t

�

Z
�

�K

�ny
�x� y� t� t��g�y� t�dydt�� x � R�n�� t � � ���
�

is the double layer heat potential with density g� Assuming that q and g
are continuous on ��R�� each of these potentials de�nes a C� function on
x � R

�n� and t � � which satisfy the heat equation there and vanish for

�



t � �� They also satisfy jump conditions �cf�� ���� p� ����� similar to those
satis�ed by the corresponding single and double layer electrostatic potentials�
As x� � R�n� tends non
tangentially to x � �� we have

lim
x��x

U��x�� t� � U��x� t�� �����

lim
x��x

�U�

�nx
�x�� t� � ��

�
q�x� t� �

Z t

�

Z
�

�K

�nx
�x� y� t� t��q�y� t��dydt�� �����

lim
x��x

U��x�� t� � ��

�
g�x� t� �

Z t

�

Z
�

�K

�ny
�x� y� t� t��g�y� t��dydt�� �����

In these equations� the upper sign holds when the limit is approached from
the interior while the lower sign holds when the limit is approached from the
exterior�

Letting x in ����� tend to the boundary �� the jump conditions yield the
boundary integral equation

�

�
g�x� t� �

Z t

�

Z
�
�K�x� x�� t� t��q�x�� t��� �K

�ny
�x� y� t� t��g�y� t���dydt�

�
Z
	
K�x� x�� t�f�x��dx�� x � �� t � �� ������

This is a �rst kind Volterra integral equation for the unknown Neumann data
q � �u��n of the form

K�q ��
Z t

�

Z
�
K�x� y� t� t��q�y� t��dydt� � F �x� t�� x � �� t � �� ������

where

F �x� t� �
�

�
g�x� t� �

Z t

�

Z
�

�K

�ny
�x� y� t� t��g�y� t��dydt�

�
Z
	
K�x� x�� t�f�x��dx�� �x� t� � � �R��

Conversely� if we were studying the Neumann �or Robin� boundary value
problem� ����� would result in a second kind Volterra integral equation for
the unknown Dirichlet data u� For example� the form of this equation for
the Neumann problem would be

�

�
u�x� t� �K�u�x� t� � F �x� t�� x � �� t � � ������

�



where F �x� t� is known and where K� denotes the integral operator

K�p�x� t� �
Z t

�

Z
�

�K

�ny
�x� y� t� t��p�y� t��dydt�� x � �� t � �� ������

The theory of ������ is well developed� Assuming that � is a C� surface�
Pogorzelski ��
� showed that the kernel of ������ satis�es the estimate

j �K
�ny

�x� t�j � C�t
��jxj�n��� for all � � ����� ��� ������

and is therefore weakly singular� From ������� it follows that K� has norm
less than � on C��� ��� T �� for T su�ciently small� Thus� I �K� is invert

ible for su�ciently small T � Since K� is of convolution type� however� the
existence of �I � K���� on C�� � ��� T �� for any �nite value of T is easy to
show by successively considering I � K� over subintervals of small length�
The same reasoning applies to I � K� on L��� � ��� T ��� In ����� Pogorzel

ski showed that K� de�nes a compact mapping on the space of continuous
functions� The compactness of the operator K� is relevant to the study of
numerical discretizations� In particular� the convergence of a broad class of
methods known as projection methods �which include Galerkin and colloca

tion methods� is assured when applied to operators of the form I � K with
K compact� More recent treatments of ������ have focused on the case of
unsmooth boundaries� Though K� no longer remains compact� the basic solv

ability of this equation holds in a wide variety of function spaces� For more
details� see ����� ����� A treatment of the numerical solution of this equation
has been given in some generality by Costabel� Wendland and Onishi �����

The theory of equation ������� however� is less straightforward then that
of ������� Indeed� until the recent work of Brown ���� even the basic well
posedness of this equation had not been addressed� Our �rst goal is to es

tablish the well
posedness of ������ in such a way to provide a basis for the
subsequent analysis of discretizations� We do this by giving a variational
interpretation of ������� extending to the parabolic setting the argument of
Nedelec and Planchard ���� who treated the electrostatic single layer poten

tial in this fashion� The main advantage of this viewpoint is that Galerkin
discretizations methods may then be analyzed by standard techniques�

To explain our results� we brie�y summarize the argument in ����� Let
W ��R�� denote the closure of D�R�� in the norm

k�kW ��R�� � kr�kL��R��� � � D�R���

�



The inner product

�u� v�W ��R�� �
Z
R
�
ru�x�rv�x�dx� ����	�

induces a Hilbert space structure on W ��R��� Even though W ��R�� is not
included in L��R��� we have the dense inclusions

D�R�� � H��R�� � W ��R���

Consequently� the dual �W ��R���� of W �R�� is identi�able with a subset of
distributions strictly contained in H���R��� As is customary� we denote this
space by W���R���

The space W ��R�� is introduced because the natural isomorphism from
W ��R�� onto W���R�� de�ned by the inner product ����	� clearly extends
the distributional de�nition of the �negative� Laplacian operator ��� This
explains why the space W ��R�� has been well studied� Based on Sobolev�s
inequality �����

k	kL��R�� � Ckr	kL��R��� for all 	 � D�R���

it follows that W ��R�� is identical �algebraically and topologically� to the
subset of L
�R�� functions whose gradients belong to L��R��� Moreover� the
weighted L� estimate�

Z
R
�
jxj��ju�x�j�dx � Ckruk�L��R��� u � W ��R��� ����
�

shown by Hardy�s inequality� shows that W ��R�� is a space of locally inte

grable functions which di�ers from the space H��R�� solely in its permitted
behavior at in�nity� Consequently� the trace operator 
 of restriction from
R
� to � extends to a surjection of W ��R�� onto H������� These facts enable

one to show that the operator K � 
 � ������ � 
� de�nes an isomorphism
of H������� onto H������� It remained for Nedelec and Planchard to show
that K extends the classical single layer potential

Kq�x� � �

��

Z
�

q�y� dy

jx� yj � x � R�� q � D�R���

	



For our treatment� it will be necessary to work in the setting of the
anisotropic Sobolev spaces �cf�� ��	� Chapter �� �� For all non
negative real
numbers r and s� we use Hr�s to denote the Hilbert spaces

Hr�s � L��R�Hr�R��� 	Hs�R� L��R����

with associated norm

kuk�Hr�s � kuk�L��R�Hr�R��� � kuk�Hs�R�L��R����

Analogously� let Hr�s���R�� denote the Hilbert space

Hr�s���R�� � L��R��H
r���� 	Hs�R�� L

������ ������

with
kuk�Hr�s���R��

� kuk�L��R��Hr���� � kuk�Hs�R��L�����
�

The utility of these anisotropic Sobolev spaces in treating the heat equa

tion is evident in the discussion in ��	� Chapter �� and the recent work of
�
�� Accordingly� there is a well developed theory of the trace operator on
these spaces� Letting 
� denote an extension of the restriction operator from
functions on R��R to functions on ��R�� the results in ��	� Theorem ����
p� ��� imply that 
� extends to a bounded� linear operator of Hr�s onto
Hr������r�����s�r���R�� for all r � ��� and any s � �� We give a complete
review of this trace theorem in section � since we also require an important
additional trace result which shows that 
� even maps the smaller Sobolev
space

V � fu�x� t� � L��R�H��R����
�u

�t
�x� t� � L��R�H���R���g�

onto H����������R���
In section �� we de�ne spaces of functions over R� �R which are analo


gous to the space W ��R�� and establish the mapping properties of the heat
operator on them� In section � we prove a major result of this paper� We
show that the single layer heat potential operator K� extends from smooth
functions to an isomorphism of H������������R�� isomorphically onto its dual
H����������R��� Furthermore� we show that K� satis�es the coercivity esti

mate

hq�K�qi � ckqk�H������������R��
�






It is remarkable that the single layer heat potential satis�es such a coer

civity estimate� This kind of estimate is more typical of elliptic operators
and it does not hold for the heat operator� Besides being of theoretical in

terest� this coercivity has immediate applications to the study of Galerkin
discretization methods which are known to be quasioptimal when applied to
coercive operators�

Before discussing the Galerkin methods� we consider the regularity of the
mapping K�� Letting �s � R��

Xs
�����R�� � fu � H�s�s���R�� � 
U � H�s�s such that

U � u �a�e� t � �� U � � �a�e� t � �g�

we show that K�� X
r������
�� ���R�� � X

r������
�� ���R�� is an isomorphism

for all non
negative r� The case r � ��� of these results agrees with the
results of R� Brown ��� who showed �by very di�erent methods� that K� is
an isomorphism of L��� � R�� onto H��������R�� for any Lipschitz surface
�� This discussion is contained in section 	�

In section 
 and section �� we discuss the implementation and error anal

ysis for a Galerkin discretization of ������� We study the Galerkin method
since a complete error analysis for the method may be given� The error anal

ysis shows that if the di�erent mesh sizes in time and space concurrently
decrease in a appropriate way� the Galerkin method converges with optimal
order in L����R��� To test this and other claims� we present some numerical
examples in section ��

�



� The Anisotropic Sobolev Spaces� Trace

Theory

In this section� we review the de�nition and theory of the anisotropic Sobolev
spaces� In section ���� we recall the de�nitions of the spaces over R��R� The
remaining sections focus on the mapping properties of the trace operator�

��� Preliminaries and the Time Restriction Operator

As noted in the introduction� the anisotropic Sobolev spaces Hr�s are de�ned
for all r� s � � by

Hr�s � L��R�Hr�R��� 	Hs�R� L��R����

Norms over Hr�s may be de�ned using Fourier transforms in space and time�
We will denote this operator by Fx�t and will assume that it is de�ned on
smooth functions u � S�R� �R� by

Fx�t�u� �
Z �

��

Z
R
�
u�x� t�e�ix�e�it�dxdt� ��� � � � R� �R�

and extended to S ��R� �R� by Parseval�s theorem� In terms of the Fourier
transform� an equivalent norm on Hr�s is given by

kuk�Hr�s �
Z �

��

Z
R
�

h
�� � j�j��r � �� � j� j��s

i
jFx�t �u� ��� � �j�d�d�� �����

The continuous inclusions

D�R� �R� � L��R� �R�� � Hr��s� � Hr��s� � � � r� � r�� � � s� � s��

are dense� Once and for all� we note the existence of positive constants cr�s
and Cr�s such that

cr�s�� � j�j�r � j� j�s� �
n
�� � j�j��r � �� � j� j��s

o
� Cr�s�� � j�j�r � j� j�s��

for all r� s � ��
In this paper� it will be convenient to consider the spaces Hr�s as being

complex valued� Thus� the appropriate de�nition of the spaces H�r��s is as

�



the antidual space to Hr�s� That is� the space of continuous� antilinear forms�
�An antilinear form means a mapping f � Hr�s � C which satis�es

f�
�u� � 
�u�� � 
�f�u�� � 
�f�u��� u�� u� � Hr�s� 
�� 
� � C ��

It is not hard to show that the spaces H�r��s so obtained are equivalent to
the sum space

H�r�s � L��R�H�r�R��� �H�s�R� L��R����

with the sum norm

kfk� � inf
f�f��f�

�
kf�k�L��R�H���R�� � kf�k�H�����R�L��R���

�
� f � H�r��s�

They are also equivalent to the set of locally integrable functions f for which

f �
�Z �

��

Z
R
�

jFx�t�f���� � �j�
�� � j�j� j� js�r��rd�d�

	���

�

is �nite�
With r � � arbitrarily �xed and s � ��� ��� an equivalent norm on Hr�s is

given by

kuk�Hr�s �
Z �

��
ku��� t�k�Hr�R��dt�

Z �

��

Z �

��

ku��� t�� u��� t��k�
L��R��

jt� t�j���s dtdt�� �����

For larger values of s� let m equal the integer part of s and set � � s �m�
Then� the expression

kuk�Hr�s � kuk�Hr�� � ku�m�k�Hr�� � �����

de�nes an equivalent norm on Hr�s� Based on ���������� a natural de�nition
of the spaces Hr�s�R��R�� for s � ��� �� is made using the norm

kuk�Hr�s�R��R��
�

Z �

�
ku��� t�k�Hr�R��dt

�
Z �

�

Z �

�

ku�m���� t�� u�m���� t��k�
L��R��

jt� t�j���� dtdt��

�



Similarly� for higher values of s� one can de�ne the spaces Hr�s�R��R� by the
norms

kuk�Hr�s�R� �R��
� kuk�Hr���R��R��

� ku�m�k�Hr���R��R��

Using ���������� it is simple to check that the restriction of U � Hr�s to
the set R� � R� belongs to Hr�s�R��R�� for any r� s � �� It is well known
that this restriction operator actually maps Hr�s�R��R� onto Hr�s�R��R��
for all r� s � �� This follows from the existence of an extension operator
which simultaneously extends Hr�s�R��R�� to Hr�s for all r� s � �� For many
purposes� such as ours� this weaker result su�ces�

Lemma ��� For each positive integer M � there exists an extension operator
EM which depends on M such that

EM �Hr�s�R��R��� Hr�s for all s � ���M �� any r � ��

with EMu�x� t� � u�x� t� for almost all �x� t� � R� �R��

Remark� A standard choice for EM is the operator

EMu�x� t� �



u�x� t�� x � R�� t � ��Pm

j�� �ju�x��jt�� x � R�� t � ��

where the coe�cients �j are chosen to satisfy

mX
j��

��j�k�j � � � � k � m� ��

There are two important subspaces of Hr�s�R��R�� we will need to use�
One is the subspace Hr�s

� �R��R�� which is de�ned as the closure of D�R��R��
in the Hr�s�R��R�� norm� For all s � ���� this is a strictly proper sub

space of Hr�s�R��R��� For s � ��� ����� however� this space coincides with
Hr�s�R��R��� �The case s � ��� is a non
trivial result which is proven in
������

The other subspace we need is the space Hr�s
�� �R

��R��� This space is
de�ned to be the space of functions u such that there exists some function
U � Hr�s�R��R� which agrees with u for all t � � and vanishes for all t � ��
It is a Hilbert space when given the norm

kukHr�s�R��R�� � inf
U
kUkHr�s�

��



where the in�mum is taken over all such U �s� Although the de�nition of this
space is di�erent than the de�nition of the space Hr�s

� �R��R��� it turns out
that these two spaces coincide for all r� s � � except for the s values which
satisfy s � m � ��� with m � N� For these special values of s� the space

H
r�m����
�� �R��R�� is a strictly proper subspace of Hr�m����

� �R��R���

Remark� It is customary to de�ne the spaces Hr�s
�� �R

��R�� only for s� ��� �
N� since they agree with Hr�s

� �R��R�� otherwise� In this paper� however� it
is natural to de�ne Hr�s

�� for all r� s � � since they are the proper setting for
the regularity theory in section 	�

The negative indexed Sobolev spaces H�r��s�R��R�� are de�ned as the
antidual spaces to Hr�s

� �R��R�� with corresponding norm

kqkH�r��s�R��R�� � sup
g�Hr�s

� ���R��

hq� gi
kgkHr�s���R��

�

Again� these spaces can be shown to be equivalent to the sum spaces

H�r�s � L��R��H
�r�R��� �H�s�R�� L

��R����

with the sum norm

kfk� � inf
f�f��f�

�
kf�k�L��R��H�r�R�� � kf�k�H�s�R��L��R���

�
�

It is important to note that H�r��s���R�� is not the antidual space of
Hr�s�R��R�� for all s � ����

Clearly� the spaces Hr�s�R��R�� and Hr�s
�� �R

��R�� are intimately con

nected with the time restriction operator R� and the zero extension operator
Z�� �That is�

Z�u�x� t� �



u�x� t�� x � R�� t � ��

�� x � R�� t � ��

	

By de�nition� each of the mappings R�� Hr�s � Hr�s�R��R�� and Z��
Hr�s

�� ���R�� � Hr�s are bounded for all r� s � �� Both of these operators
can be extended into the dual spaces� To extend Z�� consider the adjoint
mapping R��� �Hr�s�R��R���� � H�r��s� For all f � H�r��s� this map is
de�ned by

hR��f� Ui � hf�R��Ui for all U � Hr�s�

��



Thus� for f � L��R� �R�� we have

hR��f� Ui �
Z �

�

Z
R
�
f�x� t�U�x� t�dxdt� for all U � Hr�s�

which agrees with the zero extension of f � Analogously� the adjoint operator
Z�� extends the restriction operator R�� The equality of Hr�s

� �R��R�� with
Hr�s

�� �R
��R�� for all r� s � � such that s� ��� �� N shows that R�� H�r��s �

Hr�s�R��R�� is bounded for these values� For easy reference� we summarize
the mapping properties of these operators in a lemma�

Lemma ��� Let R�� D�R� � R� � C��R� � R�� denote the restriction
operator in time� Then� R� extends to a bounded linear mappings of

Hr�s�R��R�� Hr�s�R��R�� for all r� s � ��

H�r��s�R��R�� H�r��s�R��R�� for all r� s � �� such that s� ��� �� N�
Analogously� let Z�� D�R� � R�� � D�R� � R� denote the operator of ex�
tension by zero to t � �� Then� Z� extends to a bounded linear mapping
of

Hr�s
�� �R

��R��� Hr�s� for all r� s � ��

We will also use anisotropic Sobolev spaces de�ned over other spatial
regions besides R�� For any r� s � � and any open set O � R�� the spaces
Hr�s�O�R� can be de�ned as the space of restrictions to O �R of Hr�s� The
corresponding norm of this space is

kukHr�s�O�R� � inf kUkHr�s �

where the in�mum is taken over all U � Hr�s which agree with u on O �R�
Equivalently� these are the spaces

Hr�s�O�R� � L��R�Hr�O�� 	Hs�R� L��O���

In this paper� the set O shall either be a bounded set in R�� which we
shall denote by �� or the complement of such a set� which we will denote by
�c� In addition to Hr�s�O�R�� we introduce the space Hr�s

� �O �R� which is
de�ned as the closure of D�O�R� in the Hr�s�O�R� norm� Many properties
are known about both of these spaces� For example� we have

Hr�s
� �O �R� � Hr�s�O �R�� � � r� s � ����

��



with Hr�s
� �� � R� strictly included in Hr�s�O � R� otherwise� A complete

discussion of these spaces can be found in ��	� Chapter ��� For our purposes�
it will be su�cient to simply state what else we need at the appropriate time�

��



��� De�nition of the Trace Operator

In the next two sections� we will discuss the theory of the trace operator on
the anisotropic Sobolev spaces� The trace operator considers an extension
of the restriction operator from functions on R� � R to functions on � �R�
Although this operator is well understood ��	� Chapter ��� we will present its
theory in detail� Mostly� this is because we need to develop some facts which
are not discussed in ��	�� In this section� we describe the way in which the
trace operator is de�ned through regularization and localization�

To simplify the exposition� we assume throughout that � refers to a
bounded� open set in R� whose boundary � is an in�nitely di�erentiable
manifold of dimension two and that � lies to one side of �� This stringent
assumption on the smoothness of � allows us to discuss the trace mapping
on the spaces Hr�s�R��R� for all positive values of r� The weaker assumption
that � is a Ck�� surface for integer k � � would su�ce to discuss the trace
mapping for all r � k� Even this assumption on � could be weakened� but
we will not discuss this matter here� Throughout this section� r and s denote
non
negative real numbers with r � ���� We set


 � r � ��� and � �
s

r
�r � �����

The smoothness assumptions on � imply that there exists a �nite covering
of �� by bounded� open sets O� thru OM such that for each integer j between
� and M � there is a C� di�eomorphisms �j mapping

Oj onto Y � f�y�� y�� y��� jyij � �� i � �� �� �g�
Oj 	 � onto Y� � f�y�� y�� y��� jyij � �� i � �� �� � � y� � �g�
Oj 	 � onto Y� � fy � Y � y� � �g�

Furthermore� there exists an open subset O� with closure contained in � such
that the sets O�� O�� � � � � OM cover of ��� For each j� we let �j equal the inverse
mappings of �j and for notational convenience introduce the operators

��j �w� �x� t� � w��j�x�� t� w � Hr�s�Y�R�� �����

��j �u� �y� t� � u��j�y�� t�� u � Hr�s�Oj �R�� ���	�

We have

k��j �w�kHr�s�Oj�R� � C���kwkHr�s�Y�R�� ���
�

k��j�u�kHr�s�Y�R� � C���kukHr�s�Oj�R�� �����

��



We now introduce a partition of unity subordinate to this covering of
�� That is� for each j between � and M � we let �j�x� � D�R�� denote a
non
negative function which is supported in Oj such that

MX
j��

�j�x� � �� x � ��

Details on the construction of these functions may be found in ��
� pp� ��

���� Since we will need it shortly� we point out here that we can assume

without loss of generality that the square root ����j of each of these functions
also belongs to D�Oj�� � If not� we de�ne a new class of functions as the
squares of the original ones and then normalize them�� We then set

�M���x� � � �
MX
j��

�j�x�� x � R��

to arrive at a partition of unity f�jgM��
j�� of R�� Using these functions� we

can write any u � Hr�s�R��R� as

u�x� t� �
M��X
j��

�j�x�u�x� t�� �x� t� � R� �R� �����

Note that the x support of �M���x�u�x� t� is disjoint from �� while the x
support of ���x�u�x� t� has closure contained in �� Thus� these two functions
vanish in a x neighborhood of �� Introducing the maps ��j and ��j into �����
leads to the equality

u�x� t� � ���x�u�x� t� �
MX
j��

��j
�
��j ��ju�

�
�x� t�

� �M���x�u�x� t�� �x� t� � R� �R� �����

Equation ����� is the basis of localization� To formalize this process� let
W denote the product Hilbert space

W � Hr�s
� ���R��

MY
j��

Hr
��Y�R��Hr�s

� ��c�R��

�	



with associated norm

k�wk�W � kw�k�Hr�s�	�R� �
MX
j��

kwjk�Hr�s�Y�R�

� kwM��k�Hr�s�	c�R�� �w�� w�� � � � � wM��� � W�

Now� de�ne T � Hr�s�R��R� to W by

Tu � ���u� �
�
����u�� � � � � �

�
M ��Mu�� �M��u� � ������

Clearly� T maps Hr�s�R��R� boundedly into W � A left inverse to T is given
by the mapping

��w�� w�� � � � � wM��� � w��x� t� �
MX
j��

��j �wj��x� t�

� wM���x� t�� �x� t� � R� �R�
Since

kukHr�s�R��R� � k�TukHr�s�R��R� � C���kTukW � ������

T de�nes an isomorphism between Hr�s�R��R� and its range R�T � which is
a closed subspace of W � Note that � is not a right inverse of T �

Of course� before the trace map can be de�ned� we must de�ne the Sobolev
spaces Hr�s���R�� For each integer j between � and M � we let Oj � Oj 	 ��
and set

��j�x� � �j�x�� x � Oj�

Note that O�� O�� � � �� OM cover � and that ���� � � �� ��M are a partition of
unity subordinate to this cover� Again� we introduce the operators

��j �g� �x� t� � g��j�x�� t�� g � D�Y� �R��
��j �v� �y� t� � v��j�y�� t�� v � D�Oj �R��

The product mapping T � de�ned by

T �v �
�
�������v�� � � � � ��

�
M���Mv�

�
embeds smooth functions v into a product space� say G� of functions which
are de�ned over R� �R� The mapping �� given by

� ��g�� g�� � � � � gM� �
MX
j��

��j �gj� �x� t�� �x� t� � � �R�

�




is a left inverse of T �� The norm

kvk�Hr�s���R� �
MX
j��

k��j
�
��jv
�
k�Hr�s�R��R��

induces a Hilbert space structure on functions de�ned over ��R� It is well
known �see ���� Chapter �	�� that all choices of covering sets and partitions
of unity lead to equivalent norms�

LetR� denote the operator of restriction from functions de�ned on �y�� y�� t� �
R
� �R to ones de�ned on �y�� t� � R� �R� We also view R� as an operator

from W to G by

R��w�� w�� w�� � � � � wM��� � �R�w�� R�w�� � � � � R�wM ��

The trace operator 
 is then de�ned for u � Hr�s�R��R� by


u � ��R�Tu�

By construction� 
 agrees with the restriction operator when applied
to smooth functions� Given that the operator R� maps Hr�s�R��R� into
H����R��R�� it follows by de�nition that 
 maps Hr�s�R��R� into H������R��
Similarly� if R� maps Hr�s�R��R� onto H����R��R�� then 
 maps Hr�s�R��R�
onto H������R�� We elaborate on this and show how to extend a given
v � H������R�� u � Hr�s�R��R� such that 
u � v�

Let v � H������R� be given and assume that E is a right inverse to R��

Then� by de�nition� the function ��m
�
��mv

�
�y� t� belongs to H����R��R� for

each integer m between � and M � Using the extension operator E� consider
the following function in Hr�s�R��R��

um�x� t� � ��j
h
��m��

���
m �E

�
��m

�
�����m v

��i
�x� t�� �x� t� � R� �R� ������

Expanding this de�nition out� one can check that um � Hr�s�R��R� and has
x support in Om �R� Its trace on � is


um�x� t� � ��m�x��x�v�x� t�� �x� t� � ��R�
Using the linearity of the trace operator and the fact that the functions ��m�x�
are a partition of unity with respect to �� it follows that the function

u�x� t� �
MX
m��

um�x� t�� �x� t� � R� �R

��



belongs to Hr�s�R��R� and satis�es 
u � v�

Remark� Higher order trace operators 
�k� for integer values of k are de�ned
by


�k�u � ��R�
�k

�yk�
Tu� k �Z��

where one views ���y� as the operator from W to G de�ned by

�

�y�
�w�� � � � � wM � wM��� � �

�w�

�y�
� � � � �

�wM

�y�
� ��

These operators extend the classical de�nition of the derivatives �ku��kn
with respect to the surface normal direction n�

��� Mapping Properties of the Trace Operator

The discussion in section ��� shows how the properties of the trace operator
may be reduced to studying the restriction operator R� which maps functions
w�y�� y�� t� de�ned on

fy � �y�� y�� � R�� y� � R�� y� � Rg�
to functions w�y�� �� t� de�ned on

fy � �y�� �� � R�� y� � Rn��g�
Throughout this subsection� we write y � R� as y � �y�� y�� where y� � R�

and y� � R� We shall use � � ���� ��� to denote the corresponding Fourier
transform variables to �y�� y��� We set


 � r � ��� and � �
s

r

�

Theorem ��� The operator R� maps Hr�s�R�
��R� onto H����R��R� for all

r � ���� s � �� Hence� the trace operator 
 maps Hr�s�R��R�� onto
H������R���

Proof� It su�ces to prove the claim about R�� Let �w���� ��� � � denote the
Fourier transform of w� The basic relationship between w and its traces is
given by

Fy��t �
w� ��
�� � � �

Z �

��
�w���� ��� � �d��� ������

��



Taking absolute values in ������ and applying the Cauchy
Schwartz inequal

ity� we get

jFy��t �
w� ��
�� � �j� �

�Z �

��
d��

k���� ��� � �

	�Z �

��
k���� ��� � �j �w���� ��� � �j�d��

�
�

������
where

k���� ��� � � � � � j��j�r � j��j�r � j� j�s�
To bound the �rst integral of ������� we change variables of integration

by letting �� � �� � j��j�r � j� j�s����r�� We �nd that

Z �

��
d��

k���� ��� � �
�
�
� � j��j�r � j� j�s

����r Z �

��
d�

� � ��r
�

Since �r � �� the integral over � is �nite and thus ������ becomes the in

equality

�
� � j��j�r � j� j�s

���r jFy��t �
w� ��
�� � �j� � C

Z �

��
k���� ��� � �j �w���� ��� � �j�d���

Recalling the de�nition of �� it follows by rede�ning the constant C that

�
� � j��j�� � j� j��

�
jFy��t �
w� ��

�� � �j� � C
Z �

��
k���� ��� � �j �w���� ��� � �j�d���

Integrating this inequality over �� and � and noting that

Z �

��

Z
R
�

Z �

��
k���� ��� � �j �w���� ��� � �j�d��d��d� � C�r� s�kwk�Hr�s� w � Hr�s�

we get
k
wkH����R��R� � C�r� s�kwkHr�s�R��R�� ����	�

Equation ����	� shows that 
 extends to bounded� linear mapping of
Hr�s�R��R� into H����R��R�� To show that it maps onto H����R��R�� we
construct an extension mapping� Let ���� � D�R� be a non
negative function
which satis�es Z �

��
����d� � ��

��



Given g � H����Rn���R�� let �g equal its Fourier transform in space and time�
Now� de�ne U by

�U �� Fy��y��t �U� ���� ��� � � �
�g���� � �
W ���� � �

�����W ���� � ��� ����
�

where
W ���� � � �

�
� � j��j� j� js�r

�
�

Since
� � j�j�r � j� j�s � Cr�s

h
�W ��� � ���r � j��j�r

i
�

a simple calculation shows thatZ �

��
�� � j�j�r � j� j�s�j �U��� � �j�d�� � Cj�g���� � �j� �W ���� � ���r��� ������

Integrating ������ over ���� � �� we get

kUkHr�s�R��R� � Cr�skgkH������R��

Since Z �

��
U���� ��� � �d�� � �g���� � ��

it follows from ������ that 
U � g�

Remark� The proof above extends to consider the higher order trace operators

�k�� The mappings 
�k�� Hr�s�R��R� � Hr�k�s�r�k��r�R��R� are bounded
and surjective for all s � � and r � k � ���� See ��	� Theorem ���� for more
details�

Recall the Sobolev space

V � fu�x� t� � L��R�H��R����
�u

�t
�x� t� � L��R�H���R���g�

The norm on this space can be given in terms of Fourier transforms by

kuk�V �
Z �

��

Z
R
�

�� � j�j��� � j� j�
�� � j�j�� j�u��� � �j�d�d�� ������

As noted before� we have the dense inclusion

V � H������R��R��

��



Thus� functions u�x� t� � V admit a trace 
u in the space H����������R�� We
conclude this section by showing that 
 maps V onto H����������R��

We will do this by constructing an operator of extension� We work �rst in
the local coordinates �y�� y�� and show the existence of an extension operator
E�� H��������R��R�� V such that

E�g�y
�� �� t� � g�y�� t�� g � H��������R��R��

To construct such an operator� we need a lemma�

Lemma ��� Let

k���� ��� � � �
� � j�j�

�� � j�j��� � j� j� �

Then� there exists positive constants C� and C� such that

C�

�
� � j��j� � j� j

����� � Z �

��
k���� ��� � �d�� � C�

�
� � j��j� � j� j

�����
�

������

Proof� By the arithmetic
geometric mean inequality�

� � j�j�
�� � j�j� � j� j�� � k���� ��� � � � �

� � j�j�
�� � j�j� � j� j�� � ������

Thus� it su�ces to estimate the integral

I ��
Z �

��
� � j�j�

�� � j�j� � j� j��d���

We �rst rewrite I as

I � �� � j��j��
Z �

��
d��

�� � j�j� � j� j��

�
Z �

��
j��j�

�� � j�j� � j� j��d���

In each integral� let

�� �
�
� � j��j� � j� j

����
��

��



This leads to

I �
� � j��j�

�� � j��j� � j� j����
Z �

��
d�

�� � ����

�
�
� � j��j� � j� j

����� Z �

��
��

�� � ����
d�� ������

Setting

C� �
Z �

��
d�

�� � ����
and C� �

Z �

��
��

�� � ����
d��

������ shows that

C�

�
� � j��j� � j� j

����� � I � �C� � C��
�
� � j��j� � j� j

�����
�

as desired�
We now construct the operator E�� Let

 k���� � � �
Z �

��
k���� ��� � �d���

By lemma ���� we have

C� �  k���� � ��� � j��j� � j� j���� � C��

For any g � H��������R��R�� we let

Fy��y��t �E�g� ��
�� �� � � �

k���� ��� � �
 k���� � �

Fy��t �g� ��
�� � ��

By construction� we have

Z �

��
Fy��y��t �E�g� ��

�� ��� � �d�� � Fy��t �g� ��
�� � ��

and thus 
E�g � g� To show that E�g � V � we note that

jFy��y��t �E�g� ���� ��� � �j�
k���� ��� � �

�
k���� ��� � �
 k����� � �

jFy��t �g� ��
�� � �j�d���

��



Thus� integrating both sides over �� and using the de�nition of  k���� � �� we
get

Z �

��
jFy��y��t �E�g� ���� ��� � �j�

k���� ��� � �
d�� �

Z �

��
k���� ��� � �
 k����� � �

jFy� �t �g� ��
�� � �j�d��

�
jFy��t �g� ���� � �j�

 k���� � �

� �

C�
�� � j��j� � j� j����jFy��t �g� ��

�� � �j��

Integrating this equation over �� and � immediately leads to

kE�gk�V �
Z �

��

Z
R
�

Z �

��
j�u��� � �j�
k���� ��� � �

d��d�
�d�

� Ckgk�H��������R��R�� ������

We now use the operator E� to prove our claim on general surfaces ��
Let v � H����������R� be given and consider the function

um�x� t� � ��m
h
��m��

���
m �E���

�
m

�
����m v

�
�
i
� �x� t� � R� �R�

To show that um � V � we compute its L��R� � R� inner product with any
	 � D�R� �R�� We have

hum� 	i �
Z �

��

Z
R
�
um�x� t�	�x� t�dxdt ������

�
Z �

��

Z
Y
����m ��m�y��E���

�
m��

���
m v��J ��m� �y�	��m�y�� t�dydt�

where J��m��y� denotes the Jacobian of the transformation from Om to Y �
Now� the mapping of D�R� �R� de�ned by

	�x� t� 
� ����m ��m�y��J ��m� �y�	��m�y�� t��

clearly de�nes a function of �y� t� which belongs to D�Y �R�� We set !m�	�
equal to this map and let "!m�	� denote the mapping obtained by extending
!m �	� �y� t� by zero to all y � R�� We note a few facts� First� we have the
estimate

k"!m �	� kL��R�H��R��� � C���k	kL��R�H��R���� ������

��



Secondly� by ������� we have

hum� 	i �
Z �

��

Z
R
�
E�

�
��m��

���
m v�

�
"!m �	� �y� t�dydt� ����	�

Lastly� and most importantly� the mappings "!m commute with the time
derivative� That is�

"!m

�
�	

�t

	
�

�

�t
"!m �	� � 	 � D�R� �R�� ����
�

for each m�
From the preceding considerations� we have these expressions for the dis


tributional time derivative of um�x� t��

h�um
�t

� 	i � �hum� �	
�t
i

� �
Z �

��

Z
R
�
E���

�
m��

���
m v�� "!m ��	��t� �y� t�dydt

� �
Z �

��

Z
R
�
E���

�
m��

���
m v��

�

�t
"!m �	� �y� t�dydt

�
Z �

��

Z
R
�

�

�t
E���

�
m��

���
m v�� "!m �	� �y� t�dydt�

Taking absolute values� we deduce that

jh�um
�t

� 	ij � C���k �
�t
E���

�
m��

���
m v��kL��H���R���k	kL��H��R����

which shows that
�um
�t

�x� t� � L��R�H���R����

Since we already know that um�x� t� belong to L��R�H��R���� we conclude
that um � V � Finally� by the linearity of the trace operator� it follows that

u �
MX
m��

um� ������

belongs to V and satis�es 
u � v�

��



� Mapping Properties of the Heat Operator

To study the heat operator # � ���t � � on functions u�x� t� which are
de�ned for all �x� t� � R� � R� we require some special spaces of functions�
As we shall show below� these spaces coincide with certain locally anisotropic
Sobolev spaces and are natural generalizations of the types of spaces used by
����� ����� ���� in their treatments of the Laplace operator over unbounded
regions� In this section� we �rst address the de�nition of these spaces and
then establish the mapping properties of the heat operator on them�

For all u � S�R� �R�� set
kuk�W��� �

Z �

��

Z
R
�
j�j�j�u��� � �j�d�d�� �����

kuk�W����� �
Z �

��

Z
R
�
�j�j� � j� j�j�u��� � �j�d�d�� �����

kuk�V �
Z �

��

Z
R
�

�
j�j� � j� j�j�j��

�
j�u��� � �j�d�d�� �����

where �u denotes the Fourier transform of u in space and time� Since the
weight functions in ��������� are each locally integrable overR��R� it follows
that each of these expression is �nite for all u � S�R� �R�� The estimates

kukW��� � kukW����� � �kukV � u � S�R� �R�� �����

are easily derived� We denote by W���� W������ and V the completions of
S�R� � R� in the respective norms given by ����
����� Thus we have the
dense continuous inclusions

S�R� �R� � V � W����� �W����

Our �rst task is to show that these spaces can be identi�ed with a space
of locally integrable functions� We will show this using the fact that the
norms given by ��������� di�er from the norms over the anisotropic Sobolev
spaces H���� H������ and V �

kuk�H��� �
Z �

��

Z
R
�
�� � j�j��j�u��� � �j�d�d�� ���	�

kuk�H����� �
Z �

��

Z
R
�
�� � j�j� � j� j�j�u��� � �j�d�d�� ���
�

kuk�V �
Z �

��

Z
R
�

�
� � j�j� � j� j��� � j�j����

�
j�u��� � �j�d�d�� �����

�	



solely because their weight functions do not contain the constant term ��
Let !��� denote any non
negative function in D�R�� which satis�es � �

!��� � � for all � � R� with

!��� �



� j�j � ��
� j�j � ��

For convenience� set
B� � f� � R�� j�j � �g�

Given any u � S�R� �R�� let �u��� � � denote its Fourier transform� We set

�u���� � � � �� �!�����u��� � �� �����

�u���� � � � !����u��� � �� �����

and then de�ne u��x� t� and u��x� t� to be the respective inverse Fourier
transforms of �u���� � � and �u���� � �� Note that both u� and u� belong to
S�R� �R� since u � S�R� �R�� Moreover�

u�x� t� � u��x� t� � u��x� t�� �x� t� � R� �R�
In the next lemma� we establish useful estimates satis�ed by the functions

u��x� t� and u��x� t�� In stating this lemma� we denote by W ����R�� the
Banach space

W ����R�� � f	�x� � L�� jr	�x�j � L��R��g�
with associated norm

k	kW ����R�� � sup
x�R�

�j	�x�j� jr	�x�j� �

Lemma ��� For any u � S�R� � R�� let u��x� t� and u��x� t� be de�ned as
above� Then�

ku�kH��� � �kukW��� �
ku�kH����� � �kukW����� �
ku�kV � �kukV �

������

and
ku�kL��R�W ����R��� � CkukW��� �

ku�kH����R�L��R��� � CkukW����� �

ku�kH��R�L��R��� � CkukV�
������

�




Proof� Since �u���� � � is zero in a neighborhood of j�j � �� it is a simple
matter to show ������� To show ������� we use the fact that the inverse
Fourier transform F��

x maps L��R�� boundedly into L��R��� Thus� to show
the �rst estimate of ������� it su�ces to show

Z �

��
k�� � j�j��u���� � �k�L��R��d� � Ckuk�W��� � ������

Since !��� has compact support in B� and is bounded in absolute value by
unity� we have

k�� � j�j��u���� � �kL��R�� � k �� � j�j���j�j�u���� � � kL��B��

� k �� � j�j���j�j�u��� � � kL��B��� ������

Applying the Cauchy
Schwartz inequality to the right of ������� we get

k�� � j�j��u���� � �kL��R�� � k � � j�j�� kL��B��k j�j�u��� � � kL��R���

Since j�j�� is locally integrable in R�� it follows that

k�� � j�j��u���� � �kL��R�� � Ck j�j�u��� � � kL��R���

Squaring both sides of this inequality and integrating over � � we obtain �������
To show the second estimate in ������� it su�ces to combine ������ with

the inequality Z �

��
j� j k�u���� � �k�L��R��d� � Ckuk�W����� �

which follows from the trivial bound

k�u���� � �kL��R�� � Ck�u��� � �kL��R�� for all � � R�

Since

Fx�t

�
�u�
�t

	
��� � � � i� �u���� � �� ��� � � � R� �R�

the �nal estimate of ������ is veri�ed by combining ������ with

Z �

��
j� j� k�u���� � �k�L��R��d� � C

Z �

��
j� j� k j�j���u���� � � k�L��R��d�

� Ckuk�V�

��



Based on lemma ���� we can now show that each of the completed spaces
W���� W������ and V may be identi�ed with a space of locally integrable
functions� Speci�cally� in the case of W���� consider the Banach space

X � H��� � L��R�W ����R����

with associated norm

kuk�X � inf
u�u��u�

�
ku�k�H��� � ku�k�L��R�W ����R���

�
�

The estimates given in lemma ��� immediately show that any sequence fukg
of functions uk � S�R� � R� which is a Cauchy sequence in the W��� norm
is also a Cauchy sequence in X� Since X is complete� there exists a unique
u � X which is the limit of the sequence fukg� It is readily checked that
equivalent Cauchy sequences� i�e�� two sequences fukg and fu�kg such that

lim
k��

kuk � u�kkW��� � ��

de�ne the same u � X� Thus� we can identify W��� with a subspace of
X� By similar considerations applied to W����� and V� we can make these
identi�cations�

W��� � H��� � L��R�W ����R����

W����� � H����� � L��R�W ����R��� 	H����R� L��R����

V � V � L��R�W ����R��� 	H��R� L��R����

We remark that these inclusions are strict� They� however� clearly imply
the next theorem which shows that the spacesW����W������ and V di�er from
the anisotropic Sobolev spaces H���� H������ and V solely in their permitted
behavior as x tends to in�nity�

Theorem ��� For any 	 � S�R��� there exists a constant C�	� such that

k	ukH��� � C�	�kukW��� � ������

k	ukH����� � C�	�kukW����� � ����	�

k	ukV � C�	�kukV� ����
�

for all u � S�R� �R��

��



The importance of Theorem ��� is that we can immediately extend the
trace operator 
 to the spaces W����� and V� Furthermore� we can conclude
the following crucial theorem�

Theorem ��� Let 
� W����� � H����������R� denote the trace operator�
Then� 
� � R�
 maps V onto H����������R��

Now� the time restriction operator R�� H����������R� � H����������R��
is onto� Combining this fact with the above theorem gives the following
corollary�

Corollary ��� The trace operator 
� � R�
 maps V onto H����������R���

Denote by W����� W�������� and V� the respective dual spaces of W����
W������ and V� These are each spaces of tempered distributions which satisfy
the inclusions

W���� � W������� � V� � S ��R� �R��
Norms over these spaces may be de�ned using Fourier transforms as

kfk�W���� �
Z �

��

Z
R
�

j �f��� � �j�
j�j� d�d��

kfk�W������� �
Z �

��

Z
R
�

j �f��� � �j�
j�j� � j� jd�d��

kfk�V� �
Z �

��

Z
R
�

j�j�
j�j� � j� j� j

�f��� � �j�d�d��

The mapping properties of the heat operator # on W����� and W��� is the
subject of the next theorem�

Theorem ��� The heat operator # extends from S�R� � R� to an isomor�
phism of W����� onto W������� and of W��� onto V�� Moreover�

Re h#u� ui � kuk�W��� for all u � W������ ������

Proof� The theorem is an easy consequence of the equality

Fx�t �#u� � �i� � j�j���u��� � �� u � S�R� �R��
and the density of S�R� �R� in these spaces�

��



We now give an an alternative proof of the isomorphism of #� W����� �
W�������� We do so because this method of proof extends to Dirichlet prob

lems� which we address in section �� For all u� v � S�R� �R�� let

B�u� v� �
Z �

��

Z
R
�

�u

�t
�x� t�v�x� t� �ru�x� t�rv�x� t�dxdt� ������

where the bar denotes complex conjugation� By Parseval�s theorem�

B�u� v� �
Z �

��

Z
R
�
i� �u��� � ��v��� � � � j�j��u��� � ��v��� � �d�d� ������

A simple application of Cauchy
Schwartz�s inequality shows that B satis�es

jB�u� v�j � kukW�����kvkW�����

for all u� v � S�R� � R�� Therefore� B uniquely extends to a bounded
sesquilinear form on W����� �W������ In the next lemma� we show that this
extension satis�es conditions which readily imply that # is an isomorphism�

Lemma ��� There exists a bounded� linear operator H� W����� � W�����

such that

Re B�u� u�Hu� � kuk�W����� for all u � W������ ������

and

Re B�v �Hv� v� � kvk�W����� for all v � W������ ������

Proof� For each u � W������ let Hu�x� t� denote the function de�ned by

Fx�t�Hu���� � � � �isign�� ��u��� � �� ��� � � � R� �R� ������

This de�nes a mapping H which is an isometry on W������ This map is
essentially the Hilbert transform in time� Readily� we see that

B�u� u� �
Z �

��

Z
R
�
i� j�u��� � �j� � j�j�j�u��� � �j�d�d�� ������

and

B�u�Hu� �
Z �

��

Z
R
�
�j� j j�u��� � �j� � isign�� �j�j�j�u��� � �j�d�d�� ������

��



By subtracting ������ from ������ and then taking real parts� we get

Re B�u� u�Hu� � kuk�W����� �

Equation ������ is veri�ed analogously�

This lemma implies ��� Theorem 	����� that #� W����� �W������� de�ned
by

h#u� vi � B�u� v� for all v � W������ ����	�

is an isomorphism�

��



� Mapping Properties of the Single Layer

Heat Potential

In this section� we set out the mapping properties of the single layer heat
potential� We recall our notation for this operator

K�q�x� t� �
Z t

�

Z
�
K�x� x�� t� t��q�x�� t��dx�dt�� �x� t� � ��R�� �����

Let C�
� ���R�� denote the space of functions obtained by restricting func


tions "q�x� t� � D�� � R� to t � �� In Theorems ��� and ��� below� we will
show that K� extends from an operator on C�

� �� � R�� to an isomorphism
from H������������R�� onto H����������R��� First� we need a preliminary
lemma�

Lemma ��� For all q � C�
� ���R��� let �q denote the tempered distribution

de�ned by

h�q� 	i �
Z �

�

Z
�
q�x�� t��	�x�� t��dx�dt� for all 	 � S�R� �R��

Then� with K denoting the fundamental solution to the heat equation and
� convolution in the sense of distributions� we have K � �q � S ��R� � R��
Furthermore�

Fx�t �K � �q� ��� � � �
Fx�t ��q� ��� � �

�� � i�
� �����

in the sense of tempered distributions�

Proof� Since q equals zero for large t� �q is a distribution with compact
support� Because K � S ��R� � R�� standard results of distribution theory
�cf�� ���� pp� ���
������ show that K ��q � S ��R��R� and that ����� holds�

We now establish a basic factorization result which equates the operator
K� on C�

� ���R�� with an operator whose extension to H������������R�� is
immediate�

Theorem ��� Let #� W����� � W������� denote the heat operator and 
��
W����� � H����������R�� the trace operator� The integral operator K� de�ned
on C�

� �� � R�� by ����� agrees with the composition 
� � #�� � 
�� and
consequently extends to a bounded linear operator of H������������R�� into
H����������R���

��



Proof� Since 
�� W����� � H����������R�� is bounded� its adjoint 
�� maps

H������������R�� boundedly into W�������� For each q � H������������R���
de�ne uq � #��
��q� Since #� W����� � W������� is an isomorphism� we
have

kuqkW����� � CkqkH������������R��� �����

By Theorem ��	� the Fourier transform of uq is

Fx�t �uq� ��� � � �
Fx�t

�

��q

�
��� � �

j�j� � i�
� ��� � � � R� �R� �����

Now� suppose that q � C�
� �� �R��� Since 
��q is de�ned by

h
��q� vi � hq� 
�vi for all v � W������ ���	�

it follows that 
��q agrees with �q �de�ned in Lemma ����� Therefore� by
Lemma ���� we have

uq�x� t� � K � �q

�
Z t

�

Z
�
K�x� x�� t� t��q�x�� t��dx�dt�� �x� t� � R� �R�

Taking the trace of uq� we get


� �#�� �
��q �
Z t

�

Z
�
K�x�x�� t� t��q�x�� t��dx�dt�� �x� t� � ��R�� ���
�

Thus� ���
� shows that on C�
� ���R�� the single layer heat potential K�

coincides with the bounded operator 
�#��
��� Because C
�
� ���R�� is dense

in H����������� �R��� the operator K� uniquely extends to H����������� �
R���

We now give one of the main results of this paper�

Theorem ��� The single layer heat potential K� � 
� � #�� � 
�� is an
isomorphism of H������������R�� onto H����������R��� Furthermore� it sat�
is�es the coercivity estimate

Re hq�K�qi � ckqk�H������������R��
� �����

for some positive constant c�

��



Proof� We consider the duality pairing hq�K�qi for q � H������������R���
Using the de�nition of 
��� we have

hq�K�qi � h
��q�#��
��qi�

Now� since 
�� V � H����������R�� is surjective� it follows � see ����
Theorems ���� and ������ that its adjoint 
�� maps H������������R�� iso

morphically onto a closed subspace of V�� Hence� there exists some positive
constant c such that

k
��qkV� � ckqkH������������R�� for all q � H������������R��� �����

The argument

Re hq�K�qi � Re h##��
��q�#��
��qi
� k#��
��qk�W��� by �������

� ck
��qk�V� by Theorem ��	�

� ckqk�
H������������R��

� by ������

then proves the coercivity statement� By the Lax
Milgram theorem� K� is
an isomorphism�

In studying the regularity of the single layer operator K�� it will be con

venient to work mainly with the operator "K� � 
#��
�� We have

K� � R�
"K�R

�
��

where R�� H����������R�� H����������R�� denotes the time restriction op

erator� Clearly� "K� de�nes an isomorphismofH������������R� ontoH����������R��

For later use� we note that this implies that the adjoint operator "K�� �

�#����
� is also an isomorphism of H������������R� onto H����������R��

The map "K�� extends the backward heat potential

"K��p�x� t� �
Z �

t

Z
�
K�x� x�� t� � t�p�x�� t��dx�dt�� �x� t� � R� �R�

��



We now adapt an argument due to Nedelec and Planchard which further

characterizes the inverse operator "K��� � The starting point is a variational
formulation of the homogeneous Dirichlet problem

�u

�t
��u � f on R

�n��R �����

u � � on ��R� ������

To treat this problem� let

W�����
� � fu � W������ 
u � �g�

Thus� W�����
� corresponds to the subspace of W����� functions u�x� t� which

vanish for x � �� Equivalently� W�����
� is the closure in the W����� norm of

S�R�n� �R�� �Note therefore that the dual space �W
�����
� �� is contained in

D�R�n� � R� but not in D�R� �R��� Since W�����
� is a subspace of W������

the bilinear form B introduced in ������

B�u� v� �
Z �

��

Z
R
�
�i� � j�j���u��� � ��v��� � �d�d��

is well de�ned for all u� v � W�����
� � Thus� for any f � �W�����

� ��� we may

consider the variational problem of �nding u � W�����
� such that

B�u� v� � hf� vi for all v � W�����
� ������

A standard argument shows how Problem ������ extends the Dirichlet
problem ����������� Let u denote any smooth solution u to problem �������
By a smooth solution to ������� we mean a C�R� �R� function u �vanishing
su�ciently rapidly at in�nity say� which is twice continuously di�erentiable
in each of the sets ��R and �c �R� Clearly� for such a function� we have

B�u� v� �
Z �

��

Z
	

�
�u

�t
�x� t���u�x� t�

	
v�x� t� dx dt

�
Z �

��

Z
	c

�
�u

�t
�x� t���u�x� t�

	
v�x� t� dx dt�

�	



for any v in the Schwartz class S�R� �R�� Hence� by Green�s theorem�

B�u� v� �
Z �

��

Z
R
�

�
�u

�t
�x� t���u�x� t�

	
v�x� t� dx dt

�
Z �

��

Z
�

�
�u

�n
�x� t� jint �

�u

�n
�x� t� jext

	
v�x� t�dxdt�

v � S�R� �R��
Since u by assumption solves ������� it follows that

Z �

��

Z
R
�

�
�u

�t
�x� t���u�x� t�

	
v�x� t� dx dt �

Z �

��

Z
R
�
f�x� t�v�x� t� dx dt�

for any arbitrary function v � S�R��R� which vanishes on the boundary ��
Hence� u satis�es ������

Lemma ��� The variational problem ������ de�nes an isomorphism of u �
W�����

� onto f �
�
W�����

�

��
and consequently extends the homogeneous Dirich�

let problem ���	
������

Proof� As in the proof of Lemma ��
� let H denote the Hilbert transform
de�ned by

Fx�t�Hu���� � � � �isign�� �Fx�t�u���� � � for all u � S ��R� �R��
Already� we have shown that

B �u� �I �H�u� � kuk�W����� for all u � W������

and

B ��I �H�v� v� � kvk�W����� for all v � W������

������

Since the Hilbert transform is an operator only in time� it is easy to see
that H maps W�����

� onto W�����
� � This along with ������ clearly implies the

lemma�
Using trace theory� we extend this result to a Dirichlet problem with in


homogeneous boundary data in the next theorem� Without loss of generality�
we assume that the forcing function f equals zero� �We can always add to
solutions given below a function uf determined by lemma ��� which vanishes
on the boundary and satis�es �������

�




Theorem ��� For each g � H����������R�� there exists a unique solution
u � W����� to the Dirichlet problem

�u

�t
��u � � on R

�n��R� ������

u � g on ��R� ������

Proof� Given g � H����������R�� we may �nd ug � W����� such that 
ug �

g� If we let u� � W�����
� denote the unique solution to

B�u�� v� � �B�ug� v� for all v � W�����
� �

we then obtain a solution u � ug � u� � W����� with 
u � g� Noting that u
satis�es

B�u� v� � � for all v � W�����
� � ����	�

it easily follows that this solution is unique� that is� independent of the
extension of g to W������

We continue to denote by u the solution to the Dirichlet problem ������
������ We will de�ne an interior and exterior normal derivative of u in the
function space H������������R�� First� we de�ne the spaces W�������c � R�
andW��������R�� Let R��c� denote the restriction operator R��c�� S�R��
R� � C���c � R�� By density� R��c� extends to W������ We now de�ne
W�������c�R� to be the image of R��c� on W������ We analogously de�ne
W��������R�� Poincar$e�s lemma shows that this latter space coincides with
H��������R�� We set

B�u� v% �c� �
Z �

��

Z
	c
i�F t�u��x� � �Ft�v��x� � �

�rF t�u��x� � �rFt�v��x� � �dxd��

for all u� v � W�������c�R��

and de�ne B�u� v% �� analogously�
Now� let u represent the solution to ����������� and denote by u� and

u� its restrictions to � and �c� We de�ne linear functionals �u���n and
�u���n over H����������R� as

h�u�
�n

� gi � B�u� Eg% �� for all g � H����������R�� ����
�

��



h�u�
�n

� gi � B�u� Eg% �c� for all g � H����������R�� ������

where Eg denotes any bounded extension of g � H����������R� to W������
Because u solves ����������� and thus ����	�� it is easy to check that ����
�
and ������ uniquely de�ne �u���n and �u���n in H������������R�� �That
is� they are independent of the choice of extension E�� By applying Green�s
theorem� it can be shown that ����
� and ������ agree with the classical
de�nitions of these normal derivatives when u is a smooth solution�

Consider

q ��
�u�
�n

� �u�
�n

� ������

Clearly� q belongs to H������������R� and solves

hq� gi � B�u� Eg� for all g � H����������R�� ������

Since ������ holds independent of the choice of extension�

hq� 
vi � B�u� v� for all v � W������ ������

Equivalently� 
�q � #u� so 
#��
�q � 
u � g� or

"K�q � g� ������

��



� Regularity of the Single Layer Operator

The objective of this section is to establish a regularity theory for the single
layer operator K�� Most of our e�orts in this section will concentrate on
studying the regularity of the related operator "K� and proving Theorem 	���
Once we prove this theorem� we shall apply the mappings properties of the
restriction and extension operator to conclude regularity results for the op

erator K��

Theorem ��� For all r � �� the operator "K� maps Hr�����r���������R� onto
Hr�����r���������R��

Thanks to interpolation theory ��	� p� ��� we may con�ne our attention
to non
negative integer values of r� We will denote such values by m�
The proof of Theorem 	�� naturally divides into two separate investiga

tions� In section 	��� we will show that the map "K�� Hr�����r���������R� �
Hr�����r���������R� is bounded� In section 	��� we will then show that this
mapping is also surjective and hence an isomorphism�

��� Boundedness

For any non
negative integer m� let q � Hm�����m���������R� be given� Our
goal in this subsection is to show the estimate

k "K�qkHm�����m���������R� � C�m�kqkHm�����m���������R��

for some positive constant C which depends on m� We will prove this by
establishing the pair of estimates

k "K�qkHm�������R�L����� � C��m�kqkHm�����m���������R�� �	���

and

k "K�qkL��R�Hm�������� � C��m�kqkHm�����m���������R�� �	���

Our �rst lemma addresses estimate �	��� and considers the regularity of
the operator "K� with respect to time� For convenience� we set

Qs � Hs�����R� L����� 	Hs�R�H�������� s � R�
and note that

�Q�s�� � Hs�����R� L����� �Hs�R�H��������� s � R�

��



Theorem ��� The single layer operator "K� maps �Q�s�� into Qs for all
s � ��

Observe that Theorem 	�� reduces to Theorem ��� for s � � because
Q� � H����������R� and

�Q��
� � H�����R� L����� � L��R�H��������

� H������������R��

This theorem implies �	��� since

kqkHs�����R�L����� � kqkQs� s � R�
and

kqk�Q�s�� � kqkHs�����R�L������ s � R�
� kqkHs�����s�������R�� s � ����

Its proof requires a de�nition� For each � � R� we de�ne the operator d�t �
S ��R� �R�� S ��R� �R� by

F t�d
�
t u��x� � � � �� � j� j�����F t �u� �x� � �� �x� � � � R� �R�

The mapping d�t naturally extends the notion of a di�erentiation operator
in time to distributions and for all real orders� It de�nes an isomorphism
between a variety of Sobolev spaces� For example� it maps Hs�R�Hr�R���
isometrically onto Hs���R�Hr�R��� for all real numbers r� s� and �� It is
also easy to see that d�t � W����� �W����� and d�t � W������� �W������� are
bounded for all � � ��

We also introduce the analogously de�ned operator S ����R�� S����R�
which we also denote by d�t � Clearly� d�t maps Qs isomorphically onto Qs��
for all s�� � R� Because

kd�t qk�Q��s � inf
q���q

�
��d

�
t q
kq��k�Hs�����R�L����� � kq��k�Hs�R�H���������

� inf
q��q��q

kd�t q�k�Hs�����R�L����� � kd�t q�k�Hs�R�H���������

� inf
q��q��q

kq�k�Hs�������R�L����� � kq�k�Hs���R�H���������

� kqk�Q�s�����
it follows that d�t also maps �Q�s�� into �Q�s���� for all s� � � R�

��



Proof of Theorem ��� Let s � � be �xed� We must show that "K�q � Qs

for all q � �Q�s��� Equivalently� we will show that

dst "K�q � H����������R� for all q � �Q�s��� �	���

To show �	���� we establish these two claims�

"K�d
s
tq � H����������R� for all q � �Q�s��� �	���

and
dst

"K�q � "K�d
s
tq for all q � D�� �R�� �	�	�

By a simple density argument� �	��� then follows from �	��� and �	�	��
Since dst � �Q�s�� � �Q��� and "K�� �Q��� � Q� are isomorphisms� �	��� is

apparent� To prove �	�	�� we note some identities� For example� by Fourier
transforms� it follows that

d�st #��f � #��d�st f for all f � S ��R� �R�� �	�
�

Analogously� if we let S� equal the subspaces �of S ��R� �R��
S� � f	 � W������ d�st 	 � W�����g�

we can extend�

 � d�st

�
	 �

�
d�st � 


�
	 for all 	 � S�R� �R�� �	���

to 	 � S�� Observe that S� � W����� while S� is identical to W������ Note
also that �	��� implies

d�st 
�p � 
�d�st p for all p � H������������R�� �	���

since for p � H������������R� and 	 � W������ we have

hd�st 
�p� 	i � hp� 
d�st 	i
� hp� d�st 
	i� by �	����

� h
�d�st p� 	i�
Now� for q � D�� �R�� we have


 #�� 
�dstq � 
 dst d
�s
t #�� 
�dstq

� dst 
 #
�� d�st 
�dstq� by �	�
� and �	����

� dst 
 #
�� 
� d�st dstq� by �	����

� dst
"K�q�

which proves �	�	� and completes the proof of the theorem�

��



We turn to proving estimate �	���� Here� the use of localization is neces

sary� We shall follow the notation of section ���� though this time we do not
index the sets� Hence� let � denote a C� di�eomorphism de�ned over some
open set O � R� which maps

O onto Y � f�y�� y��� jy�j � �� �� � y� � �g�
and

O 	 � onto Y� � fy � Y � y� � �g�

We again denote the inverse mapping of � by � and let � � D�O� denote
the cuto� function which corresponds to the set O� Finally� we recall the
operators

�� �w� �x� t� � w���x�� t� w � H������Y�R��

�� �u� �y� t� � u���y�� t�� u � H������O�R��

Now� for q � H������������R�� let uq � #��
�q� We need to consider the
trace of uq since this is by de�nition the image "K�q� Using the principles of
localization� we can instead work in local coordinates and consider the trace
of wq � ����uq�� Clearly�

kwqkH������Y�R� � CkqkH������������R�� �	���

In the next theorem� which is the key to proving �	���� we consider the exis

tence of the higher order spatial derivatives of wq� We will use the multiindex
notation

�� �
���

�y�

���

�y�

���

�y�
�

where � � ���� ��� ��� � N��

Theorem ��� Let m be a non�negative integer and � any multiindex with
j�j � m and �� � �� Then� there exists a positive constant C which depends
on m such that

k��wqkH������Y�R� � CkqkHm�����m���������R�� �	����

��



This is a standard result in the regularity theory of boundary value prob

lems� The condition �� � � occurs since it is necessary to insure the distri

butional equality

��
�f � 
���f� f � D��R� �R��
Although its rigorous proof �based on the method of �nite di�erences� is
straightforward� it is rather tedious� Thus� we shall give the proof in Ap

pendix A�

Although Theorem 	�� does not say that wq belongs to L��R�Hm���Y ���
it does supply enough information to conclude that the trace of wq� �i�e��

wq�� belongs to L��R�Hm��������� This is an obvious corollary to the next
lemma�

Lemma ��� For any non�negative integer m� let 	�x� � H��R�� satisfy

��	 � H��R���

for all multiindices � with j�j � m and �� � �� Then� 
	 � Hm�����R�� and
satis�es

k
	k�Hm�����R�� � C�m�
X
j�j�m

����

k��	k�L��R�H��R���� �	����

Proof� By Fourier transforms� The basic equation relating 	 to its trace 
	
is

Fy� �
	� ��
�� �

Z �

��
�	���� ���d��� �	����

where �	 denotes the Fourier transform of 	� Setting

k���� ��� �
�
� � j��j�

�m�� �
� � j�j�

����
�

we apply the Cauchy
Schwartz inequality to �	���� to get

jFy��
	���
��j� � I����

Z �

��
k����� ���j�	���� ���j�d���

where

I���� �
�
� � j��j�

��m Z �

��
d��

� � j�j�
� C

�
� � j��j�

���m�����
�

��



Therefore�

�
� � j��j�

�m���� jFy��
	���
��j� � C

Z �

��
k����� ���j�	���� ���j�d��� �	����

Integrating �	���� over �� � R�� we get

k
	k�L��R�Hm�������� � C
Z
R
�
k����� ���j�	���j�d�� �	����

The lemma now follows since it is easy to verify that

Z
R
�
k���� ���j�	���j�d� � C

X
j�j�m

����

k��wk�H��R��� �	��	�

for some positive constant C�
Combining Lemma 	�� with Theorem 	��� we have thus shown that wq

satis�es

k
wqkL��R�Hm�����Y�� � C�m�kqkHm�����m�������R�� m � N� �	��
�

In other words� wq satis�es the analogous estimate to �	��� in the local coor

dinates� Therefore� since the function uq in the neighborhood of � is simply
a �nite sum of functions like wq� we conclude that 
uq � "K�q satis�es �	����
i�e��

k
uqkHm�����m�������R� � C�m�kqkHm�����m�������R�� m � N�

��



��� Surjectivity

To complete the proof of Theorem 	��� it remains to show the surjectivity of
the map "K�� Hr�����r���������R�� Hr�����r���������R�� As we shall see� this
surjectivity follows from regularity results for the Dirichlet problem �������
������� Over the interior set � � R� the regularity theorem we need is well
known ��	� Theorem ��� and Theorem 	��� and is recalled for convenience�

Theorem ��� Let � denote any bounded� open set in R�� Then� for each
non�negative real number r� the Dirichlet problem

�u

�t
��u � F on ��R�

u � g on ��R�

de�nes an isomorphism of u � Hr���r���������R� onto

�F� g� � Hr���r���������R��Hr�����r���������R��

To extend this result to the Dirichlet problem posed over the exterior set�
we need to introduce a new class of function spaces� We shall �rst de�ne
these spaces over R� � R and then by restriction over �c � R� For each
positive integer m and u � S�R� �R�� set

kuk�Wm�m�� �
Z �

��

Z
R
�
�� � j�j� � j� j�m���j�j� � j� j�j�u��� � �j�d�d��

where �u again denotes the Fourier transform of u� We now de�ne the spaces
Wm�m�� as the completions of S�R� �R� in these norms�

Clearly� this de�nition agrees with the de�nition of W����� when m � �
and

Wk�k�� �Wm�m�� for integers � � m � k�

By an identical argument to the one used in section �� we can show that
	�x�u�x� t� � Hm�m�� if 	�x� � S�R�� and u�x� t� � Wm�m��� The spaces
Wk�k����c�R� are de�ned as the space of restrictions to �c � R of Wm�m���
The next lemma shows our motivation for introducing these spaces�

Lemma ��� The heat operator # maps Wm�m�� onto Hm���m����	W�������

for all integers m � ��

�	



Proof� Observe that the lemma reduces to Theorem ��	 for m � � since

W������� � H��������

Thus� we assume that m � �� There is no natural embedding between
W������� and Hm���m���� for such m�

Let u � S�R� � R� and let �u denote its Fourier transform in space and
time� Clearly�

Fx�t �#u� ��� � � � �i� � j�j���u��� � �� ��� � � � R� �R�
implies

�

�
�j�j� � j� j�j�u��� � �j� � jFx�t �#u� ��� � �j�

j�j� � j� j � �j�j� � j� j�j�u��� � �j�� �	����

We now multiply this equation by ��� j�j� � j� j�m�� and then integrate over
��� � �� Using the de�nition of Wm�m��� we get

�

�
kuk�Wm�m�� �

Z �

��

Z
R
�
km��� � �jFx�t �#u� ��� � �j�d�d� � kuk�Wm�m��

where

km��� � � �
�� � j�j� � j� j�m��

j�j� � j� j �

To complete the proof� it su�ces to show that

f 
�

Z �

��

Z
R
�
km��� � �jFx�t �f� ��� � �j�d�d�

����
� �	����

de�nes a norm over Hm���m���� 	W������� which is equivalent to

f 
�
n
kfk�Hm���m���� � kfk�W�������

o���
�

But� since m � � and

kfk�W������� �
Z �

��

Z
R
�
� j�j� � j� j ���j �f��� � �j�d�d��

and

kfk�Hm���m���� �
Z �

��

Z
R
�
� � � j�j� � j� j �m��j �f ��� � �j�d�d��

�




this is an obvious corollary of the binomial theorem�

Remark� Intuitively� the reason that theW������� term must be explicitly in

cluded above is because the spaceWm�m�� imprecisely describes the behavior
of solutions at in�nity�

Using Lemma 	�
� Theorem 	�	 and the principles of localization� the
next result can be shown� As before� the proof is tedious but straightforward�
Thus� we give the proof in appendix B�

Theorem ��
 Let g � Hm�����m���������R� for some integer m � �� Then�
the solution u � W����� to

�u

�t
��u � � on R

�n��R� �	����

u � g on ��R� �	����

satis�es

uj	 � Hm���m���������R� and uj	c � Wm���m��������c�R��

From Theorem 	��� the surjectivity of the mapping "K� is easily deduced�

Theorem ��� For all r � �� the operator "K� maps Hr�����r���������R� onto
Hr�����r���������R��

Proof� Suppose that r equals a non
negative integerm� Given g � Hm�����m���������R��
let u denote the solution to �	���
	����� Set

q �
�u�
�n

� �u�
�n

�

From Theorem 	�� and a trace theorem �cf�� the remark after Theo

rem ����� it follows that each of the normal derivatives satis�es the inclusions

�u�
�n

� Hm�����m���������R�

and
�u�
�n

� Hm�����m���������R��

Hence� we have q � Hm�����m���������R� and by ������ and ������� "K�q � g�
The surjectivity for all non
negative values of r follows by interpolation�

��



With the proof of Theorem 	�� complete� we apply it to consider the
regularity of the operator K� in the next theorem�

Theorem ��� The single layer potential K� maps

H
r�����r������
�� ���R�� onto H

r�����r������
�� ���R��� for all r � ��

To prove this result� we need a few preliminary results

Theorem ���	 The heat operator # maps fu � W����� � u � � t � �g
isomorphically onto fF � W������� � F � �� t � �g�

A proof of this result is given in ���� pages ��������� We state a useful
corollary to this result�

Corollary ���� Let g � H����������R� be such that g � � almost every�
where for t � �� Then� the unique solution u � W����� to the Dirichlet
problem �����
����� equals zero for t � ��

Proof� Let g � H����������R� with g � � for t � � be given� The crux
of the matter is to note there exists a trace extension Eg � W����� of g
which satis�es Eg � � for t � �� It is not to hard to see that there are
many extensions which satisfy this� For example� in the local coordinates�
the multiplication map

g�y��� ��yn�g�y
��� �y�� y�� � R��

where � � D�R� with ���� � � is clearly such an extension� as is the extension
de�ned by it using the procedure described in section ����

Now� recall how the Dirichlet solution u is determined� We have that
u � Eg � u� where u� � W�����

� is determined by

h#u�� vi � �h#Eg� vi for all v � W�����
� �

Since Eg vanishes for t � �� it follows that #Eg also vanishes for t � � and
by Theorem 	���� so does u��

In the next theorem� we show that "K� satis�es properties quite analogous
to the ones in Theorem 	��� satis�ed by the heat operator #�

Theorem ���� The operator "K� maps fq � H������������R� � q � �� t � �g
isomorphically onto fg � H����������R� � g � �� t � ��g

��



Proof� Let q � H������������R� with support in t � � be given� Since the
trace operator 
 is purely a spatial operator� it is easy to see that 
�q �
W������� also has support in t � �� Hence� by Theorem 	���� the function
#��
�q � W����� has support in t � �� Thus� so does 
#��
�q � "K�q�

Conversely� let g � H����������R� with support in t � � be given� It
su�ces to show that

h "K��� g� �i � ��

for any arbitrarily �xed � � H��������
�R� which equals zero for t � �� To
show this� let ug denote the unique solution to the Dirichlet problem ������
������ By Corollary 	���� ug vanishes for t � �� Now� recall our discussion at

the end of section �� In this section� we showed that "K��� g agrees with the
jump in the normal derivatives of ug across the boundary �� Clearly� these
normal derivatives and thus q vanish for t ���

It is now a simple matter to prove Theorem 	��� Given any q in the
Sobolev space H

r�����r������
�� ���R��� it follows that its zero extension R��q

satis�es
R��q � Hr�����r���������R��

and vanishes for t � �� Hence� "K�R
�
�q belongs to Hr�����r���������R� and

vanishes for t � �� By de�nition� its restriction to R�� namely R�
"K�R

�
�q �

K�q belongs to H
r�����r������
�� ���R��� The other direction follows with equal

ease�

��



� Galerkin Discretization of the First Kind

Boundary Integral Equation

In the remaining sections� we discuss the numerical solution of the �rst kind
boundary integral equation

K�q�x� t� ��
Z t

�

Z
�
K�x� y� t� s�q�y� s�dyds � F �x� t�� �x� t� � � �R�

�
���
by Galerkin methods� The coercivity of single layer potential K� implies
the quasioptimality of Galerkin approximations� That is� if Qh denotes any
closed subspace of H������������R�� and qh � Qh the unique solution to the
Galerkin equations

hp�K�qhi � hp� F i for all p � Qh� �
���

then
kq � qhkH������������R�� � C inf

q�
h
�Qh

kq � q�hkH������������R��� �
���

In section 
��� we describe a standard class of tensor product spaces
Qdx�dt
h � V dt

h � Xdx
h which are based on polynomials of degree dt in time

and polynomials of degree dx in space� In sections 
�� and 
��� we consider
the implementation of the Galerkin method using the space V �

h of piecewise
constants in time� In section 
��� we consider the Galerkin equations when
higher order polynomials are used in time�

��� Construction of the Trial Space

Let ht denote the stepsize of a uniform partition of R�� We de�ne V �
h as the

space of piecewise constant functions subordinate to this mesh� This space
is conveniently described as the span of the basis functions

�k�t� �



�� �k � ��ht � t � kht�
�� otherwise

� k � �� �� � � � �

The L� projection operator Pt� L��R��� V �
h is de�ned by

Ptu�t� �
�X
k��

�

ht
hu� �ki�k�t�� �
���

	�



Note that Pt extends to an operator on Hs��R�� for s� � ����� since the
functions �k belong to Hs��R�� for s � ���� Analogously� for any dt � �� we
de�ne V dt

h to be the space of piecewise� discontinuous polynomials of degree
dt�

A description of Xh is more involved� We assume that � can be divided
into M closed subsets �m such that

� �
M�
m��

�m� and �m� 	 �m� is a curve� a point� or empty for m� �� m��

�
�	�
We assume that each piece �m can be smoothly mapped in a � to � fashion
onto the unit square

�S� � f���� ���� � � ��� �� � �g�
We denote the mappings �m � �S� by &m and assume that each &m is the
restriction to � of some C� di�eomorphism which maps an open R� neigh

borhood of �m onto some open R� neighborhood of �S�� Thus� it makes sense
to de�ne the inverse mappings !m� �S� � �m� Without loss of generality� we
will suppose that the various Jacobians of &m and !m are strictly positive�

The mappings !m will be used to de�ne interpolation over �� For this
purpose� it is necessary that they piece together correctly� Precisely� we
require that &m� �!m� � &m���m� 	 �m�� � &m���m� 	 �m�� is an isometry
if �m� 	 �m� �� ��
Remark� Our assumptions on � are fairly general and apply to most surfaces
encountered in practice� For example� they apply to any convex surface� The
same sort of assumptions have been made by ���� ����� and ����� An important
case which does not require an elaborate boundary decomposition is when �
is a polygonal surface� Our analysis� however� does not strictly apply to this
case since regularity assumptions which are justi�ed on smooth surfaces by
our regularity results fail to hold on polygonal surfaces�

For each m� let �Rm

h denote a regular triangulation of �S� by rectangular
elements� For each rectangle �r � �R� de�ne curvilinear rectangles r by

r � fx � R�� &m�x� � �rg�
Let Rm

h be the set of all such rectangles r as �r varies in �Rm

h � The union

Rh �
�
m

Rm
h �

	�



is a triangulation of the surface � by curvilinear rectangles� We set

hx � max
r�Rh

diam r�

The spaces Xdx
h are now de�ned as images of spaces of piecewise poly


nomials de�ned over the triangulation �Rh� For any non
negative integer dx
and any set �r � �Rh� let �P��r� dx� denote the tensor product space of dx degree
polynomials in each variable� We then de�ne

Xdx
h � fqh � L����� qhjr �!m � �P��r� dx�% for all r � Rm

h � m � �� � � � �Mg�

Basis functions for Xdx
h are de�ned as the images of standard polynomial

basis functions� Let ��j���� ��� �for j � � to �dx � ���� denote the basis
functions of P� �S��� �For example� if dx � �� these four functions are

������� ��� � �����
������� ��� � ���� � ����

������� ��� � ��� ������
������� ��� � ��� ����� � ����

	

Given r � Rm
h � let �r � !m�r� and denote by �' the dilation from �r onto

�S�� Then� for each r � Rm
h � it is easy to check that the set of functions

�jr � ��j � �' � &m� j � �� � � � � �dx � ���� �
�
�

de�nes a basis for Xhjr� Thus� the collection of functions

f�jr � j � �� � � � �dx � ���� r � Rhg

forms a basis for Xdx
h In formulating the Galerkin equations� it will be conve


nient to reindex the basis functions in Xdx
h and to denote them by f���x�g�

Note that the doubly indexed set f���x��n�t�g forms a basis of Qdt�dx
h �

	�



��� Implementation

The Galerkin equations �
��� in the subspace Q���
h are the linear system

h���n�K�qhi � h���n� F i� � � �� �� � � � � Nx� n �Z�� �
���

whereNx denotes the dimension ofXh� Since the Galerkin solution qh belongs
to Q���

h � we can expand it in terms of the Qh basis functions as

qh�x� t� �
�X
k��

NxX
���

q�k���x��k�t��

Substituting this expansion into �
���� we get

�X
k��

NxX
���

h���n�K����kiq�k � h���n� F i� � � �� � � � � Nx� n �Z�� �
���

Since �
��� is indexed by four integers� its solution requires some ordering
or partitioning of the unknowns� For each positive integer n� we de�ne vectors
�qn of length Nx by

�qn �

�
BBBB�

q��n
q��n
���

qNx�n

�
CCCCA � n �Z��

Similarly� we let �Fn denote vectors of length Nx whose components are given
by

��Fn�� �
Z
�
���x�

Z nht

�n���ht
F �x� t�dtdx� � � � � Nx� n �Z��

Finally� we de�ne square matrices� Gnk � of order Nx for each n� k �Z� by

�Gn�k���� �
Z
�

Z
�
���x�gn�k�x� x�����x��dx�dx� �
���

where for any x � R�� gn�k�x� denotes

gn�k�x� �
Z nht

�n���ht

Z kht

�k���ht
K�x� t� t��dt�dt� �
����

	�



With this notation� the Galerkin system �
��� partitions in the form

�
BBBB�
G�� G�� G�� � � �
G�� G�� G�� � � �
G�� G�� G�� � � �
���

���
���

� � �

�
CCCCA

�
BBBB�
�q�
�q�
�q�
���

�
CCCCA �

�
BBBBB�

�F�

�F�

�F�
���

�
CCCCCA � �
����

Now
h�n�K��ki � � for n � k� �
����

so Gnk � � for n � k� Thus� �
���� has the block lower triangular form

�
BBBB�
G�� � � � � �
G�� G�� � � � �
G�� G�� G�� � � �
���

���
���

� � �

�
CCCCA

�
BBBB�
�q�
�q�
�q�
���

�
CCCCA �

�
BBBBB�

�F�

�F�

�F�
���

�
CCCCCA � �
����

We point out that this lower triangular form occurs because the supports
�k��t� and �k��t� for di�erent values of k� and k� are disjoint� Therefore� a
lower triangular form would still result if one de�ned Vh using a non
uniform
mesh�

Expanding �
���� out� we get the set of order Nx linear systems

nX
k��

Gnk�qk � �Fn� n � �� �� � � � � Nx�

or

Gnn�qn � �Fn �
n��X
k��

Gnk�qk� n � �� �� � � � � Nt �
����

Observe how �
���� successively determines the solution at each timestep as
the solution to a linear system of order Nx� We remark that the invertibility
of the matrices Gnn is a direct consequence of the coercivity of the operator
K�� �Consider the pairing hp�K�pi for any p � Q���

h which is support in the
interval �n� ��ht � t � nht��

For constant time steps� an important savings occurs since the matrices
Gn�k satisfy

Gn�k� � Gn�k� when n� � k� � n� � k�� �
��	�

	�



Equation �
��	� is very important since the computation of the solution �qn
at each additional time step now only requires the generation of one new
matrix� Moreover� the only matrix that needs to be inverted in solving
�
���� is G��� Thus� a standard matrix decomposition algorithm� such as the
Cholesky decomposition� may be applied to this matrix at the beginning of
an algorithm and subsequently stored in G��� These savings are so signi�cant
that non
constant meshes are never used in computations�

To implement �
����� it remains to compute the matrix elements� Fortu

nately� the time integrations required to evaluate gnk�x� can be done analyti

cally� To see this� let l � n�k in �
���� and scale the variables of integration
to get

gn�k�x� � h�t

Z �

�
dt
Z �

�
K�x� ht�t� t� � l��dt�

� h�t

Z �

�
dt
Z t�l

t��l���
K�x� hts�ds�

Changing the order of integration� we get

gn�k�x� � h�t

Z l

l��

Z s�l��

�
K�x� sht�dtds

� h�t

Z l��

l

Z �

s�l
K�x� sht�dtds� �
��
�

In this equation the �rst integral is to be considered zero when l � �� Per

forming the integration over t� we have

gn�k�x� � h�t

Z l

l��
K�x� sht� �s� l� �� ds

� h�t

Z l��

l
K�x� sht� �l � �� s� ds�

Since Z t

�
s��	���e�r

���sds �
�	

r�	

Z �

r���t
�	��e��d�� �
����

for all real �� we see that gn�k�x� may be expressed in terms of the family of
functions

(��� z� �
Z �

z
e���	��d�� � � �� �
����

		



Setting

al �
x�

�lht
� l �Z�� �
����

and working out the details� we get

�����

ht
gn�k�x� �

�

r
�l� � �

p
a�� �(�a���� ���� �(�al� �����

� �

r
�l� � �

p
a�� �(�al� ���� �(�al��� �����

�
h
�le�al � �l � ��e�al�� � �l� ��e�al��

i
� �
����

for all values of �n� k� such that l � �� �When l � �� one uses the limits

lim
z��

ze���z � � and lim
z��(�z� � ���

The appropriate expression for gn�n�x� is

gn�n�x� �
ht

�����

�
�� �

p
a��

�

r
(�a�� ���� � e�a�

�
�

The functions ( are known as the complementary incomplete gamma
functions and are customarily denoted by ���� z� �we avoid this notation
because it con�icts with our notation for the spatial surface�� They have been
extensively studied and tabulated� For all positive values of �� they tend to
a �nite limit as z tends to zero �namely� the value of the complete gamma
function�� When z tends to in�nity� these functions decrease exponentially
to zero� More precisely� we have

(��� z� � e�zz	�� as z ��� � � ��

For our purposes� we only need (��� z� for � � j � ��� where j � N� Since
we have the recurrence relation

(��� �� z� � e�zz	 �(��� z��

�derived by integration by parts�� the only non
trivial evaluation required is
determining the value of (����� z�� Further� the change of variable � � ��

shows that
(����� z� � �

Z �
p
z
e�


�

d�� z � R��

	




Thus� (����� z� is related to the complementary error function whose values
are extensively available�

Unfortunately� the computation of the spatial integrals over the boundary

�Gn�k���� �
Z
�

Z
�
���x�gn�k�x� x�����x��dxdx��

must be done numerically� Based on the behavior of the gamma functions� it
follows that gn�n�x� has a jxj�� type singularity as x tends to the origin� �This
singularity is completely analogous to the behavior of the electrostatic single
layer potential near the origin�� Accordingly� a special type of integration
rule must be used to compute the diagonal elements of Gn�n� Fortunately�
this issue has received considerable attention in the literature� For example�
see ��	� and ����� Since the functions gn�k�x� for k � n are smooth� a regular
Gaussian integration rule can be used to compute the matrices Gn�k�

��� Application to the Direct Integral Equation

Throughout this paper� our motivating example of the single layer operator
equation K�q � F has been the direct integral equation� To recall� the forcing
function F of this equation is given by

F �x� t� �
�

�
g�x� t� �

Z t

�

Z
�

�K

�n
�x� y� t� s�g�y� s�dyds

�
Z
	
K�x� x�� t�f�x��dx�� �x� t� � � �R�� �
����

where g � H����������R�� and f � L���� are known� �They represent the
prescribed Dirichlet and Cauchy data of the boundary value heat equation
under consideration�� In this section� we describe an approximation Fh to
F and address the evaluation of integrals required to apply the Galerkin
method to this equation�

De�ne

Mf �
Z
	
K�x� x�� t�f�x��dx�� x � �� t � ��

and recall the notation

K�g�x� t� �
Z t

�

Z
�

�K

�n
�x� y� t� s�g�y� s�dyds� x � �� t � ��

	�



Thus� F � ���� � K��g �Mf � Our approximation of this function will be
based on polynomial interpolations of g and f � Since interpolation over the
set ��R� has already been discussed� we concentrate on interpolation over
the set ��

Unfortunately� this necessitates some sort of triangulation of �� To in

clude non
polygonal sets � in our discussion� we shall use an isoparametric
triangulation ���� We let T represent such a triangulation �regular and quasi

uniform� of � and set

�T �
�
T�T

T and hT � sup
T�T

diam�T ��

For simplicity� we will assume that the open set �T is contained in �� This
assumption is often true in practice and is simplymade to allow us to properly
consider f over �T �

Since �T is a polygonal set� it makes sense to de�ne the piecewise linear
interpolant )�f of f with respect to the triangulation T � Because )�f is
de�ned only over �T � it is necessary to de�ne the operator

MT f �
Z
	T

K�x� x�� t�f�x��dx�� x � �� t � ��

and approximate the domain term by MT)�f �
Analogously� our approximation of the double layer term ���� � K��g is

based on replacing g by its tensor product interpolant PxPtg � Q���
h � Note

that the use of linear �or higher� degree polynomials in space is required to
ensure the inclusion PxPtg � H����������R��� Combined with our remarks
above� we de�ne the function Fh

Fh�x� t� � ���� �K��P
�
xP

�
t g�x� t� �MT )�f�x� t��

To implement the Galerkin method� we must evaluate the integralsZ
�
���x�

Z nht

�n���ht
F �x� t�dtdx� � � � � Nx� n �Z��

The integral in timemay be taken exactly� with the spatial integrals requiring
numerical quadrature� We refer the reader to �	������ for details� Incorpo

rating these approximations into the Galerkin equations �
����� we get a
discretized system which in matrix form looks like

nX
k��

Gn�k�qk �
nX

k��

Ln�k�gk �Mn
�f� n �Z�� �
����

	�



where �for each n� z � Z��� Gn�k and Ln�k denote square matrices of order
Nx and Mn � RNT �Nx �

An immediate observation from �
���� is the great deal of storage this
method requires� �We point out that the excessive storage is not due to the
use of a Galerkin method�� Shortly� we mention an alternate formulation of
the boundary element equations which minimizes the needed storage�

Often� the goal of computations is not the computation of the �uxes qn�
but in using these values to obtain estimates of the solution u�x� t� to the
given boundary value problem� Such estimates are obtained from the repre

sentation formula ������ With qh denoting the Galerkin solution� MT)�f �
and PxPtg as above� the function

uh�x� t��
Z t

�

Z
�
�K�x� y� t� s�qh�y� s�� �K

�n
�x� y� t� s�PxPtg�y� s��dyds

�
Z
	
K�x� x�� t�)�f�x

��dx� �x� t� � R� �R�� �
����

de�nes a natural approximation to the solution u� In practice� uh is only
evaluated at a �nite number of points� A typical procedure is to evaluate
uh at the node points of �T � R�� with values of uh at other points being
approximated by interpolation�

An alternate approach to solving the boundary element equations is based
on �
���� and the time invariance of the heat equation� Speci�cally� let �q�
denote the solution to the Galerkin equations� As discussed above� this
value determines the approximate values of u�x�� t�� in the interior� We now
consider these values to represent the initial values in �
���� � This procedure
greatly reduces storage since it only requires the solution of the linear system

G���qn � L���gn �Mn�un��� �
����

along with an interior equation of the form

�un �
nX

k�n��

�
G	
n�k�qk � L	

n�k�gk
�
�M	

�
�fn��� n � ��

Note how this approach couples the computation of the boundary values
�u��n and the interior values of u� The drawback this has it that it requires
a triangulation of the domain � even if the initial data f is zero� It therefore

	�



would not be used in this case� �Also if f satis�es Laplace�s equation� See
�	� for details�� On the other hand� for problems where f is non
zero and
interior values are desired� this method would seem to be worthy of some
further attention� To date� the most complete investigation of this method
has been given in �����

��� Higher Order Methods in Time

We consider the Galerkin equations when we base Vh on piecewise linear
polynomials� �Higher degree polynomials can be handled similarly�� First�
we treat the case of discontinuous polynomials� Over the reference interval
��� ��� we set

������ � �� � and ������ � ��

and then introduce the basis functions

��k�t� � ����
t

ht
� � � k� and ��k�t� � ����

t

ht
� � � k�� k �Z��

We now write each q � Qh as

q�x� t� �
NxX
���

�X
k��

���x�
�
q��k�

�
k�t� � q��k�

�
k�t�

�
� �
��	�

and introduce over each subinterval the pair of vectors

�q �n �

�
BBBB�

q��n
q��n
���

q�Nxn

�
CCCCA and �q �n �

�
BBBB�

q��n
q��n
���

q�Nxn

�
CCCCA � n � N� �
��
�

To express the Galerkin equations in Qh� let �� and �� denote numbers
which either equal one or two� Then� for each l � N� we de�ne matrices
G	��	�
l each of order Nx by

�G	��	�
l ���� �

Z
�

Z
�
���x����x

��g	� �	�l �x� x��dxdx�

� � �� � � Nx� �
����


�



where

g	� �	�l �x� �
Z �l���ht

lht

Z t

�
�	�l���t�K�x� t� t���	�� �t��dt�dt� x � R��

By de�ning matrices of order �Nx as

Gl ��
�
G��
l G��

l

G��
l G��

l

	
� l � N� �
����

we can write the Galerkin equations in Qh as

G�
�
�q �n
�q �n

	
�

�
�F �
n
�F �
n

	
�

n��X
k��

Gn�k
�
�q �k
�q �k

	
� n �Z�� �
����

where the vectors F �
n and F �

n are de�ned by

��F 	�
n �� �

Z
�
���x�

Z nht

�n���ht
F �x� t��	n�t�dtdx� � � � � Nx� �� � �� ��

Since piecewise�continuous linears are discontinuous linears which satisfy

�q �k � �q �k��� k �Z��
the form of the Galerkin equations in the basis of continuous linears may be
deduced from �
����� A more direct approach de�nes the hat functions

�cl �t� � ��l���t� � ��l �t�� l � N�
�where we set ����t� � ��� and explicitly computes the integrals� Because

h�cn�K�cki � � for all n � k � �� �
����

it is not hard to determine that the Galerkin equations would have a �par

titioned� lower Hessenberg form� In other words� they would have non
zero
matrices on the superdiagonal� These terms would seem to preclude any
simple and economical solution scheme�

Remark� The Hessenberg form of Galerkin equations in this basis sharply
contrasts with the lower triangular form of the matrix equations obtained
using continuous linear polynomials and the method of point collocation
in time� On the other hand� there is some reason to believe that degree
of polynomials needed by a collocation method to achieve a given order of
accuracy must be larger than the degree of polynomials used in a Galerkin
method� �see ����� Thus� the question of method selection appears to be more
delicate than it would originally seem�


�



� Error Analysis of the Galerkin Method

The error analysis of the Galerkin method follows directly from the quasiop

timality �
��� and appropriate approximation theory� For generality� we will
consider the general trial spaces Qdx�dt

h � We begin by recalling some standard
facts from approximation theory�

��� Approximation Theory in the Anisotropic Sobolev

Spaces

For the approximation error in V dt
h � we have ���� ��� Theorem �������
� Lemma

	���� ��� p� �
�

ku� P dt
t ukH���R�� � Ch�����t kukH���R��� u � H���R�� �����

for all values of ���� ��� which satisfy

� �dt � �� � �� � �� � dt � �� �� � ����� and �� � ���� �����

The corresponding error estimates for the projection operator P dx
x � assuming

su�cient smoothness on �� are �also see ����� ��
��

ku� PxukH����� � Ch�����x kukH������ u � H������ �����

for all ���� ��� which satisfy

� �dx � �� � �� � �� � dx � �� �� � ����� and �� � ���� �����

In the next lemma� we bound the di�erence u�PxPtu in negative anisotropic
norms� that is� in H������R� norms for which 
� � � ��

Lemma 
�� Let �
� �� r� s� denote values which satisfy

�dx � 
 � � � r � dx � ��

and
�dt � � � � � s � dt � �� ���	�

Then� for all u � Hr�s���R��� there exists a positive constant C which de�
pends on �
� �� r� s� such that

ku� PxPtukH������R�� � C
�
h��x � h��t

�
�hrx � hst� kukHr�s���R��� ���
�


�



Proof� Fix 
� �� r� and s� We bound u � PxPtu in the L��� � R�� norm
by applying the triangle inequality to

u� PxPtu � �u� Pxu� � Px�u� Ptu��

We get

ku� PxPtukL����R�� � ku� PxukL����R�� � kPx�u� Ptu�kL����R��
� C

�
hrxkukL��R��Hr���� � hstkukHs�R��L�����

�
�

by ����� and ������ Thus�

ku� PxPtukL����R�� � C�hrx � hst�kukHr�s���R��� �����

To deduce bounds on u�PxPtu in the H������R�� norm� we use duality�
By de�nition� we have

ku� PxPtukH������R�� � sup
v�H�����

� ���R��

jhu� PxPtu� vij
kvkH��������R��

� sup
v�H�����

� ���R��

jhu� v � PxPtvij
kvkH��������R��

� �����

�Recall that H�����
� ���R�� is the completion of test functions D���R�� in

the H��������R�� norm�� Substituting

jhu� v � PxPtv ij � kv � PxPtvkL����R�� kukL����R��
� C�h��x � h��t �kvkH��������R�� kukL����R��� by ������

into ������ we get

ku� PxPtukH������R�� � C�h��x � h��t �kukL����R��� �����

Finally� to show ���
�� we combine ����
���� with the identity

�I � PxPt�
� � �I � PxPt��

as follows�

ku� PxPtukH������R�� � k�I � PxPt��ukH������R��

� C�h��x � h��t �ku� PxPtukL����R��� by ������
� C�h��x � h��t ��hrx � hst�kukHr�s���R��� by ������


�



In the next two lemmas� we consider u � PxPtu in H������R� norms for
positive values of 
 and ��

Lemma 
�� Let �
� �� r� s� denote values which satisfy

� � 
 � r � dx � �� 
 � dx � ���� ������

� � � � s � dt � �� � � dt � ���� ������

Then� for all

u � H������R�� 	H��R�Hr������ 	Hs���R��H
������ ������

there exists a positive constant C such that

ku� PxPtukH������R�� � C�hr��x � hs��t ��kukHr�s���R��

� kukH��R��Hs������

� kukHr���R��H�������������

Proof� Fix the values of 
� �� r and s and set

� � r � 
 and � � s� ��

Assuming that u satis�es ������� we �rst apply the triangle inequality to

u� PxPtu � �u� Pxu� � Px�u� Ptu��

to get

ku� PxPtukH��R��L����� � ku� PxukH��R��L�����

� kPx�u� Ptu�kH��R��L�����

� C�h�xkukH��R��H�����

� h�t kukHs�R��L������� ������

Analogously� applying the triangle inequality to

u� PxPtu � �u� Ptu� � Pt�u� Pxu��

we get

ku� PxPtukL��R��H����� � C�h�t kukH��R��H�����

� h�xkukL��R� �Hr������ ����	�

Clearly� ������ follows from ����	� and �������


�



Though ������ is optimal with respect to powers of hx and ht� it is some

what unsatisfactory since it requires more than u � Hr�s���R�� regularity�
Actually� we can use interpolation theory to show the next result�

Lemma 
�� Let �
� �� r� s� satisfy �
���� and

r

s
�



�
� ����
�

Then� there exist positive constants C��r� s� and C��r� s� such that

kukH��R��Hr������ � C��r� s�kukHr�s���R�� ������

and

kukHs���R� �H����� � C��r� s�kukHr�s���R��� ������

Hence� for such values of �
� �� r� s�� the approximation error �
���� satis�es
the symmetrical form

ku� PxPtukH������R�� � C�r� s��hr��x � hs��t �kukHr�s���R���

Proof� Let u � Hr�s���R��� This means that

u � H��R��H
r���� and u � Hs�R��H

������

By interpolation theory� �see ���� chapter �� and ��	� chapter ���� it follows
that

u � H�s�R��H
�����r���� for each � � ��� ���

Hence� by setting � � ��s and then � � �� ��s� we get

kukH��R� �Hr������ � C�kukHr�s���R���

and
kukHs���R��H����� � C�kukHr�s���R���

Besides approximation estimates� we need to develop an inverse inequality
for Qdx�dt

h � For such an inequality� we must henceforth assume that the trian

gulation of � is quasi
uniform� Informally� this means that the ratio of the
maximum to minimum diameter of the partition is bounded from above and


	



below� Practically� this is not a restrictive assumption on the triangulation
and implies the inverse inequalities ��� pp� �	�
�
��� ���� ��
��

kukH����� � Ch��������x kukH����� for all u � Xdx
h � ������

for all values �� � �� � �� � ���� We also have

kukH���R� � Ch
��������
t kukH���R� for all u � V dt

h � ������

for all values �� � �� � �� � ���� From these results� we deduce the next
lemma�

Lemma 
�� Let 
� � � �� Then� there exists a positive constant C�
� ��
which is independent of the subspace Qdx�dt

h such that

kqkL����R� � C�
� ��max
�
h��x � h��t

�
kqkH������ q � Qdx�dt

h � ������

Proof� Let q � Qdx�dt
h be given� We use ������ and ������ in

kqk�H������R� � kqk�H��R�L����� � kqk�L��R�H����� 
� � � ��

to get

kqk�H������R� � C�
� ���h���x � h���t �kqk�L����R�
� C�
� ���h��x � h��t ��kqk�L����R�� ������

Substituting ������ on the right of the inequality

kqk�L����R� � kqkH������R�kqkH��������R�� 
� � � �� ������

we get

kqkL����R� � C�
� ���h��x � h��t �kqkH��������R�

� C�
� ��max�h��x � h��t �kqkH��������R��







��� Error Estimates I

The purpose of this section is to give error estimates in a variety of anisotropic
norms between the Galerkin approximation qh � Qdx�dt

h and the exact solution
to K�q � F � Our �rst result which estimates q � qh in the so called energy
norm H������������R�� clearly follows from �
��� and ���
��

Theorem 
�� Let qh � Qdx�dt
h denote the Galerkin approximation to K�q �

F � Then�

kq � qhkH������������R�� � Ckq � PxPtqhkH������������R���

Thus� if q � Hdx���dt�����R���

kq � qhkH������������R�� � C�h���x � h
���
t ��hdx��x � hdt��t �kqkHdx���dt�����R���

������

We remark that if dx � � � ��dt � �� then ������ becomes

kq � qhkH������������R�� � C�h�x � ht�
dt����kqkH��dt����dt�����R���

Now� in the main theorem of this section� we consider the error q� qh in the
L����R� norm�

Theorem 
�� Assume that Qdx�dt
h satis�es the inverse inequality �
���� and

that q � Hdx���dt�����R��� Then� the Galerkin solution qh satis�es

kq � qhkL����R�� � C�hx� ht��hdx��x � hdt��t �kqkHdx���dt�����R��� ����	�

where

C�hx� ht� � Cmax

�
��h�x

ht

	���

�

�
h�x
ht

	������ � ����
�

Proof� For clarity� we will number the constants which appear� using the
letters C to denote constants which are independent of the stepsizes hx� ht
and the letters C to denote speci�c constants which depend on �hx� ht��

To estimate the di�erence q � qh� we write

q � qh � q � PxPtq � PxPtq � qh�


�



Applying the triangle inequality� we get

kq � qhkL����R�� � kq � PxPtqkL����R�� � kPxPtq � qhkL����R���

By ������ we have

kq � PxPtqkL����R�� � C��h
dx��
x � hdt��t �kqkHdx���dt�����R��� ������

Thus� it remains to estimate qh � PxPtq � Qh� By the inverse inequality
������� we have

kqh � PxPtqkL����R�� � C�max�h����x � h
����
t �kqh � PxPtqkH������������R���

������
Since qh � PxPtq � �q � PxPtq� � �q � qh�� equations ���
� and ������ show
that

kqh � PxPtqkH������������R�� � kq � PxPtqkH������������R��

� kq � qhkH������������R��

� C��h
�
x � ht�

����hdx��x � hdt��t �kqkHdx���dt�� �

We now substitute this inequality into ������� This yields

kPxPtq � qhkL����R�� � C��hx� ht��hdx��x � hdt��t �kqkHdx���dt�����R��� ������

where
C��hx� ht� � C�C�max�h����x � h

����
t ��h���x � h

���
t ��

Thus� by combining ������ with ������� we conclude that

kq � qhkL����R�� � C��hx� ht��hdx��x � hdt��t �kqkHdx���dt�����R��� ������

where
C��hx� ht� � C��hx� ht� � C��

To conclude the proof� we note that

max�h����x � h
����
t ��h���x � h

���
t � � �max�h����x � h

����
t �max�h���x � h

���
t �

� �max

�
��h�x

ht

	���

�

�
h�x
ht

	������ �


�



for all hx� ht � �� Hence� it follows that

C��hx� ht� � C�max

�
�
�
h�x
ht

	���

�

�
h�x
ht

	������ � ������

for some positive constant C�� Substituting ������ into ������ proves the
theorem�

The factor

max

�
��h�x

ht

	���

�

�
h�x
ht

	������ �
seems to suggest that the ratio h�x�ht must remain bounded throughout com

putations in order to achieve optimal order convergence in L����R���

��� The Aubin	Nitsche Lemma and Interior Error

Estimates

In this section� we apply the Aubin
Nitsche lemma to derive error estimates
between the Galerkin solution qh and the exact solution q in lower Sobolev
spaces� We then use these estimates to deduce L� error estimates between

u�x� t� �
Z t

�

Z
�
K�x� y� t� s�q�y� s�dyds� x � R�� t � ��������

and

uh�x� t� �
Z t

�

Z
�
K�x� y� t� s�qh�y� s�dyds� x � R�� t � �� ������

Theorem 
�
 Let qh � Qdx�dt
h denote the Galerkin approximation to K�q �

F � Then� for all � � � � min�dt � 	��� dx�� � ����� there exists a positive
constant C such that

kq � qhkH���������������������R�� � C�h�x � ht�
�kq � qhkH������������R��� ������

Thus� if q � Hdx���dt�����R���

kq � qhkH���������������������R�� � C��� dx� dt� ht� hx�kqkHdx���dt�����R���

where

C��� dx� dt� ht� hx� � C�h�x � ht�
��h

���
t � h���x ��hdxx � hdtt �� ����	�


�



Proof� For brevity� we introduce some temporary notation� For all real
numbers �� we let

X� � H�������R�� and "X� � H�������R��

We further de�ne the spaces

X�
� � H����

� ���R��� � � ��

Recall that H����
� ���R�� was de�ned as the completion of D���R�� in the

H�������R�� norm� Therefore�

X�� �
�
X�

�

��
� � � ��

Set �� � min�dt � 	��� dx�� � ����� For any � � � � ��� we have

kq � qhkX�������� � sup
p�X�����

�

jhq � qh� pij
kpk

X
�����
�

�

Let R�� "X� � X� denote the restriction operator and E�� X� � "X� any
��xed� operator of extension� Since R�E�p � p almost everywhere� we have

kq � qhkX�������� � sup
p�X�����

�

jhq � qh� R�E�pij
kpk

X
�����
�

� sup
p�X�����

�

jhR���q � qh�� E�pij
kpk

X
�����
�

�

Since E� is bounded� it follows that

kq � qhkX�������� � C sup
p�X�����

�

jhR���q � qh�� E�pij
kE�pk 
X�����

�

Setting � � E�p� it therefore follows that

kq � qhkX�������� � C sup
�� 
X�����

jhR���q � qh�� �ij
k�k 
X�����

� ����
�

��



Now� de�ne 	 � "X����� as the unique solution to the adjoint equation
"K��	 � �� Since "K��� "X����� � "X����� is an isomorphism� there exists some
positive constant c such that

ck�k 
X����� � k	k 
X������

Therefore� substituting this into ����
�� we have

kq � qhkX�������� � C sup
�� 
X�����

jhR���q � qh�� "K��	ij
k	k 
X�����

� C sup
�� 
X�����

jh "K�R
�
��q � qh�� 	ij
k	k 
X�����

� ������

We now use the fact that the Galerkin solution qh satis�es

h "K�R
�
��q � qh�� 	i � � for all 	 � "Qh�

�This is easily seen since R�� corresponds to� or more precisely extends� the
zero extension operator�� Therefore�

kq � qhkX�������� � C sup
�� 
X�����

jh "K�R��q � qh�� �I � PxPt�	ij
k	k 
X�����

� Ck "K�R
�
��q � qh�k 
X���

k	 � PxPt	k 
X����

k	k 
X�����

� ������

The boundedness of the operators "K� and R�� imply

k "K�R
�
��q � qh�kX��� � Ckq � qhkH������������R���

Using this estimate and the approximation inequality

k	� PxPt	kH������������R�� � C�h�x� ht�
�k	k 
X������ � � � � ��� ������

in ������� we get

kq � qhkH���������������������R�� � C�h�x � ht�
�kq � qhkH������������R���

This shows ������� Assuming the greater regularity on q� we get the next
result by applying the energy estimate �������

��



We make two brief remarks� First� observe that it is the approximation
inequality ������ which limits the range of �� Secondly� we can only simplify
the constant C in special cases� For example� if dx � � � ��dt � ��� it can be
written in the more attractive form

C��� dx� dt� ht� hx� � C�h�x � ht�
������dt � � � � � dt � 	���

Theorem 
�� Let q � H������������R�� denote the solution to K�q � F
and qh � Qdx�dt

h the Galerkin solution� De�ne u and uh by �
���� and �
�����
Then� for all x � R

� such that dist��� x� � � � � and for each � � � �
min�dt � 	��� dx�� � ����� there exists a positive constant C��� �� such that

ju�x� t�� uh�x� t�j � C��� ��C��� dx� dt� hx� ht�kqkHdx�dt ���R��� ������

where

C��� dx� dt� ht� hx� � C�h�x � ht�
��h

���
t � h���x ��hdxx � hdtt ��

Proof� Set �� � min�dt � 	��� dx�� � ����� We subtract ������ from ������
and take absolute values� We get

ju�x� t�� uh�x� t�j � j
Z t

�

Z
�
K�x� y� t� s��q � qh��y� s�dydsj

� CkKkX�����kq � qhkX��������

for any � � � � ��� Now� because x is bounded away from �� the heat kernel
K is a C� function which decays su�ciently rapidly at in�nity� Hence� it be

longs to Xs for any s � R� The proof now follows by applying estimate ������
to the di�erence q � qh�

��� Error Estimates II

The analysis of the previous section assumed that no approximation of the
forcing function F �in the equation K�q � F � occurred� This is not a rea

sonable assumption� even if one neglects the e�ects of numerical integration�
Often� a better model is to assume that the Galerkin solution qh solves the
equations

hp�K�qhi � hp� Fhi for all p � Qh � H������������R��� ������

��



where Fh is some approximation of F � In the next lemma� we adjust the error
bounds between qh and q � K��� F to re�ect this additional approximation�
Since the proof is obvious� we omit the details�

Lemma 
�� Let Fh � H����������R�� and let qh denote the solution to the
Galerkin equations �
����� Then�

kq � qhkH������������R�� � Cfkq � PxPtqhkH������������R��

� kF � FhkH����������R��g� ������

Similarly� for a quasi�uniform mesh�

kq � qhkL����R�� � Cfkq � PxPtqhkL����R��
� kF � FhkH����������R��g� ������

where C is de�ned in �
�����

In the rest of this section� we examine the error term F � Fh for our
application of the Galerkin method to the direct integral equation� That
is� we study the di�erence between F � ��

�
� K��g �Mf and Fh � ��

�
�

K��PxPtg�MT)�f � �Recall that )�f denotes the linear interpolant of f with
respect to a isoparametric triangulation T of � and PxPtg a tensor product
interpolation of g by piecewise constants in time and piecewise linears in
space��

We consider the error due to our approximation of the domain term �rst�
We begin with a preliminary lemma�

Lemma 
��	 Let O denote any bounded� open set such that

O � fx � R�� jxj � Rg� some R � ��

For any f � L��O�� let

U�x� t� �
Z
O
K�x� x�� t�f�x��dx�� x � R�� t � �� ������

where K denotes the fundamental solution to the heat equation� Then� there
exists a positive constant C�R� such that

kUk�V �R��R�� � C�R�kfk�L��O�� ����	�

��



Proof� Let

"f�x� �



f�x�� x � O�
�� x � R�nO�

so that
U�x� t� �

Z
R
�
K�x� x�� t� "f�x��dx�� x � R�� t � ��

We take the Fourier transform in space of both sides� This yields

�Ux��� t� � e�j�j
�tFx

�
"f
�
���� � � R�� t � �� ����
�

where �Ux denotes the Fourier transform in space of U �
Since Z �

�
e��j�j

�tdt �
�

�j�j �

it follows that

Z �

�

Z
R
�
�� � j�j��j �Ux��� t�j�d�dt � �

�

Z
R
�

�� � j�j��
j�j� jFx

�
"f
�
���j�d�� ������

To bound the right hand side of ������� note that "f having compact support
implies

jFx

�
"f
�
���j � j

Z
R
�

"f�x�e�ix�dxj

�
Z
O
jf�x�jdx

� C�R�
Z
O
jf�x�j�dx�

Since �B� denotes the unit ball in R��

Z
R
�

�� � j�j��
j�j� jFx

�
"f
�
���j�d� �

Z
B�

�� � j�j��
j�j� jFx

�
"f
�
���j�d�

�
Z
R
�nB�

�� � j�j��
j�j� jFx

�
"f
�
���j�d�

� Ckfk�L��O�
Z
B�

�j�j�� � ��d�

� �
Z
R
�nB�

jFx

�
"f
�
���j�d��

��



it follows that

Z
R
�

�� � j�j��
j�j� jFx

�
"f
�
���j� � Ckfk�L��O��

Applying this in ������� we have

kUk�L��R��R�� � C�R�kfk�L��O�� ������

for some positive constant C�R�� Analogously� because

Fx

�
�U

�t

	
��� t� � ��j�j�e�j�j�tFx

�
"f
�
���� � � R�� t � �� ������

we have

k�U
�t
k�L��R��H���R��� �

Z �

�

Z
R
�
�� � j�j����jFx

�
�U

�t

	
��� t�j�d�dt

�
Z �

�

Z
R
�

j�j�
j�j� � �

e��j�j
�tjFx

�
"f
�
���j�d�dt

� �

�
k "fk�L��R��

�
�

�
kfk�L��O�� ���	��

Using Lemma ����� we can now analyze the error between Mf and
MT)�f �

Theorem 
��� Let � denote an open� bounded set in R� and f � L�����
Set

E�x� t� �Mf�x� t��MT)�f�x� t�� x � R�� t � ��

Then� there exists a positive constant C which depends on � such that

kEkV �R��R�� � C�meas�� ��T � � h�T �kfkH��R��� ���	��

Proof� For each �x� t� � R� �R�� let

E��x� t� � Mf�x� t��MT f�x� t��

and

�	



E��x� t� � MT f�x� t��MT)�f�x� t��

Clearly� E � E� � E�� By Lemma ����� we have

kE�kV �R��R�� � C���kf �)�fkL��R��R��
� C���h�T kfkH��	�� ���	��

by familiar approximation theory ��� Section �����
Thus� it remains to estimate E�� Set

�f�x� �



f�x�� x � �n�T �
�� otherwise�

for each x � R�� Then� we have

E��x� t� �
Z
	n	T

K�x� x�� t�f�x��dx��

�
Z
	
K�x� x�� t� �f�x��dx��

for all x � R�� t � �� Hence� by Lemma �����

kE�k�V �R��R�� � Ck �fk�L��	�� ���	��

for some positive constant C� The theorem now follows since

k �fk�L��	� �
Z
	n	T

jf�x��j�dx�

� � meas����T � �
� kfk�L��R���

and
kfkL��R�� � CkfkH��R���

by a Sobolev embedding theorem ��
� p� �����
Since I�K�� H����������R��� H����������R�� is bounded� the error due

to our approximation of the double layer term is easily deduced� We have

k���� �K���g � PxPtg�kH����������R�� � Ckg � PxPtgkH����������R��

� C�h�x � � ����kgkH������R��

�




� Numerical Examples

In this section� we report the results of some numerical experiments� Since
these experiments are preliminary in nature� we shall consider the analogous
single layer potential K� which is de�ned on surfaces � � R�� �The operator
de�ned by ������ with the fundamental solution now given by

K�x� t� �

���
��

exp��jxj���t�
���t�

x � R�� t � �

� x � R�� t � �
�
�

The objective of these experiments is to solve the initial
Dirichlet value
boundary value heat equations

�u

�t
�x� t���u�x� t� � �� x � �� t � ��

u�x� �� � �� x � �� �����

u�x� t� � g�x� t�� x � �� t � ��

using the direct integral equation

K�q�x� t� �
�

�
g�x� t� �K�g�x� t�� x � � � R�� t � ��

Throughout� our basic assumption on � is that there exists a �
periodic
parametrization &�	�� 	 � ��� �� � �� To recall� our method consists in
replacing the given Dirichlet data by its projection gh in the subspace Qh of
piecewise linear in space and piecewise constant in time and to then solve
the Galerkin equations

hv�K�qhi � hv� �
�
gh�x� t� �K�gh�x� t�i for all v � Qh�

for qh � Qh� As shown in the text� this procedure reduces to solving the set
of linear systems

nX
k��

Gn�k�qk �
nX

k��

Ln�k�gn� for each n �Z�� �����

where �qn and �gn represent average values of the approximate Neumann data
qh and given Dirichlet data g at time step n�

��



To accurately determine the convergence of the method� the examples
chosen have known solutions� In general� except for the �rst run� each run
consists of two parts� In the �rst part� we solve ����� for the �uxes qn� In
the second part� we then use the representation formula

u�x� t� �
Z t

�

Z
�

�
�u

�n
�y� t��K�x� y� t� t��� �K

�n
�x� y� t� t��u�y� t��

�
dydt��

x � R�n�� t � ��

to recover approximations to the corresponding solutions u� �The minus
sign holds for the interior problem� while the plus sign holds for the exterior
problem��

In the �rst three of our examples� � is the unit disk� We will describe
the points of the disk by polar coordinates �r� 	�� with the angular variable
	 scaled to lie between � and �� In this case� exact solutions to ����� are
available in series form� We supply some details on the construction of these
solutions in appendix C� In each of these examples� approximations were
sought over the space
time cylinder �B� � ��� ���

Example ��

Dirichlet data
g�	� t� � t��

Exact solution

u�r� 	� t� � t� � �
�X
k��

J���kr�

��kJ���k�

�
t� �

��k
��� e��

�
kt�

�
�

where J���k� � ��

Exact Boundary Flux

q�	� t� � t� �
�X
k��

��� e��
�
kt�

��k
� �����

�Note� �J��z���z � �J��z���
This example was ran for debugging purposes since it could be compared

to runs previously reported in the literature ����� ����� Note that the Dirichlet

��
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Figure �� Absolute Errors versus Reciprocal Timestep ��ht� A� L� Error� B�
L� Error� C� Midpoint l� Error�

data g and the exact �ux q are independent of the 	 coordinate� This is
re�ected in numerical computations since each component of the vectors qn
were found to be identical� Considering that the Galerkin method makes no
spatial discretization error� a reasonable assumption is that the number of
boundary nodes can remain at constant value independent of the timestep
ht� We found this observation to be true with � boundary nodes su�cient�

In Figure �� we graphically examine the rates of convergence between the
Galerkin solution and the exact �ux in both the L� and L� norms� Clearly�
the rates of convergence are linear in both norms� Since the L� comparison
between the Galerkin and exact solution is pessimistic� we also looked at
the maximun of the absolute errors jq�tn������ qh�tn�����j at the midpoints
tn���� � �n � ����ht� Here� we see evidence that the rate of convergence at
the midpoints is faster� To determine the rate� we looked at the midpoint
errors at selective points� In Table �� we display the relative errors at the
points t � �� and t � ���� These results show quadratic convergence with
respect to the time step�

ht Rel Error Rate
� ����
��e���
��� ����		
e��� ��	��	
��� ��	����e��� ��

��
���� 	��
���e��� ������
���� 	�

���e��	 ������

ht Rel Error Rate
� 	�
�	�e���
��� �����	e��� ��
��
��� ���	��e��� �����
���� ������e��� �����
���� �����
e��	 ����


Table ���� Relative L� Errors as a Function of ht

��
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Example ��

Dirichlet data
g�	� t� � t� cos ��	�

Exact solution

u�x� t� �



rt� � �

�X
k��

J���kr�

��kJ���k�

�
t� �

��k
��� e��

�
k
t�

��
cos ��	�

where J���k� � ��

Exact Boundary Flux

q�	� t� �



t� � ��	t� �

�X
k��

�� � e��
�
kt�

��k

�
cos ��	�

We start by investigating the total L� approximation error over the cylin

der �B����� ��� Since the optimal rate of convergence to expect is O�h�x�ht��
we performed a sequence of runs in which the time and spatial steps were
related by �hx � h

���
t � The results are shown in the left graph of Figure ��

They indicate that the method is converging linearly with respect to ht�
Considering the excessive demands on storage this algorithmmakes� �each

successive run in Figure � increased the demand on storage by a factor of
�
�� it is important to recognize the relative importance of the stepsizes ht
and hx� We performed a set of experiments with various values of ht and
hx� In order to conserve a bit of storage� we reduced the time axis of interest
in this investigation to ��� ����� The results are graphically summarized in

��
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Figure �� Interior Approximations

Figure �� They indicate that a consistent choice of time and space step is
needed for e�ciency�

We now consider the approximation of the solutions in the interior� To
recall� our approximation consists in collocating the representation formula
at a desired interior point �x� t� �or points� and then replacing the densities
g and q by their piecewise and Galerkin interpolants� Since the point x is
away from the boundary� the spatial integrals can be computed using a order
� Gaussian rule�

We determine the solution as a function of time for various values of r
and 	� Figure � clearly shows how the rate of convergence is slower for the
point closest to the boundary �� Observe how the Galerkin approximation
with ht � ���
 is identical to the exact solution when r � ���

Example ��

Dirichlet data
g�	� t� � cos ��	

Exact solution
u�r� 	� t� � r cos ��	 �����

Exact Boundary Flux
q�	� t� � cos ��	 ���	�

This example illustrates the e�ect a discontinuity between the boundary
and initial data has on the solutions� In Figure �� we show the Galerkin
approximations to the �ux and to the interior solution�

��
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Figure �� Galerkin Approximations

Clearly� the method behaves quite poorly near the origin t � �� For

tunately� however� the e�ect of this discontinuity decays fairly rapidly with
time� Indeed� away from the origin� we found the method to be converging
optimally�

Example �� In this example� we consider an exterior problem� It is for
such exterior problems that the boundary element method seems to be most
useful� We take the boundary � to be the ellipse

E� ��



�x� y� �

x�

x��
�
y�

y��
� �

�
�

with �x�� y�� � ����� ���

��
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Figure 	� Galerkin Approximation to Flux

In order to have a problem with a known solution� we choose the Dirichlet
g so that the exact solution u to the heat equation in the exterior is the
fundamental solution

u�x� t� �
exp��jxj���t�

�t
� x � R�� t � ��

Note that g has both a spatial and time dependence since the radius ��	� of
E� is

��	� �
n
x�� cos

� ��	 � y�� sin
� ��	

o���
� ���
�

It is easy to check that the exact Neumann �ux is

q�	� t� �
exp�����	���t�

�t�
h
x�� sin

������ � y�� cos������
i��� �

��
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Figure 
� Galerkin Approximation to Solutions

In Figure 	� we consider the Galerkin approximations to the �ux� The
results indicate that its spatial step which is controlling the error� The same
remarks can be made about the approximations of the solution� Some of
these are shown in Figure 
�

We conclude with some observations� In the �rst example� we saw evi

dence that the Galerkin method when applied to smooth functions not only
converges optimally in L� by also exhibits superconvergence at the midpoints�
In the second example� we saw the competitive e�ect of the discretizations in
space and time� In the third example� we examined how the Galerkin method
behaves when applied to a problem with incompatible Dirichlet and initial
data� Very encouragingly� we saw that although it behaves quite poorly near
the discontinuity� the Galerkin method damps out its e�ects fairly rapidly�
Lastly� we applied the method to an exterior problem to show how the bound

ary element is well suited to such problems�

��



A Proof of Theorem �	�

In this appendix� we give the proof of Theorem 	�� in Section 	��� Since the
proof employs the method of �nite di�erences� we begin with a quick review of
these operators before proving the theorem� For each integer i � �� �� �� and
any h � �� the �rst order di�erence operator dyi�h� is de�ned onH������R��R�
by

dyi�h�w�y� t� �
w�y � hei� t�� w�y� t�

h
� y � R�� t � R�

where ei denotes the unit vector in the yi direction�
The higher order di�erence operators are de�ned by successive applica


tions of this map� For any multiindex � and any set H of positive real
numbers �hij� i � �� �� �� j � �� � � � � �i� the notation

D�
Hw �

�Y
i��

�iY
j��

dyi�hij�w� w � H������R��R��

de�nes the �nite di�erence operators D�
H � Set

j�j �
�X

j��

j�jj�

and let jHj denote the largest number in the set H� The following lemma
relates D�

H to the partial di�erential operator

�� �
���

�y�

���

�y�

���

�y�
�

For more details� see ��
� pg �	���

Lemma A�� Let r� s be any non�negative real numbers and suppose that
w � Hr�s�R��R� satis�es

lim sup
jHj��

kD�
HwkHr�s � C��

for some �nite constant C� and some multiindex �� Then� ��w � Hr�s�R��R�
and satis�es

k��wkHr�s�R��R� � C��

�	



We note some properties satis�ed by the di�erence operators� If 
 denotes
the restriction operator� �i�e��


w�y�� y�� t� � w�y�� y�� �� t�� �y� t� � R� �R� �
and � � ���� ��� ��� any multiindex such that �� � �� then


D�
Hw�y�� y�� y�� t� � D�

H
w�y�� y�� t��

Another useful property of the �nite di�erence operator is that it commutes
with di�erentiation� i�e�

D�
H�

�w � ��D�
Hw� for any multiindices �� ��

for w � S�R� � R�� say� Finally� by a simple change of variables� it is easy
to prove the important equalityZ �

��

Z
R
�
D�
Hw�y� t�v�y� t�dydt � ����j�j

Z
R
�
w�y� t�D�

�Hv�y� t�dydt�

for all w� v � L��R� �R�� �A���

We are now ready to begin the proof� First� we remind the reader of some
previous notation�

# � Heat operator W����� �W��������


 � Trace operator W � H��������� �R��
Y � fy � R�� jyij � �� i � �� �� �g�
Y� � fy � Y � y� � �g�
O � An open set in R�� A representative

of the sets in a �nite covering of ��

� � Isomorphism from O � Y �

Here is what we want to prove� Given m � N and q � Hm�����m�������R��
let

wq�y� t� � ����uq��y� t�� y � Y � t � R�
Theorem 	�� states that all of the partial derivatives ��wq exist and belong
to L��R�H��Y �� so long as j�j � m and �� � �� Moreover� they each satisfy
an inequality of the form

k��wqkH������Y�R� � CkqkHm�����m���������R�� �A���

�




Proof of Theorem ���� Let H�����
� �Y�R� denote the closure of D�Y � R�

in the H������Y�R� norm� �In other words� functions with compact support

in Y �R�� De�ne A� H�����
� �Y�R��H

�����
�� �Y�R�� C by

A�w� v� � h#���w�� ���v�i � �A���

It is simple to check that A can be written in the form

A�w� v� �
Z �

��

Z
Y
i�F t�w��y� � �F t�v��y� � �J�y�dyd�

�
�X
i�j

Z �

��

Z
Y
aij�y�

�w

�yi
�y� t�

�v

�yj
�y� t�J�y�dydt� �A���

for each w� v � H������Y�R�� where J�y� denotes the Jacobian of � and where
ai�j�y� � C��Y � with the matrix of coe�cients fai�j�y�g being uniformly pos

itive de�nite� �That is� there exists a positive constant c which is independent
of y � Y such that

�X
i�j

�iai�j�y��j � c
�X
i��

��i for all � � R��� �A�	�

Consequently� there exists some positive constant c such that

A�w� �I �H�w� � ckwk�H������Y�R� for all w � H
�����
�� �Y�R�� �A�
�

where H� H
�����
� �Y�R�� H

�����
� �Y�R� denotes the Hilbert transform�

We substitute wq for w in �A���� Using the product rule� we get

A�wq� v� � h#uq� ����v�i�
Z �

��

Z
R
�
uq�x� t�r��x�r�� �v� �x� t�dxdt

�
Z �

��

Z
R
�
�� �v� �x� t�r��x�ruq�x� t�dxdt�

where uq � #��
�q� Hence�

A�wq� v� � h
�q� ��� �v�i �
Z �

��

Z
R
�
uq�x� t�r��x�r�� �v� �x� t�dxdt

�
Z �

��

Z
R
�
�� �v� �x� t�r��x�ruq�x� t�dxdt� �A���

��



for all v � H
�����
� �Y�R��

To estimate D�
Hwq� we will consider the pairing A�D�

Hwq� v�� Before we
can take this step� however� we must verify that this pairing makes sense for
all multiindices � such that j�j � m� Fortunately� this only requires a careful
choice of the set H so that jHj is su�ciently small� To be precise� let r � �
be such that

supp wq��� t� � Yr �� fy � R�� jyij � r� i � �� �� �g � Y�

uniformly with respect to t � R� �The de�nition of wq shows that such an r
exists�� Set

�� �
�

�
�

�

�
r� and �� �

�

�
�

�

�
r�

so that r � �� � �� � �� Then� it is easy to check that D�
Hwq has support

in the set Y�� for all sets H which satisfy

jHj � �

�m
��� r��

Moreover� we have
D�
�HD

�
Hwq � H

�����
� �Y�� �R��

which we will need later�
Let v � H

�����
� �Y�R� be given� Without loss of generality� we choose v so

that its support lies in the cylinder Y�� �R� �This ensures the inclusion

D�
Hv � H

�����
� �Y�R� for any multiindex ���

We now consider the pairing A�D�
Hwq� v�� By �A��� and �A���� we have

A�D�
Hwq� v� � ����j�jA�wq�D

�
�Hv� � E��wq� v�� �A���

where

E��wq� v� �
�Y
l��

�lY
k��

�X
i�j

Z �

��

Z
Y

�wq

�yi
�y� t�

�v

�yj
�y � hlk� t�D

l
�hlkai�j�y�dydt

�
�Y
l��

�jY
k��

Z �

��

Z
Y
i�F t�wq��y� � �F t�v��y � hlk� � �D

l
�hlk �J�y��dyd��

��



Using �A���� we obtain

A�D�
Hwq� v� �

D

�q� ���

�
D�
�Hv

�E
� E��wq� v� � E��uq� �

��v��� �A���

where

E��uq� �
��v�� �

Z �

��

Z
R
�
uq�x� t�r��x�rv���x�� t�dxdt

�
Z �

��

Z
R
�
v���x�� t�r��x�ruq�x� t�dxdt�

We now bound the terms E�� and E�� We have

jE��wq� v�j � CkwqkH������Y�R� kvkH������Y�R�� �A����

and

jE��uq� v�j � C
n
k����uqkL��R��R� � k jruqj kL��R��R�

o
kvkH����Y�R�

� CkuqkW�����kvkH������Y�R�� �A����

�To get the last estimate� note that �� � D�R�� and apply Lemma �����
Collecting together equations �A���A����� it follows that

A�D�
Hwq� v� �

D
q� 
���

�
D�
�Hv

�E
� E�v�� v � H������Y�� �R�� �A����

where E satis�es

jE�v�j � C
n
kuqkW����� � kwqkH������Y�R�

o
kvkH������Y�R�

� CkqkH������������R�kvkH������Y�R�� �A����

To proceed further� we now rewrite the term

Iq ��
D

�q� ���

�
D�
�Hv

�E
�A����

in a form where D�
�H acts not on v but instead on ����q�� Set

V �
�H �y

�� y�� t� � D�
�H �v� �y�� y�� t�� �y�� y�� t� � Y �R�

Then� from �A����� we have

Iq �
Z �

��

Z
��O

q�x� t���x�V �
�H���x�� t�dxdt�

��



Changing the variable of integration to y � Y� �by the mapping ��� we get

Iq �
Z �

��

Z
Y�
�� ��q� �y�� t�V �

�H�y�� �� t�J�y
��dy�dt� �A��	�

where we have written V �
�H�y

�� �� t� for 
 � V �
�H �

Now� since �� � �� the trace operator 
 commutes with the �nite di�er

ence operator� i�e��

V �
�H�y

�� �� t� � 
 �D�
�H �v�

� D�
�H � 
 �v�

� D�
�H �
v� �y�� t�� �A��
�

Therefore�

Iq �
Z �

��

Z
Y�
�� ��q� �y�� t�D�

�H �
v� �y�� t�J�y��dy�dt� �A����

Using �A��� in this equation� we obtain

Iq �
Z �

��

Z
Y�
D�
H ��� ��q�� �y�� t�
v�y�� t�J�y��dy�dt

�
�Y

j��

�jY
k��

Z �

��

Z
Y�
��� ��q�� �y� � hjk� t�
v�y�� t�D

j
�hjkJ�y

��dy�d��

Taking absolute values� we get

jIqj � CkqkHm�����m���������R� k
vkL��Y��R�
� CkqkHm�����m���������R� kvkH������Y�R�� �A����

Thus� �A���� and �A���� show the existence of some positive constant C
such that

jA�D�
Hwq� v�j � CkqkHm�����m���������R�kvkH������Y�R��

for any v � H
�����
� �Y���R�� �A����

But� by selecting v � �I �H�D�
Hwq in �A����� we get

jA�D�
Hwq� �I �H�D�

Hwq�j � CkqkHm�����m���������R�kD�
HwqkH������Y�R��

�Note by our choices of H and �� that v � H
�����
� �Y�� �R��� Hence� by �A�
��

we deduce
kD�

HwqkH����� � C�m�kqkHm�����m���������R��

which by Lemma A�� proves the theorem�

��



B Proof of Theorem �	�

In this appendix� we give the proof of Theorem 	��� To recall� we must show
that the solution u to the Dirichlet problem

�u

�t
��u � � on R

�n� �R�
u � g on ��R�

satis�es the interior and exterior estimates

kukHm���m�������	�R� � CkgkHm�����m���������R� for each m � N� �B���

and

kukWm���m�������	c�R� � CkgkHm�����m���������R� for each m � N� �B���

Observe that the regularity estimates �B���B��� do not say anything
about the solution u over R� � R� Therefore� we can separately study the
Dirichlet problem over the interior � � R and the exterior �c � R� We will
concentrate on the exterior problem

�u

�t
��u � � on �c �R� �B���

u � g on ��R� �B���

The proof will use localization� Henceforth� we �x m � N and g �
Hm�����m���������R�� For convenience� we will write

kgkm�� � kgkHm�����m���������R�� �B�	�

Continuing with previous notation� let �Oj� �j� �j�M� denote a chart of ��
We append to this chart an interior set O� such that O�� O��� � �� OM covers
�� and a function �� � D�O�� such that f�j�x�gM� forms a partition of unity
with respect to this cover� We then set

OM�� � R
�n

M�
j��

Oj�

��



and de�ne

�M���x� � ��
MX
j��

�j�x�� x � R��

�Again� note that the functions f�j�x�gM��
� form a partition of unity over

R
���
Now� let u denote the solution to �B���B���� To study u� we will consider

each of the functions �ju� for integers j between � and M � �� They are
connected by

u�x� t� �
M��X
j��

�j�x�u�x� t�� x � �c� t � R� �B�
�

To estimate the functions �ju� we shall use a standard inductive argument�
Speci�cally� assume that the solution u to �B��� satis�es

u � Wk�k����c�R�� �B���

for some k � N with k � m� We will then show that each �ju satis�es

k�jukWk���k�������	c�R� � C
n
kgkm�� � kukWk�k���	c�R�

o
� �B���

Clearly� because of �B�
�� equation �B��� implies that

kukWk���k�������	c�R� � C
n
kgkm�� � kukWk�k���	c�R�

o
� �B���

for any k � N with k � m� Noting that �B��� is true for k � �� induction on
k in �B��� shows that

kukWm���m�������	c�R� � Ckgkm�� for any m � N� �B����

The estimates �B��� will be proven based the di�erential equation

#��ju��x� t� � �ru�x� t�r�j�x��u�x� t���j�x�� �x� t� � �c�R� �B����

�ju�x� t� �



�j�x�g�x� t� j � �� �� � � �M
� j � M � �

� x � �� t � R�

solved by �ju� In the next theorem� we show �B��� for j � M � ��

��



Theorem B�� For any integer k � N� let u � Wk�k����c�R� satisfy

#u�x� t� � �� x � �c� t � R� �B����

and let 	�x� � D�R�� satisfy 	�x� � � on ��� Then� there exists a positive
constant C which depends only on k and 	 such that

k��� 	�ukWk���k�������	c�R� � CkukWk�k���	c�R�� �B����

Proof� We apply the heat operator # to ��� 	�u� We get

#�� � 	�u � �� � 	�#u� F

� F� �by �B������ �B����

where

F �x� t� � �ru�x� t�r	�x� � u�x� t��	�x�� x � �c� t � R�

Since 	 � � on ��� it follows that F � � on ���R� Because ��� 	�u also
vanishes over this set� we can extend both sides of equation �B���� by zero
to ��� We get

#��� 	��x� t� � F �x� t�� x � R�� t � R�

To conclude the proof� we will verify the inclusion

F �x� t� � Hk���k�������R��R� 	W�������� �B��	�

and apply Theorem 	�
� �This theorem showed that

# �Wk���k������ � Hk���k�������R��R� 	W��������

is an isomorphism�� The main observation to showing �B��	� is to note that
the support of F �x� t� is contained in some cylinder BR�R of �nite radius R�
It is easily checked that any Hk���k�������R��R� function which is supported
in this fashion also belongs to W��������

Hence� we must verify that

�rur	� u�	 � Hk���k�������R��R�� �B��
�

��



But� by de�nition ofWk�k����c�R�� we have the existence of positive constant
C� such that

k jruj kHk���k�������	c�R� � C�kukWk�k���	c�R�� u � Wk�k����c�R��

Similarly� since Wk�k����c�R� and Hk�k����c�R� di�er only in their behavior
near in�nity� it follows that there exists a positive constant C��	� such that

ku�	kHk�k���R��R� � C�	�kukWk�k���	c�R��

Hence� �B��
� holds�

It remains to consider �B���� for the indices j which lie between � and
M � Since the supports of the functions �ju are bounded in this case� we add
�ju to each side of �B����� We get

#��ju� � �ju � Fj�x� t�� �x� t� � �c �R�
�ju � �jg�x� t�� �x� t� � ��R� �B����

where

Fj�x� t� � ��ru�x� t�r�j�x�� u�x� t���j�x� � �j�x�u�x� t��

�x� t� � �c �R� j � �� � � � �M�

The way to study the parabolic problems represented in �B���� is to map
them into equivalent problems which are posed over the half space Y� �R�
where

Y� � f�y�� y�� y��� jyij � �� i � �� �� � � y� � �g�
Before we do this� it is convenient to reduce �B���� to an equivalent Dirichlet
problem with homogeneous boundary condition� Let ug�x� t� � Wm���m������

denote any extension of g such that

ug�x� t� � g�x� t�� �x� t� � � �R�
We then de�ne Uj � �ju� �jug� This function satis�es

#�Uj� � Uj � fj�x� t�� �x� t� � R� �R�
Uj � �� �x� t� � ��R� �B����

where
fj�x� t� � Fj�x� t�� # ��jug� �x� t�� �x� t� � �c �R�

��



To map �B���� to the half space Y� �R� let

wj�y� t� � ��j �Uj��y� t�� �y� t� � Y� �R�

This leads to


wj


t
�y� t�� Lwj�y� t� � wj�y� t� � ��j �fj��y� t�� �y� t� � Y� �R�

wj�y� t� � �� �y� t� � Y� �R�
�B����

where L denotes the uniformly strongly elliptic di�erential operator

Lw�y� t� �
�X

i�j��

ai�j�y�
��w

�yi�yj
�y� t�� �y� t� � Y �R�

�In particular� the matrix of coe�cients fai�j�y�g is positive de�nite� uni

formly for y � Y �� Let

L�w�y� t� �
�X

i�j��

ai�j���
��w

�yi�yj
� �y� t� � Y� �R�� �B����

The mapping properties of the parabolic operator I�#� �� ���t�L��I
are well understood ��	� Chapter ��� We state them in a lemma�

Lemma B�� For each k � N� let Hk���k������
� �Y��R� denote the closure of

D�Y��R� in the Hk���k�������Y��R� norm� For any f � H
k���k������
� �Y��R��

there exists a unique solution w � H
k���k������
� �Y��R� to

�w

�t
� L�w � w � f on Y� �R� �B����

w � � on Y� �R� �B����

which satis�es

kwkHk���k�������Y��R� � C�k�kfkHk���k�������Y� �R��

Set #� � ���t� L� and let L� � L� L�� so that

�

�t
� L� I � �#� � I� � L��

�	



To deduce the mapping properties of the operator I�#��L�� we shall show
that the operator L� amounts in some sense to a small perturbation of the
operator I � #�� The next theorem is the crucial step� For brevity� we shall
henceforth use the abbreviations

kukk�Y��R� kukHk�k���Y� �R�� and kukk�R���R� kukHk�k���R���R�
� k �Z�

Theorem B�� Let k � N and f � H
k�k��
� �Y��R�� Given any � � �� there ex�

ists some � � � which depends on � and k but not on f � such that supp f � B� �R
implies that

kL��I � #��
��fkk�Y��R� �kfkk�Y��R� �B����

We of course mean �I � #���� in the sense of Lemma B��� We postpone
the proof for the moment to show how we will use it� Set

zj � �I � #���ju�

and by �B����� we haveh
I � L��I � #��

��i zj � ��j �fj� �

and thus

k
h
I � L��I � #��

��i zjkk���Y� �R� � k��j�fj�kk�Y��R�
� CkfjkWk�k���	c�R�

� CkukWk���k�������	c�R�� �B����

Now� by Lemma B���

k�jukWk���k������
�	c�R�

� C��k�kzjkk���R��R� k � N� �B��	�

Since the support of the cuto�s functions �j may be chosen su�ciently small
and because

supp zj � supp� �ju��

we may apply Theorem B�� and the triangle inequality in �B���� to deduce
the existence of some positive constant C� which depends on k and �j such
that

kzjkk�Y��R� C� k �I � L��I � #��
���zj kk�Y��R�

Combining this with �B��	� yields the desired inequality

k�jukWk���k�����	c�R� � C�k�kukWk���k�������	c�R��

�




It remains to prove Theorem B��� We need two lemmas� In these lemmas�
we use the notation

B�
� � fy � �y�� y�� y�� � R�

� � y� � �� jyj � �g� � � ��

Lemma B�� Let k � N and 	 � Hk���R�
��� Given any � � �� there exists

some � � � which depends on � and k but not on 	� such that supp 	 � B�
�

implies that
k	kHk�R���

� �k	kHk���R���
�

We refer the reader to ���� p� �	
� for the proof and state an important
corollary to this result�

Corollary B�� Let k � N and 	 � Hk���k�������R�
��R�� Given any � � ��

there exists some � � � which depends on � and k but not on 	� such that
supp 	 � B�

� �R implies that

k	kHk�k���R���R�
� �k	kHk���k�������R���R�

� �B��
�

Proof� Let � � �� k � N� and 	 � Hk�k���R�
��R� be given� The key to the

corollary is to note by interpolation theory that there exists some positive
constant C� such that

k	kHk���R�H��R����
� C�k	kHk���k�������R�� �R�

� k � N�

Now� by Lemma B��� there exists some �� � � such that

k	kL��R�Hk�R����
� �

�C�
k	kL��R�Hk���R����

�

if the support of 	 is contained in B�
��
� R� Analogously� there exists some

�� � � such that

k	kHk���R�L��R����
� �

�C�
k	kHk���R�H��R����

� k � N�

if the support of 	 is contained in B�
��
�R� The corollary follows by setting

� � min���� ��� and restricting the support of 	 to lie in B�
� �R�

��



Lemma B�� Let k � N and 	 � Hk���k�����R�
��R�� Given any � � ��

there exists some � � � which depends on k and � but not on 	� such that
supp 	 � B�

� �R implies that

kL�	kk�R���R� �k	kk���R���R �B����

Proof� Fix k � N and let 	 � Hk���k�������R��R� be given� Without loss
of generality� we can assume that the support of 	 is contained in the half
cylinder B�

� �R for some � � � � �� From the de�nition of the operator L��
we shall derive two inequalities�

First� by direct di�erentiation and the product rule� there exists a positive
constant C��k� such that

kL�	kL��R�Hk�R����
�



max
i�j

kai�j�y�� ai�j���kL��B�
� �

�
k	kL��R�Hk���R����

� C��k�k	kL��R�Hk���R���
� �B����

Analogously� we have

kL�	kHk���R�L��R����
�
�
max
i�j

kai�j�y�� ai�j���kL��B�
� �

�
k	kHk���R�H��R����

�

Since
k	kHk���R�H��R����

� C��k�k	kk���R���R�
by interpolation theory� we have

kL�	kHk���R�L��R����
� C��k�

�
max
i�j

kai�j�y�� ai�j���kL��B�
� �

�
k	kk���R���R�

�B����
Hence� by combining �B����B����� we have

kL�	kk�R���R � C��k�

�

max
i�j

kai�j�y�� ai�j���kL��B�
�
�

�
k	kk���R���R

� k	kk���R���R
�
� �B����

for some positive constant C��k��
Now� the continuity of the coe�cients ai�j implies that for any given � � ��

there exists some �� � � such that

C��k�


max
i�j

kai�j�y�� ai�j���kL��B�
��
�

�
� �

�
� �B����

��



Analogously� by Corollary B�	� there exists some �� � � such that

C��k�k	kk���R���R�
�

�
k	kk���R���R� �B����

for all 	 supported in B�
��
�R� The lemma follows by combining �B���� with

�B���� and choosing � � min���� ����

Proof of Theorem B�� � Fix k � N and let f � H
k�k��
� �Y��R� have

support contained in B�
� � R for some � � � � �� Choose any � � D�Y��

with � � � on the support of f � We shall now show the existence of some
positive constant C� which depends on k and � but not on f � such that

k�� � ���I � #��
��fkk���Y��R� C���� k�kfkk�Y�R� �B����

Note that it is the di�erence of � between the subscripts of the norms as
opposed to � which makes this a non
trivial statement�

To prove it� observe that

�I � #����� ���I � #��
��f � f � �I � #����I � #��

��f

� �f � �f� �G�

where
G � �f � �I � #����I � #��

��f�

But� since � equals one on the support of f � it follows that

�I � #���� � ���I � #��
��f � G� �B����

Now� set w� � �I � #����f � Because

�I � #���w� � ��I � #��w� �
X
i�j

ai�j���
�w�

�yi

��

�yj

�
X
i�j

ai�j���w�
���

�yi�yj
�

it follows that

G�y� t� �
X

ai�j���
�w�

�yi

��

�yj

�
X
i�j

ai�j���w��y� t�
���

�yi�yj
�

��



for each �y� t� � Y� �R� Hence�

kGkk�Y��R� C���� k�kw�kk���Y� �R� �B��	�

We now applying the operator �I �#���� to both sides of �B����� Doing
this and then taking norms� we get

k�� � 	��I � #��
��fkk���Y��R � k�I � #��

��Gkk���Y��R
� C��k�kGkk���Y� �R
� C���� k�k�I � #��

��fkk���Y� �R
� C���� k�kfkk�Y��R� �B��
�

which veri�es �B�����
To complete the proof� let �� and �� denote two positive numbers to be

determined� To estimate L��I � #����f � write

L��I � #��
��f � L���� ���I � #��

��f � L���I � #��
��f�

and take norms� This yields

kL��I � #��
��fkk�Y� �R � kL���� ���I � #��

��fkk�Y��R
� kL���I � #��

��fkk�Y��R
� C��k�k��� ���I � #��

��fkk���Y� �R
� kL�	�I � #��

��fkk���Y��R�
We �rst apply Lemma B�
 to this inequality to get

kL��I � #��
��fkk�Y� �R � C��k�k��� ���I � #��

��fkk���Y� �R
� ��k��I � #��

��fkk���Y��R� �B����

By then using

k��I � #��
��fkk���Y��R � k�I � #��

��fkk���Y��R
� k�� � ���I � #��

��fkk���Y��R�
in �B����� we have

kL��I � #��
��fkk�Y��R � �C��k� � ���k��� ���I � #��

��fkk���Y��R
� ��k�I � #��

��fkk���Y� �R�

���



To conclude� apply �B���� to this equation to get

kL��I � #��
��fkk�Y��R � C��k��C��k� � ���kfkk���Y��R

� ��k�I � #��
��fkk���Y� �R

� C��k��C��k� � ���kfkk���Y��R
� ��C��k�kfkk�Y��R�

and then apply �B��
� to the �rst term to deduce

kL��I � #��
��fkk�Y��R� C�k� �����kfkk�Y��R� �B����

where
C � ��C��k��C��k� � ��� � ��C��k��

Clearly� this implies the theorem�

���



C Solutions to the Heat Equation Over the

Unit Circle

In this appendix� we describe how to solve the heat equation

�u

�t
�x� t���u�x� t� � �� x � B�� t � ��

u�x� �� � �� x � B�� �C����

u�x� t� � g�x� t�� x � �B�� t � ��

in the unit disk B�� Again� we will describe the points of B� by polar coor

dinates �r� 	� with 	 scaled to lie between � and �� For simplicity� we shall
assume that g��� �� � ��

The �rst step is transform to a Dirichlet problem where the inhomoge

neous condition appears as a forcing function� This is done by letting "g�r� 	� t�
denote any extension of the Dirichlet data g to the interior of the circle and
then letting U � u� "g� Though "g is obviously non
unique� the best choice
appears to be an harmonic extension� In other words� we choose "g so that

�"g�r� 	� t� � �� r � �� 	 � ��� ��� t � ��

"g��� 	� t� � g�	� t�� 	 � ��� ��� t � ��

With this choice of "g� we �nd that U satis�es the inhomogeneous equation

�U

�t
�r� 	� t���U�r� 	� t� � ��"g

�t
�r� 	� t�� r � �� 	 � ��� ��� t � �� �C����

with homogeneous initial and boundary conditions�
Problem �C���� is now in the form where Duhamel�s principle �cf�� ���� p�

��	�� applies� For each s � �� let v�r� 	� t% s� denote the solution to
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Note that the variable s in �C���� represents the initial time and is viewed as
a parameter� Duhamel�s principle states that the solution to �C���� is given

���



by

U�r� 	� t� �
Z t

�
v�r� 	� t% s�ds�

Of course� the transformations used to get to �C���� apply for any prob

lem� not simply ones over the unit circle� The reason why the circle is special
is that �C���� can be solved using separation of variables� The general form
of the solution v is

v�r� 	� t% s� �
�X

m���

�X
k��

Ak�m�s�Jm��m�kr�e
���m�kteim�� �C����

where �m�k are the roots of

Jm��m�k� � �� m �Z� k �Z��

and Ak�m�s� the so called Fourier
Bessel coe�cients which are determined by
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Thus�
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�

R �
� rFg�r� 	� s�Jm��m�kr� drd	R �
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� dr
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where we have set Fg � ��g��t�
Remark� To compute the series in �C����� the various identities found in ��	�
p� 	���� such as
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were found to be quite useful�
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